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Preface
About This Guide
Each Advanced Configuration Guide is organized alphabetically and provides feature and configuration
explanations, CLI descriptions, and overall solutions. The Advanced Configuration Guide chapters are
written for and based on several Releases, up to 25.3.R2. The Applicability section in each chapter
specifies on which release the configuration is based.
The Advanced Configuration Guides supplement the user configuration guides listed in the 7450 ESS,
7750 SR, and 7950 XRS Guide to Documentation.
Audience
This manual is intended for network administrators who are responsible for configuring the routers. It is
assumed that the network administrators have a detailed understanding of networking principles and
configurations.
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AC-Influenced DF Election on an ES

This chapter provides information about Attachment Circuit (AC) influenced Designated Forwarder (DF)
election on an Ethernet Segment (ES).

Topics in this chapter include:
* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

The information and configuration in this chapter are based on SR OS Release 22.5.R1. Attachment Circuit
(AC) influenced Designated Forwarder (DF) election on an Ethernet Segment (ES) is always enabled in
SR OS releases earlier than 21.5.R1. The AC-DF election capability can be disabled in SR OS Release
21.5.R1 and later.

Overview

RFC 8584, section “The AC-Influenced DF Election Capability”, describes the AC-DF capability that
modifies the EVPN DF election process in RFC 7432. RFC 8584 states that when PEs build their
candidate DF election list, they do not include PEs when no Auto-Discovery (AD) per-ES or per-EVI routes
for those PEs are present. In SR OS, this behavior is default for all ESs, configured as ac-df-capability
include.

The ac-df-capability command is configurable in the configure service system bgp evpn ethernet-
segment context:

[ex:/configure service system bgp evpn ethernet-segment "SA-ESI-23"]
A:admin@PE-2# ac-df-capability ?

ac-df-capability <keyword>
<keyword> - (include|exclude)
Default - include

AC-influenced DF election capability

Warning: Modifying this element toggles
'configure service system bgp evpn ethernet-segment "SA-ESI-23" admin-state'
automatically for the new value to take effect.

The command ac-df-capability exclude disables AC-DF on the ES, so the presence of an AD per-ES or
per-EVI does not influence the candidate DF election list. When ac-df-capability exclude is configured:
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* The candidate DF election list is not influenced by the presence or absence of AD per-ES/EVI routes
(type 1) from the ES peers.

* PEs are only removed from the candidate DF election list when their ES route (type 4) is not present.
» The local ES route is active if there are active SAPs on the ES.

*  When the local AC is operationally down, due to admin-state disable or reason other than Multi
Homing (MH) standby, this does not trigger a DF switchover.

The ac-df-capability exclude option:
+ is supported with any type of service-carving (DF Election)

» isrecommended in ESs that use an operational group monitored by the access LAG to signal standby
LACP or power-off

» must be configured consistently on all PEs attached to the same ES

AC-DF enabled - default

The following example illustrates the default behavior, where a PE builds the list of DF candidates with
nodes that have sent EVPN AD per-ES/EVI routes. This behavior is compatible with the behavior in SR OS
releases earlier than 21.5.R1.

Figure 1: PE-4 as the DF on a single-active ES for three VPLSs shows a topology with MTU-6 connected
via SDPs to the single-active ES "SA-vESI-45". PE-4 is the DF for three services: VPLS 1, VPLS 2, and
VPLS 3. Traffic for these services passes via PE-4, while PE-5 is standby.

Figure 1: PE-4 as the DF on a single-active ES for three VPLSs

PE-S
192025

amma

When a failure occurs on the spoke-SDP in VPLS 2 on PE-4, PE-4 sends an EVPN-AD per-EVI withdrawal
and PE-4 becomes the Non-Designated Forwarder (NDF) for VPLS 2, while remaining the DF for VPLS 1
and VPLS 3, as shown in Figure 2: AC failure in VPLS 2 on PE-4 causes PE-5 to become the DF for VPLS
2.
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Figure 2: AC failure in VPLS 2 on PE-4 causes PE-5 to become the DF for VPLS 2

PE-4
192.0.2.4

SDP

NDF |

PE-5
192.0.2.5

37573

VPLS 2 traffic to and from MTU-6 passes via DF PE-5, while VPLS 1 and VPLS 3 traffic will pass via DF
PE-4. No traffic is dropped. The AC failure in VPLS 2 does not have an impact on the other services.

Problem with AC-DF on ES with the operational group monitored by LAG

In this example, a failure in an access circuit of a particular service also impacts other services when the
AC-DF capability is enabled.

Figure 3: PE-2 is DF on single-active ES for three VPLSs shows a single-active ES with LAG 1 associated
with it. An operational group is assigned to the ES and monitored by the LAG to signal standby LACP
(default) or power off. Three VPLSs are configured on PE-2 and PE-3. PE-2 is the DF for each of these
VPLSs.
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Figure 3: PE-2 is DF on single-active ES for three VPLSs

PE-2
192.0.2.2
SA-ESI-23 T VPLS1IDF
VPLS 2| DF
LAG 1 \
‘ // VPLS3] DF
EVPN

CE-1

VPLS 1] NDF

VPLS 2| NDF
VPLS 3| NDF
PE-3
192.0.2.3

37574

On NDF PE-3, the ES is inactive which causes the operational group in the ES to go down. LAG 1
monitors this operational group, so the LAG goes standby on NDF PE-3. LAG 1 has LACP standby-
signaling enabled (default). On CE-1, only the LAG port to DF PE-2 is up and all traffic for the VPLSs goes
via PE-2.

When the single-active ES has the default AC-DF setting (ac-df-capability include), a failure (or an
unintended admin-state disable) on SAP lag-1:2 in VPLS 2 (or on the VPLS 2 service) on PE-2 can have
an impact on all three services that share LAG 1. Figure 4: AC failure in VPLS 2 on PE-2 causes PE-3 to
become DF for VPLS 2 shows that such an AC failure in VPLS 2 on PE-2 causes PE-3 to become the DF
for VPLS 2 (after receiving an AD per-EVI withdrawal from PE-2).

© 2025 Nokia.
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Figure 4: AC failure in VPLS 2 on PE-2 causes PE-3 to become DF for VPLS 2
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When PE-3 is the DF for VPLS 2, the ES operational group on PE-3 goes up. Therefore, the monitoring
LAG is up on PE-3. On CE-1, both LAG ports to PE-2 and PE-3 are up. CE-1 can now send all VPLS traffic
via either LAG port: DF PE-2 forwards the VPLS 1 and VPLS 3 traffic whereas NDF PE-3 drops it. PE-3
accepts VPLS 2 traffic, but PE-2 drops it. Approximately 50% of the traffic is lost.

AC-DF capability disabled

Nokia recommends disabling the AC-DF capability in ESs where the operational group is monitored by the
LAG. Figure 5: AC failure in VPLS 2 on PE-2 has no impact on DF election shows the situation with the
AC-DF disabled (ac-df-capability exclude): the PEs ignore the AD per-EVI withdrawal and PE-2 remains
the DF for VPLS 2.
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Figure 5: AC failure in VPLS 2 on PE-2 has no impact on DF election
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VPLS 2 traffic is dropped by PE-2, but the other services are not impacted.

Configuration
Figure 6: Example topology shows the example topology with four PEs in an EVPN-MPLS network.

Figure 6: Example topology
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The initial configuration includes:
» cards, MDAs, ports

* router interfaces on the PEs and on MTU-6

© 2025 Nokia.
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» IS-IS on the router interfaces (alternatively, OSPF can be configured)

» LDP on the router interfaces
On the PEs, BGP is configured for the EVPN address family. In this example, PE-2 is the Route Reflector

(RR) with the following BGP configuration:

# on PE-2:

configure {

router "Base" {
autonomous-system 64500
bgp {

}

vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
peer-ip-tracking true
rapid-update {

evpn true
}

group "internal" {
peer-as 64500
family {
evpn true
}

cluster {
}

}

neighbor "192.0.2.3" {
group "internal"

cluster-id 192.0.2.2

neighbor "192.0.2.4" {
group "internal"

neighbor "192.0.2.5" {
group "internal"

The BGP configuration on the clients PE-3, PE-4, and PE-5 is as follows:

# on PE-3, PE-4, PE-5:
configure {
router "Base" {

autonomous-system 64500

bgp {

3HE 20793 AAAD TQZZA

vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
peer-ip-tracking true
rapid-update {

evpn true
}

group "internal" {
peer-as 64500
family {
evpn true
}

}

neighbor "192.0.2.2" {
group "internal"

}
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AC-DF capability enabled — default

On PE-2 and PE-3, operational group "op-grp-sa-es-23" is configured. This operational group is assigned
to the single-active ES "SA-ESI-23" and monitored on LAG 1.

On PE-2, LAG 1 is configured as follows. The LAG configuration on PE-3 is similar, but with port 1/1/1
instead.

# on PE-2:
configure {
lag "lag-1" {
admin-state enable
encap-type dotlq
mode access
# standby-signaling lacp # default
monitor-oper-group "op-grp-sa-es-23"
max-ports 64
lacp {
mode active
system-id 00:00:00:00:23:01
administrative-key 1

}
port 1/1/2 {
}

h

On PE-2 and PE-3, three VPLS services are configured with SAPs from LAG 1, which is associated with
single-active ES "SA-ESI-23". This ES is configured with the operational group "op-grp-sa-es-23" that is
monitored by LAG 1. The operational group triggers the LACP standby signaling from the NDF PE to CE-1
to avoid attracting traffic.

The service configuration on PE-2 and PE-3 is similar; only the preference value for the service carving in
the ES is different.

e Note:
When an operational group is associated with an ES, the hold timers for the operational group
must be zero (the default value).

# on PE-2:
configure {
service {
oper-group "op-grp-sa-es-23" {
hold-time {
## down # default 0
up 0
}
h
system {
bgp {
evpn {
ethernet-segment "SA-ESI-23" {
admin-state enable
esi 01:00:00:00:00:23:01:00:00:01
multi-homing-mode single-active
oper-group “op-grp-sa-es-23"
# ac-df-capability include # default
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df-election {
service-carving-mode manual
manual {
preference {
mode non-revertive
value 200 # on PE-3: preference value 100

}

}

association {
lag "lag-1" {
}

}

}

vpls "VPLS 1" {
admin-state enable
service-id 1
customer "1"
bgp 1 {
}

bgp-evpn {
evi 1
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any

}
}
}
sap lag-1:1 {
}

}
vpls "VPLS 2" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
}
bgp-evpn {
evi 2
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any
}
}

}
sap lag-1:2 {
}

}

vpls "VPLS 3" {
admin-state enable
service-id 3
customer "1"
bgp 1 {
}
bgp-evpn {
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evi 3
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any
}
}

}
sap lag-1:3 {
}

On PE-4 and PE-5, single-active virtual ES "SA-vESI-45" is configured. No operational group is configured
here. The service configuration on PE-4 is as follows. The configuration on PE-5 is similar, but with a
different SDP and a different preference value for service carving.

# on PE-4:
configure {
service {
system {
bgp {
evpn {
ethernet-segment "SA-vESI-45" {
admin-state enable
type virtual
esi 0x01000000004501000001
multi-homing-mode single-active
# ac-df-capability include # default
df-election {
service-carving-mode manual
manual {
preference {
value 200 # on PE-5: value 100
)
}
}
association {
sdp 46 {
virtual-ranges {
vc-id 1 {
end 3
}
)
}
}
b
)
}
}
sdp 46 { # on PE-5: sdp 56
admin-state enable
delivery-type mpls
ldp true
far-end {
ip-address 192.0.2.6
}
}
vpls "VPLS 1" {
admin-state enable
service-id 1
customer "1"
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bgp 1 {
}

bgp-evpn {
evi 1
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any

}
}
}
spoke-sdp 46:1 { # on PE-5: spoke-sdp 56:1
}

}
vpls "VPLS 2" {
admin-state enable
service-id 2
customer "1*"
bgp 1 {
}
bgp-evpn {
evi 2
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any
}
}
}
spoke-sdp 46:2 { # on PE-5: spoke-sdp 56:2
}

}
vpls "VPLS 3" {
admin-state enable
service-id 3
customer "1"
bgp 1 {
}
bgp-evpn {
evi 3
mpls 1 {
admin-state enable
ingress-replication-bum-label true
ecmp 2
auto-bind-tunnel {
resolution any

}
}
}
spoke-sdp 46:3 { # on PE-5: spoke-sdp 56:3
}

}

With the AC-DF capability enabled (default), the PEs send ES routes with AC:1 in the extended community
for DF election. The following ES route is received by PE-3 from PE-2:

10 2022/06/08 15:38:15.005 CEST MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Received BGP UPDATE:

© 2025 Nokia.
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Withdrawn Length = 0

Total Path Attr Length = 71

Flag: 0x90 Type: 14 Len: 34 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-ETH-SEG Len: 23 RD: 192.0.2.2:0 ESI: 01:00:00:00:00:23:01:00:00:01, IP-Len:

4 Orig-IP-Addr: 192.0.2.2

Flag: 0x40 Type: 1 Len: 1 Origin: 0

Flag: 0x40 Type: 2 Len: 0 AS Path:

Flag: 0x40 Type: 5 Len: 4 Local Preference: 100

Flag: O0xcO Type: 16 Len: 16 Extended Community:
df-election: :DF-Type:Preference/DP:1/DF-Preference:200/AC:1
target:00:00:00:00:23:01

The remainder of the chapter focuses on PE-2 and PE-3, where an AC failure in one of the services can
have an impact on the other services using the same LAG.

DF election

PE-2 is the highest-preference PE in the ES and becomes the DF (preference value 200 on PE-2 versus
preference value 100 on PE-3). In case of equal preference value between PE-2 and PE-3, the Don't
Preempt (DP) bit is the tiebreaker (DP = 1 for non-revertive wins over DP = 0); if that is also a tie, the
lowest PE |IP address is the tiebreaker.

The following command shows that PE-2 is the DF for all three VPLSs. The candidate list contains both
PE-2 and PE-3 for each of these VPLSs.

[/]
A:admin@PE-2# show service system bgp-evpn ethernet-segment name "SA-ESI-23" all

Service Ethernet Segment

Name : SA-ESI-23

Eth Seg Type : None

Admin State : Enabled Oper State : Up

ESI : 01:00:00:00:00:23:01:00:00:01

Oper ESI : 01:00:00:00:00:23:01:00:00:01

Auto-ESI Type : None

AC DF Capability : Include

Multi-homing : singleActive Oper Multi-homing : singleActive
ES SHG Label 1 524276

Source BMAC LSB : None

Lag : lag-1

ES Activation Timer : 3 secs (default)

Oper Group . op-grp-sa-es-23

Svc Carving : manual Oper Svc Carving : manual
Cfg Range Type : lowest-pref

Preference Preference Last Admin Change Oper Pref Do No
Mode Value Value Preempt
non-revertive 200 06/08/2022 15:38:15 200 Enabled

EVI Ranges: <none>
ISID Ranges: <none>
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EVI Information

Actv Timer Rem DF
0 yes
0 yes
0 yes

---snip---

The same command on PE-3 shows that PE-3 is NDF for the three VPLSs and the DF candidate list is

identical to the one on PE-2:

[/1

A:admin@PE-3# show service system bgp-evpn ethernet-segment name "SA-ESI-23" all

Service Ethernet Segment

Name : SA-ESI-23

Eth Seg Type : None

Admin State : Enabled Oper State : Up

ESI : 01:00:00:00:00:23:01:00:00:01

Oper ESI : 01:00:00:00:00:23:01:00:00:01

Auto-ESI Type : None

AC DF Capability : Include

Multi-homing : singleActive Oper Multi-homing : singleActive
ES SHG Label 1 524276

Source BMAC LSB : None

Lag : lag-1

ES Activation Timer : 3 secs (default)

Oper Group I op-grp-sa-es-23

Svc Carving : manual Oper Svc Carving : manual
Cfg Range Type : lowest-pref

Preference Preference Last Admin Change Oper Pref Do No
Mode Value Value Preempt
non-revertive 100 06/08/2022 15:38:44 100 Enabled
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EVI Ranges: <none>
ISID Ranges: <none>

EVI Information

EVI Svcld Actv Timer Rem DF
1 1 0 no
2 2 0 no
3 3 0 no

---snip---

Operational group status

PE-2 is the DF, so the ES "SA-ESI-23" is active, the operational group "op-grp-sa-es-23" is operationally
up, and the monitoring LAG 1 is operationally up.

[/]
A:admin@PE-2# show service oper-group "op-grp-sa-es-23" detail

Service Oper Group Information

Oper Group : op-grp-sa-es-23

Creation Origin : manual Oper Status: up
Hold DownTime : 0 secs Hold UpTime: O secs
Members H Monitoring : 1

Member Ethernet-Segment for OperGroup: op-grp-sa-es-23

Ethernet-Segment Status

Ethernet-Segment Entries found: 1
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Monitoring LAG for OperGroup: op-grp-sa-es-23

Lag-id Adm Opr Weighted Threshold Up-Count Act/Stdby
name

1 up up No 0 1 N/A
lag-1

LAG Entries found: 1

port option not supported with monitoring

PE-3 is NDF, so the ES "SA-ESI-23" is inactive, the operational group "op-grp-sa-es-23" is operationally
down, and the monitoring LAG 1 is operationally down:

[/1]
A:admin@PE-3# show service oper-group "op-grp-sa-es-23" detail

Service Oper Group Information

Oper Group : op-grp-sa-es-23

Creation Origin : manual Oper Status: down
Hold DownTime : 0 secs Hold UpTime: 0 secs
Members HE Monitoring : 1

Member Ethernet-Segment for OperGroup: op-grp-sa-es-23

Ethernet-Segment Status

Ethernet-Segment Entries found: 1

Monitoring LAG for OperGroup: op-grp-sa-es-23

Lag-id Adm Opr Weighted Threshold Up-Count Act/Stdby
name

1 up down No 0 0 N/A
lag-1

LAG Entries found: 1

port option not supported with monitoring

LAG port status
On DF PE-2, LAG port 1/1/2 toward CE-1 is operationally up:

[/1]
A:admin@PE-2# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled
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Name

Id Port-id Adm  Act/ Opr  Primary Sub-group Forced Prio
Stdby

lag-1

1(e) 1/1/2 up active up yes 1 - 32768

On NDF PE-3, LAG port 1/1/1 toward CE-1 is operationally down:

[/]
A:admin@PE-3# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled

Name

Id Port-id Adm  Act/ Opr  Primary Sub-group Forced Prio
Stdby

lag-1

1(e) 1/1/1 up active down yes 1 - 32768

On CE-1, LAG port 1/1/1 toward DF PE-2 is operationally up while LAG port 1/1/2 toward NDF PE-3 is
down:

[/]
A:admin@CE-1# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled

Name
Id Port-id Adm  Act/ Opr  Primary Sub-group Forced Prio
Stdby
lag-1
1(e) 1/1/1 up active up yes 1 - 32768
1/1/2 up active down 1 - 32768

AD per-EVI route withdrawal
A failure is simulated by disabling SAP lag-1:2 in VPLS 2 on PE-2:

# on PE-2:
configure {
service {
vpls "VPLS 2" {
sap lag-1:2 {
admin-state disable
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PE-2 withdraws the EVPN-AD per-EVI route. The following withdrawal is received by PE-3:

77 2022/06/08 15:44:59.536 CEST MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Received BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 69
Flag: 0x90 Type: 15 Len: 65 Multiprotocol Unreachable NLRI:
Address Family EVPN
Type: EVPN-MAC Len: 33 RD: 192.0.2.2:2 ESI: ESI-0, tag: 0, mac len: 48 mac:
00:00:00:00:02:01, IP len: 0, IP: NULL, labell: 0
Type: EVPN-AD Len: 25 RD: 192.0.2.2:2 ESI: 01:00:00:00:00:23:01:00:00:01, tag: 0 Label:
0 (Raw Label: 0x0) PathId:

The following command on PE-3 shows that the list of DF candidates no longer includes PE-2 in the DF
candidate list for VPLS 2 and that PE-3 is the DF for VPLS 2, while remaining the NDF for VPLS 1 and
VPLS 3.

[/1]
A:admin@PE-3# show service system bgp-evpn ethernet-segment name "SA-ESI-23" all | match "EVI
Information" pre-lines 2 post-lines 24

EVI Information

EVI Svcld Actv Timer Rem DF
1 1 0 no
2 2 0 yes
3 3 0 no

When PE-3 becomes the DF for one of the services, the ES "SA-ESI-23" is active and the operational
group "op-grp-sa-es-23" and LAG 1 are up, as follows:

[/1]
A:admin@PE-3# show service oper-group "op-grp-sa-es-23" detail

Service Oper Group Information

Oper Group . op-grp-sa-es-23
Creation Origin : manual Oper Status: up
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Hold DownTime : 0 secs Hold UpTime: O secs
Members 1 Monitoring : 1

Member Ethernet-Segment for OperGroup: op-grp-sa-es-23

Ethernet-Segment Status

Ethernet-Segment Entries found: 1

Monitoring LAG for OperGroup: op-grp-sa-es-23

Lag-id Adm Opr Weighted Threshold Up-Count Act/Stdby
name

1 up up No 0 1 N/A
lag-1

LAG Entries found: 1

port option not supported with monitoring
On PE-3, LAG port 1/1/1 toward CE-1 is up:

[/]
A:admin@PE-3# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled

Name

Id Port-id Adm  Act/ Opr  Primary Sub-group Forced Prio
Stdby

lag-1

1(e) 1/1/1 up active up yes 1 - 32768

PE-2 remains the DF for VPLS 1 and VPLS 3:

[/]
A:admin@PE-2# show service system bgp-evpn ethernet-segment name "SA-ESI-23" all | match "EVI
Information" pre-lines 2 post-lines 24

EVI Information

EVI Svcld Actv Timer Rem DF
1 1 0 yes
2 2 0 no
3 3 0 yes

DF Candidate list
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On PE-2, ES "SA-ESI-23" remains active, so the operational group "op-grp-sa-es-23" is up and the
monitoring LAG is also up:

[/1]
A:admin@PE-2# show service oper-group "op-grp-sa-es-23" detail

Service Oper Group Information

Oper Group : op-grp-sa-es-23

Creation Origin : manual Oper Status: up
Hold DownTime : 0 secs Hold UpTime: 0 secs
Members HE Monitoring : 1

Member Ethernet-Segment for OperGroup: op-grp-sa-es-23

Ethernet-Segment Status

Ethernet-Segment Entries found: 1

Monitoring LAG for OperGroup: op-grp-sa-es-23

Lag-id Adm Opr Weighted Threshold Up-Count Act/Stdby
name

1 up up No 0 1 N/A
lag-1

LAG Entries found: 1

port option not supported with monitoring

The following commands on PE-2 shows that SAP lag-1:1 in VPLS 1 is up, SAP lag-1:2 in VPLS 2 is down
(as it might be due to a failure or misconfiguration), and SAP lag-1:3 in VPLS 3 is up:

[/1]
A:admin@PE-2# show service id 1 sap

SAP(Summary), Service 1

PortId SvcId Ing. Ing. Egr. Egr. Adm Opr
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[/1]
A:admin@PE-2# show service id 2 sap

SAP(Summary), Service 2

PortId SvcId Ing. Ing. Egr. Egr. Adm Opr

[/1]
A:admin@PE-2# show service id 3 sap

SAP(Summary), Service 3

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr

On PE-3, lag-1:2 is up while lag-1:1 and lag-1:3 are down, as follows:

[/]
A:admin@PE-3# show service sap-using sap lag-1

Service Access Points

PortId SvcId Ing. Ing. Egr. Egr. Adm Opr
QoS  Fltr QoS  Fltr

lag-1:1 1 1 none 1 none Up Down

lag-1:2 2 1 none 1 none Up Up

lag-1:3 3 1 none 1 none Up Down
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On CE-1, both ports in LAG 1 are up:

[/]
A:admin@CE-1# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled

Name
Id Port-id Adm  Act/ Opr Primary Sub-group Forced Prio
Stdby
lag-1
1(e) 1/1/1 up active up yes 1 - 32768
1/1/2 up active up 1 - 32768

All traffic can take either LAG port, but PE-2 only forwards traffic for VPLS 1 and VPLS 3, while PE-3
only forwards traffic for VPLS 2. Traffic from VPLS 1 or VPLS 3 via port 1/1/2 to PE-3 is dropped by PE-3
because it is the NDF for VPLS 1 and VPLS 3. VPLS 2 traffic via LAG port 1/1/1 to PE-2 is dropped
because SAP lag-1:2 is down (failure). This means that approximately 50% of the traffic is lost.

Potential loss on a single service under maintenance is acceptable but affecting other services on the
same node is not acceptable. The solution is to disable the AC-DF capability.

AC-DF capability disabled
The default use of the AC-DF capability in SR OS is disabled on PE-2 and PE-3:

# on PE-2, PE-3:
configure {
service {
system {
bgp {
evpn {
ethernet-segment "SA-ESI-23" {
ac-df-capability exclude

With AC-DF disabled, ES routes contain AC:0 in the DF-election extended community, as follows:

# on PE-3:
142 2022/06/08 15:54:10.390 CEST MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Received BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 71
Flag: 0x90 Type: 14 Len: 34 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-ETH-SEG Len: 23 RD: 192.0.2.2:0 ESI: 01:00:00:00:00:23:01:00:00:01, IP-Len:
4 Orig-IP-Addr: 192.0.2.2
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 16 Extended Community:
df-election: :DF-Type:Preference/DP:1/DF-Preference:200/AC:0
target:00:00:00:00:23:01
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With the AC-DF capability disabled, the withdrawal of EVPN-AD routes does not influence the DF election.
In this example, PE-2 remains the DF for all services, including VPLS 2, even when traffic for that service
is dropped by PE-2. The following command shows that the DF candidate list on PE-3 contains six entries:
even for VPLS 2, PE-2 is included in the list. PE-3 is the NDF for all three services.

[/]
A:admin@PE-3# show service system bgp-evpn ethernet-segment name "SA-ESI-23" all

Service Ethernet Segment

Name : SA-ESI-23

Eth Seg Type : None

Admin State : Enabled Oper State : Up

ESI : 01:00:00:00:00:23:01:00:00:01

Oper ESI : 01:00:00:00:00:23:01:00:00:01

Auto-ESI Type : None

AC DF Capability : Exclude

Multi-homing : singleActive Oper Multi-homing : singleActive
ES SHG Label 1 524275

Source BMAC LSB : None

Lag : lag-1

ES Activation Timer : 3 secs (default)

Oper Group I op-grp-sa-es-23

Svc Carving : manual Oper Svc Carving : manual
Cfg Range Type : lowest-pref

Preference Preference Last Admin Change Oper Pref Do No
Mode Value Value Preempt
non-revertive 100 06/08/2022 15:38:44 100 Enabled

EVI Ranges: <none>
ISID Ranges: <none>

EVI Information

EVI Svcld Actv Timer Rem DF
1 1 0 no
2 2 0 no
3 3 0 no

EVI DF Address
1 192.0.2.2
1 192.0.2.3
2 192.0.2.2
2 192.0.2.3
3 192.0.2.2
3HE 20793 AAAD TQZZA © 2025 Nokia. 47

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration .
Guide for MD CLI Releases up to 25.3.R2 AC-Influenced DF Election on an ES

3HE 20793 AAAD TQZZA

3 192.0.2.3

On NDF PE-3, the single-active ES "SA-ESI-23" is inactive and the ES operational group is down. The
monitoring LAG is also operationally down.

On CE-1, LAG port 1/1/2 toward PE-3 is down:

[/1]
A:admin@CE-1# show lag "lag-1" port

Lag Port States
LACP Status: e - Enabled, d - Disabled

Name
Id Port-id Adm  Act/ Opr  Primary Sub-group Forced Prio
Stdby
lag-1
1(e) 1/1/1 up active up yes 1 - 32768
1/1/2 up active down 1 - 32768

CE-1 sends all traffic via LAG port 1/1/1 to PE-2. VPLS 1 and VPLS 3 traffic is forwarded by DF PE-2,
whereas VPLS 2 traffic is dropped. Therefore, the failure does not have an impact on the other services.

On PE-2, SAP lag-1:1 in VPLS 1 and SAP lag-1:3 in VPLS 3 are operationally up:

[/1]
A:admin@PE-2# show service id 1 sap

SAP(Summary), Service 1

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr

[/1]
A:admin@PE-2# show service id 3 sap

SAP(Summary), Service 3

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr
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On PE-3, all SAPs in the VPLSs are down:

[/1]
A:admin@PE-3# show service id 2 base

Service Basic Information

Service Id T2 Vpn Id 1 0
Service Type : VPLS

MACSec enabled : no

Name : VPLS 2

---snip---

Admin State : Up Oper State : Up
---snip---

sap:lag-1:2 q-tag 1518 1518 Up Down

* indicates that the corresponding row element may have been truncated.

[/1]
A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr

[/1]
A:admin@PE-3# show service id 3 sap

SAP(Summary), Service 3

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr
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Conclusion

By default, the AC-DF capability is enabled. Disabling the AC-DF capability is recommended in ESs that
use an operational group monitored by the access LAG to signal standby LACP or power-off.
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Advertising ARP for FDB Entries Only in EVPN L3 All-
Active Multihoming

This chapter provides information about advertising Address Resolution Protocol (ARP) for MAC entries in
EVPN L3 all-active multihoming.

Topics in this chapter include:
* Applicability

*  Overview

» Configuration

« Conclusion

Applicability
The information and the configuration in this chapter are based on SR OS Release 24.3.R1. Advertising

ARP or ND for MAC entries in the FDB only in EVPN L3 all-active multihoming (AA MH) is supported in
SR OS Release 23.10.R3 and later.

Overview

Figure 7: Example topology shows an EVPN L3 service with AA MH on PE-2 and PE-3. Multiple CEs are
connected to VPLS-1 on PE-1, which is multihomed to PE-2 and PE-3.

Figure 7: Example topology

VRRP passive
172.16.1.223

172.16.1.11/24 —
00:00:5e:00:53:11 CE-11

172.16.1.12/24

00:00:5€:00:53:12 CE-12
CE-13
CE-14
CE-15 E3
CE-16 DF

40117
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The CEs are connected to VPLS-1 on PE-1; an EVPN L3 service with all-active multihoming is configured
on PE-2 and PE-3. When CE-11 sends an ARP request to retrieve the MAC address for IP address
172.16.1.12 of CE-12, these ARP requests may be hashed toward the DF or NDF in the AA MH "AA-
ES-23". For example, the ARP request is hashed toward the DF PE-3, so the CE-11 MAC address
00:00:5€:00:53:11 is dynamically learned on PE-3. When CE-11 sends another ARP request, the ARP
request may be hashed toward NDF PE-2, so the CE-11 MAC address 00:00:5e:00:53:11 is dynamically
learned on PE-2 instead of PE-3.

If no previous EVPN MAC/IP or MAC-only route for MAC address 00:00:5e:00:53:11 was advertised

with the ESI 01:00:00:00:00:23:00:00:00:01 of AA-ES-23, ARP messages trigger the advertisement of
EVPN MAC/IP routes with ESI-0 because, at the time of advertisement, the router has not yet determined
the ESI associated with the learned MAC address. As a result, the advertised EVPN MAC/IP routes

may be flagged as MAC moves, even though the MAC address remains within the ES SAPs. When this
happens, the MAC mobility sequence number is incremented and eventually, the CE-11 MAC address
00:00:5e:00:53:11 may be marked as duplicate, because the MAC address is bouncing between the MH
PEs.

This occasional MAC mobility can be prevented by configuring arp-nd-only-with-fdb-advertisement
in the VPLS "BD-1" on PE-2 and PE-3. With this configuration, EVPN MAC/IP routes for ARP

entries are only advertised when the MAC address is programmed as FDB entry and with ESI
01:00:00:00:00:23:00:00:00:01, so the MAC address is not subject to mobility.

Configuration

The initial configuration on the PEs includes the following:

» Cards, MDAs, ports

* LAG-1on PE-1, PE-2, PE-3

* Router interfaces between PE-2 and PE-3

* SR-ISIS between PE-2 and PE-3

BGP is configured for the EVPN address family between PE-2 and PE-3, as follows:

# on PE-2:
configure {
router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
peer-ip-tracking true
split-horizon true
rapid-update {
evpn true
b
group "internal" {
peer-as 64500

family {
evpn true
)
b
neighbor "192.0.2.3" { # on PE-3: 192.0.2.2

group "internal"
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Initial service configuration

On PE-1, VPLS-1 is configured with different SAPs for each connected CE and one SAP using LAG-1

toward the PEs:

# on PE-1:
configure {
service {
vpls "VPLS-1" {

admin-state enable

service-id 1

customer "1*"

sap 1/1/c4/1:1 {
description "SAP

}

sap 1/1/c6/1:1 {
description "SAP

}

sap 1/1/c8/1:1 {
description "SAP

}

sap 1/1/c10/1:1 {
description "SAP

}

sap 1/1/c12/1:1 {
description "SAP

}

sap 1/1/c14/1:1 {
description "SAP

}

sap lag-1:1 {
description "SAP

}

}

to

to

to

to

to

to

to

CE-

CE-

CE-

CE-

CE-

CE-

12"

13"

14"

11"

15"

16"

PEs"

On PE-2 and PE-3, the service configuration is as follows:
» Ethernet segment "AA-ES-23" associated with LAG 1

* VPLS "BD-1" with SAP using LAG 1
» VPRN-10 with interface "int-BD-1" using VPLS "BD-1".

# on PE-2, PE-3 (identical):
configure {

ethernet-segment "AA-ES-23" {

esi 0x01000000002300000001
multi-homing-mode all-active

es-activation-timer 3

service {
system {
bgp {
evpn {
admin-state enable
df-election {
}
association {
lag "lag-1" {
}
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}

}

vpls "BD-1" {
admin-state enable
service-id 1
customer "1"
routed-vpls {

}
bgp 1 {
}
bgp-evpn {
evi 1
mpls 1 {
admin-state enable
auto-bind-tunnel {
resolution any
}
}
}
sap lag-1:1 {
}

}

vprn "VPRN-10" {
admin-state enable
service-id 10
customer "1"
interface "int-BD-1" {

ipvéd {
primary {
address 172.16.1.223
prefix-length 24
}

neighbor-discovery {
learn-unsolicited true

}
vrrp 1 {
backup [172.16.1.223]
owner true
passive true
}
}
vpls "BD-1" {
evpn {
arp {
learn-dynamic false
advertise dynamic {
}
}
}
}

}

With ipv4 neighbor-discovery learn-unsolicited true configured in VPRN-10, the ARP application learns
new entries based on received ARP messages, such as Gratuitous ARP (GARP), ARP request, or ARP
reply. The arp advertise dynamic command enables the advertisement of MAC/IP routes for the dynamic
ARP entries.
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Normal operation - CE MAC entry in FDB and EVPN MAC routes with ESI

CE-11 is multihomed to the R-VPLS on PE-2 and PE-3. When CE-11 sends an ARP request, it may be
hashed to PE-3 and PE-3 learns the MAC address of CE-11 dynamically (L), as follows:

[/]
A:admin@PE-3# show service id "BD-1" fdb mac 00:00:5e:00:53:11

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:5e:00:53:11 sap:lag-1:1 LT/330 11/21/24 14:36:54

Legend:L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf T=Trusted

With ipv4 neighbor-discovery learn-unsolicited true configured in VPRN-10 on PE-3, the ARP
application learns the IP address and MAC address of CE-11 from the ARP request and adds a dynamic
entry for CE-11:

[/]
A:admin@PE-3# show router service-name "VPRN-10" arp

ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface

172.16.1.11 00:00:5e:00:53:11 03h54m58s Dyn[I] int-BD-1
172.16.1.223 00:00:5€:00:01:01 00hOOMOOs Oth[I] int-BD-1

No. of ARP Entries: 2

PE-3 advertises an EVPN MAC-only and an EVPN MAC/IP route for MAC address 00:00:5e:00:53:11 with
ESI 01:00:00:00:00:23:00:00:00:01 to PE-2:

[/]
A:admin@PE-2# show router bgp routes evpn mac mac-address 00:00:5e:00:53:11
BGP Router ID:192.0.2.2 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 192.0.2.3:1 00:00:5e:00:53:11 01:00:00:00:00:23:00:00:00:01
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0 Seq:0 LABEL 524286
n/a
192.0.2.3
u*>i 192.0.2.3:1 00:00:5e:00:53:11 01:00:00:00:00:23:00:00:00:01
0 Seq:0 LABEL 524286
172.16.1.11
192.0.2.3
Routes : 2

PE-3 does not receive any EVPN MAC routes for MAC address 00:00:5e:00:53:11 from PE-2, as follows:

[/1]
A:admin@PE-3# show router bgp routes evpn mac mac-address 00:00:5e:00:53:11
BGP Router ID:192.0.2.3 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop

No Matching Entries Found.

The ARP table on PE-2 shows an EVPN entry for CE-11, which is added upon receiving an EVPN MAC/IP
route:

[/1]
A:admin@PE-2# show router service-name "VPRN-10" arp

ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface

172.16.1.11 00:00:5e:00:53:11 00h0OMOOs Evp[I] int-BD-1
172.16.1.223 00:00:5e:00:01:01 00h0OmMOOs Oth[I] int-BD-1

No. of ARP Entries: 2

The FDB on PE-2 shows an EVPN entry for MAC address 00:00:5e:00:53:11:

[/]
A:admin@PE-2# show service id "BD-1" fdb mac 00:00:5e:00:53:11

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
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Transport:Tnl-Id Age
1 00:00:5e:00:53:11 sap:lag-1:1 Evpn 11/21/24 14:36:54

Legend:L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf T=Trusted

In this scenario, the advertised MAC/IP routes have ESI 01:00:00:00:00:23:00:00:00:01. Different ARP
requests from CE-11 may get hashed toward the DF or the NDF, but that will not be considered as MAC
moves because the MAC address 00:00:5e:00:53:11 stays within the ES SAPs.

MAC move scenario - no CE MAC entry in FDB and EVPN MAC routes with ESI-0

To simulate a situation where no MAC learning takes place, the FDB table size is reduced to 1, as follows:

# on PE-2, PE-3:
configure {
service {
vpls "BD-1"
fdb {
table {
size 1

With the FDB table size reduced to 1, the CE-11 MAC address 00:00:5e:00:53:11 is not programmed in the
FDB of PE-3:

[/]
A:admin@PE-3# show service id "BD-1" fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 00:00:5e:00:01:01 cpm Intf 11/21/24 14:36:50

1 00:02:fe:ff:ff:3e mpls-1: EvpnS:P 11/21/24 14:36:52

192.0.2.2:524286
15is5:524290
1 00:03:fe:ff:ff:3e cpm Intf 11/21/24 14:36:50

No. of MAC Entries: 3

Legend:L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf T=Trusted

However, the FDB on PE-2 contains an EVPN entry for the CE-11 MAC address 00:00:5e:00:53:11:

[/1]
A:admin@PE-2# show service id "BD-1" fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:5e€:00:01:01 cpm Intf 11/21/24 15:14:01
1 00:00:5e:00:53:11 mpls-1: Evpn 11/21/24 15:14:32
3HE 20793 AAAD TQZZA © 2025 Nokia. 57

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration Advertising ARP for FDB Entries Only in EVPN L3 All-
Guide for MD CLI Releases up to 25.3.R2 Active Multihoming

192.0.2.3:524286
15is:524290
1 00:02:fe:ff:ff:3e cpm Intf 11/21/24 14:36:07

No. of MAC Entries: 3

Legend:L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf T=Trusted

Even though PE-3 did not program MAC address 00:00:5e:00:53:11 to the FDB of BD-1, PE-3 advertised
the following EVPN MAC/IP route with ESI-0 (instead of ESI 01:00:00:00:00:23:00:00:00:01) to PE-2:

[/1]
A:admin@PE-2# show router bgp routes evpn mac mac-address 00:00:5e:00:53:11
BGP Router ID:192.0.2.2 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 192.0.2.3:1 00:00:5e:00:53:11 ESI-0
0 Seq:0 LABEL 524286
172.16.1.11
192.0.2.3
Routes : 1

The ARP table on PE-3 contains a dynamic entry after receiving the ARP request from CE-11:

[/1]
A:admin@PE-3# show router service-name "VPRN-10" arp

ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface

172.16.1.11 00:00:5e:00:53:11 03h58m48s Dyn[I] int-BD-1
172.16.1.223 00:00:5e:00:01:01 00h0OmMOOs Oth[I] int-BD-1

No. of ARP Entries: 2

The ARP table on PE-2 shows an EVPN entry for MAC address 00:00:5e:00:53:11, as follows:

[/]
A:admin@PE-2# show router service-name "VPRN-10" arp

ARP Table (Service: 10)
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IP Address MAC Address Expiry Type Interface
172.16.1.11 00:00:5e:00:53:11 00h0OmMOOs Evp[I] int-BD-1

172.16.1.223 00:00:5€:00:01:01 00hOOMOOs Oth[I] int-BD-1

No. of ARP Entries: 2

In this scenario, the MAC/IP routes are advertised with ESI-0. Different ARP requests from CE-11 may get
hashed toward the DF or the NDF, which could be wrongly considered as MAC moves even though the
MAC address stays within the ES SAPs (because the ESI is not taken into account).

Preventing MAC move - EVPN MAC routes for FDB entries only

When the PEs only advertise EVPN MAC routes for MAC addresses that are programmed in the FDB, the
EVPN MAC routes are advertised with the correct ESI and there are no incorrect MAC mobility events. On
PE-2 and PE-3, BD-1 is configured as follows:

# on PE-2, PE-3:
configure {
service {
vpls "BD-1" {
admin-state enable
service-id 1
customer "1"

fdb {
table {
size 1
)
routed-vpls {
}
bgp 1 {
}
bgp-evpn {
evi 1
routes {
mac-ip {
arp-nd-only-with-fdb-advertisement true
)
)
mpls 1 {

admin-state enable
auto-bind-tunnel {

resolution any
)

}
}
sap lag-1:1 {
}

When PE-3 receives an ARP request from CE-11, it adds a dynamic entry to the ARP table for VPRN-10,
as follows:

[/]
A:admin@PE-3# show router service-name "VPRN-10" arp
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ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface

172.16.1.11 00:00:5€:00:53:11 03h59m33s Dyn[I] int-BD-1
172.16.1.223 00:00:5€:00:01:01 00hOOMOOs Oth[I] int-BD-1

No. of ARP Entries: 2

When PE-3 receives an ARP request from CE-11, it does not program MAC address 00:00:5e:00:53:11 in
the FDB because the FDB table size is limited to 1:

[/]
A:admin@PE-2# show service id "BD-1" fdb mac 00:00:5e:00:53:11

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

No Matching Entries

PE-3 does not advertise an EVPN MAC route for a non-existing entry in the FDB, so PE-2 does not receive
any EVPN MAC routes for MAC address 00:00:5e:00:53:11, as follows:

[/]
A:admin@PE-2# show router bgp routes evpn mac mac-address 00:00:5e:00:53:11
BGP Router ID:192.0.2.2 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop

No Matching Entries Found.

The ARP table for VPRN-10 on PE-2 does not contain an entry for CE-11 because PE-2 did not receive
any EVPN MAC route for MAC address 00:00:5e:00:53:11 from PE-3:

[/]
A:admin@PE-2# show router service-name "VPRN-10" arp

ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface
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172.16.1.223 00:00:5€:00:01:01 00h0OMOOs Oth[I] int-BD-1

No. of ARP Entries: 1

The preceding example only shows that EVPN MAC routes are not advertised when the CE-11 MAC is
not programmed in the FDB. However, when the CE MAC address is learned in the FDB, the EVPN MAC
routes are advertised with ESI 01:00:00:00:00:23:00:00:00:01, as in the normal operation.

Conclusion

In EVPN L3 services with all-active multihoming, occasional MAC mobility can be prevented when EVPN
MAC routes are only advertised for MAC addresses that are programmed in the FDB.
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ARP-ND Host Routes in Data Centers

This chapter provides information about ARP-ND Host Routes in Data Centers.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written based on SR OS Release 16.0.R1, but the MD-CLI in the current edition
is based on SR OS Release 21.10.R3. Address Resolution Protocol - Neighbor Discovery (ARP-ND) host
routes in VPRN and base router interfaces are supported in SR OS Release 15.0.R6 and later, but Nokia
recommends using the feature in SR OS Release 15.0.R9, or later.

Chapters EVPN for MPLS Tunnels, EVPN for VXLAN Tunnels (Layer 2), EVPN for VXLAN Tunnels (Layer
3), and EVPN for MPLS Tunnels in Routed VPLS are prerequisite reading.

Overview

Inter-subnet forwarding (or simply routing) for a tenant domain in a Data Center (DC) must be efficient
and avoid forwarding over the same path as arriving, known as tromboning or hairpinning. Figure 8: L2
broadcast domain extension across DCs shows an L2 broadcast domain (VPLS 1) extended across two
DCs. This example is used to explain the requirement of upstream and downstream efficiency.
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Figure 8: L2 broadcast domain extension across DCs
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In Figure 8: L2 broadcast domain extension across DCs, subnet 10.0.0.0/16 is extended across two DCs
and four DC Gateways (DCGWs), using VPLS 1 or R-VPLS 1 in the network nodes. The DCGWs are
connected to the users of subnet 10.0.20.0/24 on PE1 via IP-VPN (or EVPN). In this scenario, there are
two network characteristics that allow an efficient upstream and downstream routing:

* Anycast gateways
* ARP-ND host routes

Anycast Gateways provide upstream routing efficiency for the hosts connected to subnet 10.0.0.0/16,
regardless of the DCGW to which they are connected. For example, if host 10.0.0.1 is in DC-1 and needs
to forward traffic to subnet 10.0.20.0, DCGW1 and DCGW?2 should be able to route the traffic upstream,
without the need to go to DCGW3 or DCGWA4. In the same way, if host 10.0.0.1 moves to DC-2, the
upstream traffic to subnet 10.0.20.0 must be routed by the local DCGWs without changing the existing host
default gateway IP and MAC configuration. To achieve this local default gateway routing, all the DCGWs

of the extended broadcast domain need to have the same IP and MAC addresses in the R-VPLS interface
(Integrated Routing and Bridging (IRB) interface in industry-standard terminology).

Anycast Gateways are implemented in SR OS by using passive VRRP. See EVPN for MPLS Tunnels in
Routed VPLS for more information about passive VRRP.
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ARP-ND host routes learning and advertising are required to provide an efficient downstream routing from
remote subnets to the hosts in the extended broadcast domain. Assuming virtual machine VM 10.0.0.1

(in Figure 8: L2 broadcast domain extension across DCs) is connected to DC-1 (left-side DC), when PE1
needs to send traffic to host 10.0.0.1, it will do a Longest Prefix Match (LPM) lookup on the VPRN route
table. If the only IP prefix advertised by the four DCGWs were 10.0.0.0/16, PE1 could send the packets to
a DC where the VM is not present. This would result in unnecessary tromboning; for example, PE1 could
send the traffic to DCGW3, then DCGW3 would send it to DCGW?2 to get to VM 10.0.0.1. However, PE1
could have forwarded directly to DCGW2.

To provide efficient downstream routing to the DC where the VM is located, DCGW1 and DCGW2 need

to generate host routes for the VMs to which they are attached. Furthermore, when the VM moves to the
other DC, DCGW3 and DCGW4 must be able to learn the VM host route and advertise it to PE1. Also,
DCGW1 and DCGW?2 will have to withdraw the route for 10.0.0.1, because the VM is no longer in the local
DC.

To address this and other use cases, SR OS can learn the VM host route from the ARP or ND messages
that it generates when it boots or when it moves. The host route can also be learned from EVPN routes
type 2 (MAC/IP routes) that are installed in the ARP/ND caches, or in general, any ARP/ND entry can
generate an ARP/ND host route.

A route owner type called "ARP-ND" is supported in the base router or a VPRN route table. The ARP-

ND host routes have a preference of 1 and they are automatically created out of the ARP or ND Neighbor
entries in the router instance. Figure 9: ARP-ND module and generated ARP-ND host routes shows how
the ARP/ND software modules can generate ARP-ND host routes in the route table.

Figure 9: ARP-ND module and generated ARP-ND host routes
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When configure>service>vprnl/ies>interface>ipv4>neighbor-discovery>host-route>populate
[static | dynamic | evpn] is enabled, the static, dynamic, and EVPN ARP entries of the routing context
will create ARP-ND host routes in the route table. In the same way, ARP-ND host routes are created

in the IPv6 route table out of static, dynamic, and EVPN neighbor entries, if configure>service>vprn/
ies>interface>ipv6>neighbor-discovery>host-route>populate[static | dynamic | evpn] is enabled.
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Figure 9: ARP-ND module and generated ARP-ND host routes shows how the ARP/ND module populates
its database from the usual dynamic and static entries, as well as from EVPN routes type 2 that include
an IP address. Through the host-route learning action, ARP-ND host routes are handed over to the route
table.

Figure 9: ARP-ND module and generated ARP-ND host routes also shows that the preference assigned to
ARP-ND host routes is 1, which means that ARP-ND routes will be preferred over any other route owner,
except for direct routes. For example, if the same host route gets to the route table from ARP-ND and
VPN-IPv4 or EVPN, the ARP-ND host route will be preferred and added to the route table. Although they
are added to the route table and advertised to routing protocols, ARP-ND host routes are never installed in
the FIB. That helps preserve the FIB scale in the router.

The neighbor-discovery>host-route>populate [static | dynamic | evpn] commands are typically used
along with other features:

* Aroute tag can be added to ARP-ND hosts by the command route-tag. This tag can be matched on
BGP vrf-export and peer export policies.

+ The ARP-ND host route will be kept in the route table while the corresponding ARP or Neighbor entry
is active. The command proactive-refresh helps keep the entries active (even if there is no traffic
destined to them) by sending an ARP refresh 30 seconds before the timeout or starting Neighbor
Unreachable Detection (NUD) when the stale-time expires.

» To speed up the learning of the ARP-ND host routes, the command learn-unsolicited can be
configured. When learn-unsolicited is enabled, received unsolicited ARP messages (typically,
Gratuitous Address Resolution Protocol (GARP) messages) create an ARP entry, and therefore
an ARP-ND route if ipv4>neighbor-discovery>host-route>populate [static | dynamic | evpn]
is added. Similarly, unsolicited Neighbor Advertisement messages will create a "stale" neighbor.

If ipv6>neighbor-discovery>host-route>populate [static | dynamic | evpn] is enabled, a
confirmation message (NUD) is sent for all the neighbor entries created as stale, and, if confirmed, the
corresponding ARP-ND routes are added to the route table.

In the example of Figure 8: L2 broadcast domain extension across DCs, ipv4>neighbor-discovery>host-
route>populate [static | dynamic | evpn] on the DCGWs allows them to learn/advertise the ARP-ND
host route 10.0.0.1/32 when the VM is locally connected, and remove/withdraw it when the VM is no longer
present in the local DC.

The following sections describe three typical DC scenarios in which the use of Anycast gateways and
ARP-ND host routes is needed. The examples are focused on IPv4 and ARP; however, there is equivalent
functionality for IPv6 and ND.

Configuration

The initial configuration includes the following:

» Cards, MDAs, ports

* Router interfaces

* IS-ISas anIGP

The following three scenarios are configured and presented in this document:

» DC inter-subnet forwarding with Anycast GWs (and no ARP-ND hosts)

» DC inter-subnet forwarding with Anycast GWs and ARP-ND hosts

» Data Center Interconnect (DCI) inter-subnet forwarding with Anycast GWs and ARP-ND hosts
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DC inter-subnet forwarding with Anycast GWs

Figure 10: DC inter-subnet forwarding with Anycast GWs shows a typical DC network, where PE-1, PE-2,
and PE-3 are leaf switches that use EVPN-VXLAN services to provide connectivity between two subnets
of a tenant domain. Those two subnets are 10.0.0.0/24 and 10.0.20.0/24, respectively, and while the three
PEs are attached to hosts in the 10.0.0.0/24 subnet, only PE-1 is attached to the 10.0.20.0/24 subnet.
Subnet 10.0.0.0/24 uses R-VPLS 17 in the three PEs and subnet 10.0.20.0/24 uses R-VPLS 22 in PE-1.
The distribution of the R-VPLS services does not have to be uniform in all the PEs, and those R-VPLS

services are only created if there are hosts attached to them.

To provide inter-subnet forwarding for the tenant, each PE must be configured with a VPRN instance
(VPRN 16) that has an interface to the subnet R-VPLS. In industry-standard terms, VPRN 16 represents
the IP-VREF for the tenant, and R-VPLS 17 and R-VPLS 22 are user Broadcast Domains (BDs). R-VPLS
15 is not a user BD, but rather a backhaul R-VPLS that provides EVPN connectivity among the VPRN

instances.

Figure 10: DC inter-subnet forwarding with Anycast GWs

T
= E-2 EVPN RT-5
CE—— é 10.0.20.0/24
HOST-182 (VPRN18) { EVPN RT-5 10.0.0.0/24

10.0.0.0/24
NH PE-2

NH PE-1

‘ <a
B

Data Center

EVPN-VXLAN

Bl

10.0.0.182/24

EVPN RT-5
10.0.0.0/24
NH PE-2

e —— =N

(——=

HOST-183 (VPRN18)
10.0.0.183/24

L [7[V

PE-3

Legend:
VPRN16 RVPLS17
RVPLS15 RVPLS22

e/

S
=
=l

PE-1

0

HOST-191 (VPRN19)
10.0.20.191/24

|

HOST-181 (VPRN18)
10.0.0.181/24

(VPLS20)

|

HOST-21 (VPRN21)
10.0.0.21/24

27646

The BGP configuration in the PEs is similar. As an example, the BGP configuration in PE-1 is as follows:

# on PE-1:
configure {
router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
family {
evpn true
}

rapid-update {
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evpn true

}
group "dc" {
type internal

neighbor "192.0.2.2" {
group "dc"

neighbor "192.0.2.3" {
group "dc"

}
PE-2 has the following service configuration. The service configuration on PE-3 is similar.

# on PE-2:
configure {
service {
vpls "sbd-15" {

admin-state enable
description "R-VPLS 15"
service-id 15
customer "1"

vxlan {
instance 1 {
vni 15
)
}
routed-vpls {
}
bgp 1 {
}
bgp-evpn {
evi 15
routes {
mac-ip {
advertise false
}
ip-prefix {
advertise true
b
vxlan 1 {
admin-state enable
vxlan-instance 1
)
}

}
vprn "ip-vrf-16" {
admin-state enable
service-id 16
customer "1"
ecmp 2
interface "evi-15" {
mac 00:00:00:00:00:02
vpls "sbd-15" {
evpn-tunnel {

}
}
}
interface "evi-17" {
ipv4d {
primary {
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address 10.0.0.2
prefix-length 24

}

vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true

}

}

vpls "evi-17" {

}

}
vpls "evi-17" {

admin-state enable
description "R-VPLS 17"

service-id 17
customer "1"

admin-state enable
vxlan-instance 1

vxlan {

instance 1 {
vni 17

}

}

routed-vpls {

}

bgp 1 {

}

bgp-evpn {
evi 17
vxlan 1 {
}

}

sap pxc-10.a:17 {
}

}

R-VPLS 17, "evi-17" in the configuration, is the BD used by subnet 10.0.0.0/24 in all the PEs. On the evi-17
interface in VPRN 16, a real IP address as well as a virtual (passive VRRP) IP address are configured. The
real IP address is a unique address across the three PEs in R-VPLS 17 (10.0.0.2 in PE-2). This IP address
will not be used by the R-VPLS 17 hosts as a default gateway, but rather will be used for troubleshooting

purposes (ICMP or similar).

The backup IP address in the passive VRRP instance (10.0.0.254) is the Anycast Gateway IP address,
and the same IP address is configured in all the PEs attached to R-VPLS 17. Because the virtual MAC
is auto-derived from the VRRP instance, all the PEs will also have the same virtual MAC for this Anycast

Gateway:

[/]

A:admin@PE-2# show router 16 vrrp instance interface "evi-17"

VRRP Instances for interface

VRID 1

Owner : No

Passive : Yes
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Primary IP of Master 10.0.0.2 (Self)

Primary IP : 10.0.0.2 Standby-Forwarding: Disabled

VRRP Backup Addr 10.0.0.254

Admin State : Up Oper State : Up

Up Time : 02/21/26022 16:38:17 Virt MAC Addr : 00:00:5e:00:01:01
---snip---

[/]

A:admin@PE-3# show router 16 vrrp instance interface "evi-17"

VRRP Instances for interface "evi-17"

VRID 1

Owner : No VRRP State : Master

Passive : Yes

Primary IP of Master 10.0.0.3 (Self)

Primary IP : 10.0.0.3 Standby-Forwarding: Disabled

VRRP Backup Addr : 10.0.0.254

Admin State : Up Oper State : Up

Up Time : 02/21/2022 16:38:33 Virt MAC Addr : 00:00:5e:00:01:01
---snip---

[/]

A:admin@PE-1# show router 16 vrrp instance interface "evi-17"

VRRP Instances for interface "evi-17"

VRID 1

Owner : No VRRP State : Master

Passive : Yes

Primary IP of Master 10.0.0.1 (Self)

Primary IP : 10.0.0.1 Standby-Forwarding: Disabled

VRRP Backup Addr : 10.0.0.254

Admin State : Up Oper State : Up

Up Time : 02/21/2022 16:38:06 Virt MAC Addr : 00:00:5e:00:01:01
---snip---

All the hosts attached to R-VPLS 17, such as host-181, host-182, and host-183, are configured with the
Anycast Gateway as default gateway (10.0.0.254). The use of passive VRRP (or Anycast Gateway in
standard terminology) has the following benefits:

» All the hosts use the same default gateway configuration, regardless of what PE they are attached to.

* When the hosts send traffic destined to a remote subnet, the local PE can route it directly, without any
tromboning.

» In the case of a host moving to a different leaf switch, the host does not need to change its IP or default
gateway, or even its ARP cache.

For completeness, the service configuration in PE-1 follows:

# on PE-1:
configure {
service {
vpls "sbd-15" {
admin-state enable
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description "R-VPLS 15"
service-id 15
customer "1*"

vxlan {
instance 1 {
vni 15
}
}
routed-vpls {
}
bgp 1 {
}
bgp-evpn {
evi 15
routes {
mac-ip {
advertise false
}
ip-prefix {
advertise true
}
}
vxlan 1 {

admin-state enable
vxlan-instance 1

}
}
vprn "ip-vrf-16" {
admin-state enable
service-id 16
customer "1"
ecmp 2
interface "evi-15" {
mac 00:00:00:00:00:01
vpls "sbd-15" {
evpn-tunnel {

}
}
interface "evi-17" {
ipvéd {
primary {
address 10.0.0.1
prefix-length 24
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "evi-17" {
}
}
interface "evi-22" {
ipvéd {
primary {
address 10.0.20.1
prefix-length 24
}
vrrp 1 {

backup [10.0.20.254]
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passive true
ping-reply true
traceroute-reply true
}
}
vpls "evi-22" {
}
}
}
vpls "evi-17" {
admin-state enable
description "R-VPLS 17"
service-id 17
customer "1"

vxlan {
instance 1 {
vni 17
}
}
routed-vpls {
}
bgp 1 {
}
bgp-evpn {
evi 17
vxlan 1 {
admin-state enable
vxlan-instance 1
}
}

sap pxc-10.a:17 {
}

sap pxc-10.b:20 {
}

}

vpls "evi-22" {
admin-state enable
description "R-VPLS 22"
service-id 22
customer "1*"
routed-vpls {
}
sap pxc-10.b:19 {
}

}

See the EVPN for VXLAN Tunnels (Layer 3) for more information about the EVPN-related configuration in
the R-VPLS services. When there is no need for a recursive resolution of the EVPN IP prefix routes to a
MACI/IP route, mac-ip>advertisement false is configured in the R-VPLS 15, compared to the examples in
EVPN for VXLAN Tunnels (Layer 3).

With the described configuration, as an example, the intra-subnet and inter-subnet forwarding connectivity
from host-182 is tested (host-182 is simulated with VPRN "VM-test-anycast-gw" that is connected to R-
VPLS 17 via PXC SAP):

[/1]
A:admin@PE-2# traceroute 10.0.0.183 router-instance "VM-test-anycast-gw"
source-address 10.0.0.182
traceroute to 10.0.0.183 from 10.0.0.182, 30 hops max, 40 byte packets
1 10.0.0.183 (10.0.0.183) 6.61 ms 3.90 ms 3.79 ms

[/1
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A:admin@PE-2# traceroute 10.0.20.191 router-instance "VM-test-anycast-gw"
source-address 10.0.0.182
traceroute to 10.0.20.191 from 10.0.0.182, 30 hops max, 40 byte packets
1 10.0.0.2 (10.0.0.2) 1.71 ms 2.31 ms 2.34 ms
2 10.0.20.1 (10.0.20.1) 3.09 ms 4.56 ms 2.99 ms
3 10.0.20.191 (10.0.20.191) 3.91 ms 3.85 ms 3.78 ms

When host-182 sends traffic to host-191, it will ARP for the Anycast Gateway IP and will receive the virtual
MAC as a reply. The virtual MAC is always associated with the local CPM on the local PE; therefore, the
local PE can always route the traffic directly while it has a route for the IP destination.

Host-182 (VPRN 18) resolves the Anycast Gateway to the virtual MAC:

[/1]
A:admin@PE-2# show router 18 arp 10.0.0.254

ARP Table (Service: 18)

IP Address MAC Address Expiry Type Interface

10.0.0.254 00:00:5e:00:01:01 03h59m18s Dyn[I] local

In PE-2, the virtual MAC is associated with a local IP interface:

[/1]
A:admin@PE-2# show service id 17 fdb mac 00:00:5e:00:01:01

Forwarding Database, Service 17

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
17 00:00:5€:00:01:01 cpm Intf 02/21/22 16:38:17

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The following route table of VPRN 16 on PE-2 shows that subnet 10.0.20.0/24 from host-191 is learned via

EVPN:

[/]
A:admin@PE-3# show router 16 route-table

Route Table (Service: 16)

Dest Prefix[Flags] Type Proto Age Pref
Next Hop[Interface Name] Metric
10.0.0.0/24 Local Local 00h0O3m10s 0O
evi-17 0
10.0.20.0/24 Remote EVPN-IFF 00h03m08s 169
evi-15 (ET-00:00:00:00:00:01) 0

No. of Routes: 2

Flags: n = Number of times nexthop is repeated
B = BGP backup route available
L = LFA nexthop available
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S = Sticky ECMP requested

DC inter-subnet forwarding with Anycast GWs and ARP-ND host routes

While the configuration shown in the preceding section is common in DCs, there is a variation that
eliminates the flooding among PEs that are attached to the same BD, typically caused by ARP messages
and ND. The configuration described in this section is recommended only if all the following conditions are
met:

» All the hosts are directly connected to the leaf switches (PEs in Figure 10: DC inter-subnet forwarding
with Anycast GWs).

» All the hosts announce themselves by issuing a GARP (or unsolicited NA for IPv6) whenever they boot
up or move to a different leaf switch.

Note: This is the case for virtual machines.

+ All the traffic among hosts is IP unicast or non-IP unicast (if the hosts are in the same BD), and there is
no Broadcast, Unknown unicast, or Multicast (BUM) traffic from the hosts in the tenant domain, other
than ARP/ND.

If the preceding conditions are true, the ARP-ND host route feature can help eliminate BUM traffic
completely.

Figure 11: DC inter-subnet forwarding with Anycast GWs and ARP-ND host routes shows the scenario
used in this section.

Figure 11: DC inter-subnet forwarding with Anycast GWs and ARP-ND host routes
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Compared to the configuration used in the preceding section, VPRN 16 is modified in the three PEs as
follows (changes in neighbor-discovery context):

# on PE-2:
configure {
service {
vprn "ip-vrf-16" {
admin-state enable
service-id 16
customer "1"
ecmp 2
interface "evi-15" {
mac 00:00:00:00:00:02
vpls "sbd-15" {
evpn-tunnel {

)
}
interface "evi-17" {
mac 00:00:00:00:2e:17
ipvd {
primary {
address 10.0.0.2
prefix-length 24

neighbor-discovery {
timeout 300
learn-unsolicited true
proactive-refresh true
remote-proxy-arp true
host-route {
populate static {

}
populate dynamic {
}
populate evpn {
}
}
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
)
)
vpls "evi-17" {
)
}
# on PE-3:
configure {
service {

vprn "ip-vrf-16" {
admin-state enable
service-id 16
customer "1*"
ecmp 2
interface "evi-15" {
mac 00:00:00:00:00:03
vpls "sbd-15" {
evpn-tunnel {
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}
}
interface "evi-17" {
mac 00:00:00:00:3e:17
ipvéd {
primary {
address 10.0.0.3
prefix-length 24

neighbor-discovery {
timeout 300
learn-unsolicited true
proactive-refresh true
remote-proxy-arp true
host-route {
populate static {

}
populate dynamic {
}
populate evpn {
}
}
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "evi-17" {
}
}
# on PE-1:
configure {
service {

vprn "ip-vrf-16" {
admin-state enable
service-id 16
customer "1"
ecmp 2
interface "evi-15" {
mac 00:00:00:00:00:01
vpls "sbd-15" {
evpn-tunnel {

)
}
interface "evi-17" {
mac 00:00:00:00:1e:17
ipvd {
primary {
address 10.0.0.1
prefix-length 24

neighbor-discovery {
timeout 300
learn-unsolicited true
proactive-refresh true
remote-proxy-arp true
host-route {
populate static {
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}
populate dynamic {
}
populate evpn {
}
}
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "evi-17" {
}

}
interface "evi-22" {
mac 00:00:00:00:1e:22
ipvéd {
primary {
address 10.0.20.1
prefix-length 24

neighbor-discovery {
timeout 300
learn-unsolicited true
proactive-refresh true
remote-proxy-arp true
host-route {
populate static {

}
populate dynamic {
}
populate evpn {
}
}
}
vrrp 1 {
backup [10.0.20.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "evi-22" {
}

}

The behavior due to the added commands in the neighbor-discovery context is as follows:

» host-route>populate [static | dynamic | evpn] makes the router create an ARP-ND host route per

ARP entry in the route table of VPRN "ip-vrf-16".

» learn-unsolicited makes the router learn ARP entries for the hosts out of the GARP messages that
they send when they boot up or move. Without this command, ARP entries are only created after the
router receives packets with the host as the destination, issues an ARP request, and the host replies to

this solicited ARP request.

» proactive-refresh makes the router refresh every dynamic ARP entry even if there is no traffic destined
to the owner. Without the command, host IP addresses will not be maintained in the ARP cache unless

they receive traffic from remote hosts.
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timeout 300 is the timeout selected in this example (in seconds). The ARP timeout has an impact on
how often the router will try to refresh an entry (30 seconds before the timeout expires). In environments
where the hosts are subject to mobility (VMs moving between leaves), having a shorter ARP timeout
will speed up the removal of the old ARP entry, that is, the old ARP-ND host route entry. However, in
scaled environments with tens of thousands of ARP entries, Nokia does not recommend lowering the
ARP timeout under 10 minutes.

remote-proxy-arp allows the router to reply to any ARP request looking for an IP address in the same
subnet as the source, with its virtual MAC (00:00:5e:00:01:01), and route the traffic, as long as there is
a route for the destination in the route table.

In addition, the following command will be executed in the three PEs:

# on PE-1, PE-2, PE-3:
configure {
service {
vpls "evi-17" {
bgp-evpn {
routes {
incl-mcast {
advertise-ingress-replication false
}

}

By disabling the advertisement of the Inclusive Multicast Ethernet Tag (IMET) route in R-VPLS 17, the PEs
will not create a VXLAN BUM destination among each other, preventing the exchange of BUM traffic. Only
known unicast traffic can be now exchanged in the context of R-VPLS 17. The three PEs will show VXLAN
destinations that have Mcast "-", as opposed to "BUM":

[/1]
A:admin@PE-3# show service id 17 vxlan destinations

Egress VTEP, VNI

Instance VTEP Address Egress VNI EvpnStatic Num
Mcast Oper State L2 PBR SupBcasDom MACs
1 192.0.2.1 17 evpn 3

- Up No No

1 192.0.2.2 17 evpn 2

- Up No No

BGP EVPN-VXLAN Ethernet Segment Dest

Instance Eth SegId Num. Macs Last Change

No Matching Entries

With the described configuration, when the hosts boot up and generate a GARP message, the ARP entries
will be created, and subsequently ARP-ND hosts and EVPN IP-prefix advertisements for them. The host
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bootup is simulated by disabling and re-enabling the VPRN that emulates the host. As an example, some
debug commands are used to see the behavior when host-181 boots up and sends a GARP:

1 2022/02/21 16:47:36.844 CET MINOR: DEBUG #2001 vprnl8 PIP
"PIP: ARP
instance 2 (18), interface index 4 (local),
ARP egressing on local
Who has 10.0.0.181 ? Tell 10.0.0.181

2 2022/02/21 16:47:36.845 CET MINOR: DEBUG #2001 vprnl6 PIP
"PIP: ARP
instance 5 (16), interface index 8 (evi-17),
ARP ingressing on evi-17
Who has 10.0.0.181 ? Tell 10.0.0.181

4 2022/02/21 16:47:36.845 CET MINOR: DEBUG #2001 vprn2l PIP
"PIP: ARP
instance 4 (21), interface index 6 (local),
ARP ingressing on local
Who has 10.0.0.181 ? Tell 10.0.0.181

The GARP creates an ARP entry and, subsequently, an ARP-ND host route in the route table of VPRN 16.
Host-181 MAC/IP and IP-prefix routes are advertised too:

3 2022/02/21 16:47:36.845 CET MINOR: DEBUG #2001 vprnl6 PIP
"PIP: ROUTE
instance 5 (16), RTM ADD event
New Route Info
prefix: 10.0.0.181/32 (0xb8fcb278) preference: 1 metric: 0 backup metric: 0
owner: ARP-ND ownerId: 0O
1 ecmp hops 0 backup hops:
hop 0: 10.0.0.181 @ if 8, weight ©

5 2022/02/21 16:47:36.845 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 90
Flag: 0x90 Type: 14 Len: 45 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.1
Type: EVPN-IP-PREFIX Len: 34 RD: 192.0.2.1:15, tag: 0O,
ip prefix: 10.0.0.181/32 gw ip 0.0.0.0 Label: 15 (Raw Label: 0xf)
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 24 Extended Community:
target:64500:15
mac-nh:00:00:00:00:00:01
bgp-tunnel-encap:VXLAN

6 2022/02/21 16:47:36.845 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:

Withdrawn Length = 0

Total Path Attr Length = 81

Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
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Address Family EVPN
NextHop len 4 NextHop 192.0.2.1
Type: EVPN-MAC Len: 33 RD: 192.0.2.1:17 ESI: ESI-0, tag: 0, mac len: 48
mac: 00:00:00:00:01:81, IP len: 0, IP: NULL, labell: 17
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: O AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 16 Extended Community:
target:64500:17
bgp-tunnel-encap:VXLAN

As an example, following are the ARP and route tables in PE-1:

[/]
A:admin@PE-1# show router 16 arp

ARP Table (Service: 16)

IP Address MAC Address Expiry Type Interface
10.0.0.1 00:00:00:00:1e:17 00hOOMOOs Oth[I] evi-17
10.0.0.2 00:00:00:00:2e:17 00hOOMOOs Evp[I] evi-17
10.0.0.3 00:00:00:00:3e:17 00hOOMOOs Evp[I] evi-17
10.0.0.181 00:00:00:00:01:81 00h02m19s Dyn[I] evi-17
10.0.0.254 00:00:5€:00:01:01 00hOOMOOs Oth[I] evi-17
10.0.20.1 00:00:00:00:1e:22 00hOOMOOs Oth[I] evi-22
10.0.20.254 00:00:5€:00:01:01 00hOOMOOs Oth[I] evi-22

No. of ARP Entries: 7

[/]
A:admin@PE-1# show router 16 route-table

Route Table (Service: 16)

Dest Prefix[Flags] Type Proto Age Pref
Next Hop[Interface Name] Metric
10.0.0.0/24 Local Local 00h03m40s 0
evi-17 0
10.0.0.2/32 Remote ARP-ND 00hO3m34s 1
10.0.0.2 0
10.0.0.3/32 Remote ARP-ND 00hO3m34s 1
10.0.0.3 0
10.0.0.181/32 Remote ARP-ND 00hO3m23s 1
10.0.0.181 0
10.0.0.182/32 Remote EVPN-IFF 00h03m31ls 169
evi-15 (ET-00:00:00:00:00:02) 0
10.0.0.183/32 Remote EVPN-IFF 00h03m34s 169
evi-15 (ET-00:00:00:00:00:03) 0
10.0.20.0/24 Local Local 00h03m40s 0
evi-22 0

No. of Routes: 7

Flags: n = Number of times nexthop is repeated
B = BGP backup route available
L = LFA nexthop available
S = Sticky ECMP requested
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As discussed, the ARP-ND host routes are installed in the route table, but not in the FIB:

[/]
A:admin@PE-1# show router 16 fib 1

FIB Display

Prefix [Flags] Protocol
NextHop

10.0.0.0/24 LOCAL
10.0.0.0 (evi-17)

10.0.0.182/32 EVPN-IFF
(evi-15 (ET-00:00:00:00:00:02))

10.0.0.183/32 EVPN-IFF
(evi-15 (ET-00:00:00:00:00:03))

10.0.20.0/24 LOCAL

10.0.20.0 (evi-22)

A side effect of this scenario is that traffic between hosts in the same BD (R-VPLS "evi-17") is routed
instead of switched. This can be shown on the traceroute from host-181 to host-182 (there are three hops
instead of two), or the TTL on the ping packets (62 instead of 64):

[/]
A:admin@PE-1# traceroute 10.0.0.182 router-instance "H-181" source-address 10.0.0.181
traceroute to 10.0.0.182 from 10.0.0.181, 30 hops max, 40 byte packets

1 10.0.0.1 (10.0.0.1) 1.53 ms 2.37 ms 2.42 ms

2 10.0.0.2 (10.0.0.2) 3.42 ms 3.26 ms 3.29 ms

3 10.0.0.182 (10.0.0.182) 3.80 ms 3.54 ms 3.76 ms

[/]

A:admin@PE-1# ping 10.0.0.182 router-instance "H-181" source-address 10.0.0.181
PING 10.0.0.182 56 data bytes

64 bytes from 10.0.0.182: icmp seq=1 ttl=62 time=3.40ms.

64 bytes from 10.0.0.182: icmp seq=2 ttl=62 time=3.49ms.

64 bytes from 10.0.0.182: icmp seq=3 ttl=62 time=3.43ms.

64 bytes from 10.0.0.182: icmp seq=4 ttl=62 time=3.58ms.

64 bytes from 10.0.0.182: icmp seq=5 ttl=62 time=3.21ms.

---- 10.0.0.182 PING Statistics ----
5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min = 3.21ms, avg = 3.42ms, max = 3.58ms, stddev = 0.121ms

This extension of a subnet across a pure routing domain is compliant with the virtual subnet concept
described in RFC 7814.

DCI inter-subnet forwarding with Anycast GWs and ARP-ND hosts

Figure 12: DCI inter-subnet forwarding with Anycast GWs and ARP-ND host routes shows a DCI scenario
where the use of Anycast GWs, ARP-ND hosts, and some additional configuration provide efficient inter-
subnet forwarding within the tenant domain.
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Figure 12: DCI inter-subnet forwarding with Anycast GWs and ARP-ND host routes
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In this example, VPLS 10 is extended across DC-1 and DC-2, via PE-4 and PE-5 (which are DC GWs).
PE-4 and PE-5 are also connected to the WAN and use IP-VPN for inter-subnet forwarding connectivity
to the remote host-6. In this network, PE-4 and PE-5 provide the Anycast GW functionality to host-2 and
host-3, so that they can move between the two DCs without having to change their IP/MAC/default GW or
ARP cache, and efficient upstream forwarding is provided.

PE-4 and PE-5 learn the ARP-ND host route of their respective host and advertise it to the WAN, so that
downstream routing from PE-6 can be efficient and without tromboning.

To avoid unnecessary ARP flooding between DCs, proxy-ARP is used in PE-2 and PE-3. The configuration
of VPLS 10 in the PE-2 and PE-3 is as follows:

# on PE-2:
configure {
service {
vpls "centralized-gw-bd" {
admin-state enable
service-id 10
customer "1"
vxlan {
instance 1 {
vni 10
)

}

proxy-arp {
admin-state enable
dynamic-populate true
send-refresh 120
evpn {
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route-tag 1

flood {
unknown-arp-req false
gratuitous-arp false

}
}
}
bgp 1 {
}
bgp-evpn {
evi 10
vxlan 1 {
admin-state enable
vxlan-instance 1
}
}
sap pxc-10.a:10 {
}
}
# on PE-3:
configure {
service {

vpls "centralized-gw-bd" {

}

admin-state enable
service-id 10
customer "1"

vxlan {
instance 1 {
vni 10
)
}
proxy-arp {

admin-state enable
dynamic-populate true
send-refresh 120

evpn {
route-tag 1
flood {
unknown-arp-req false
gratuitous-arp false
}
}
}
bgp 1 {
}
bgp-evpn {
evi 10
vxlan 1 {
admin-state enable
vxlan-instance 1
}
}

sap pxc-10.a:10 {
}

Because the hosts are directly connected to PE-2 and PE-3, and they announce themselves to the network
through a GARP when they boot up or move, the proxy-ARP configuration includes the parameters
evpn>flood>unknown-arp-req false and evpn>flood>gratuitous-arp false. Those two commands
prevent unnecessary ARP flooding between DCs.
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The two PEs also include the proxy-arp>evpn>route-tag 1 command. This command allows the proxy-
ARP module to tag the routes when sent to BGP for advertisement of a MAC/IP route with non-zero IP. In
this example, the tag is used in an export policy to add a Site-Of-Origin (SOO) extended community to the
MACI/IP routes with non-zero IP. This, for example, allows PE-4 to accept MAC/IP routes from its own DC-1
and drop MAC/IP routes from DC-2 so that PE-4 only advertises ARP-ND host routes attached to DC-1.
Vice versa for PE-5. The MAC/IP routes with zero-IP (that are also sent for every MAC) will not be tagged
with the SOO and, therefore, will be imported by all the PEs in VPLS 10. This allows normal L2 connectivity
among the four PEs, while the ARP-ND routes are only generated for the local hosts.

On PE-2, BGP is configured with the export policy "export-add-SOQ" and import policy "import-prefer-
DC-1", as follows:

# on PE-2:
configure {
policy-options {
community "S00-DC-1" {
member "origin:64500:1" { }

}
policy-statement "export-add-S00" {
entry 10 {
from {
tag 1
)
action {
action-type accept
community {
add ["S00-DC-1"]
}
)
}
}
policy-statement "import-prefer-DC-1" {
entry 10 {
from {
community {
name "S00-DC-1"
}
)
action {
action-type accept
local-preference 200
)
}
}

}
router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
family {
ipv4 false
vpn-ipv4 true
vpn-ipv6 true
evpn true
b
rapid-update {
evpn true
b

import {
policy ["import-prefer-DC-1"]
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}
export {
policy ["export-add-S00"]
}
group "dc" {
type internal
}
group "dcgws" {
type internal

}

neighbor "192.0.2.3" {
group "dc"

}

neighbor "192.0.2.4" {
group "dcgws"
}
neighbor "192.0.2.5" {
group "dcgws"
}
}

On PE-3, BGP is configured as follows:

# on PE-3:
configure {
policy-options {
community "S00-DC-2" {
member "origin:64500:2" { }

}
policy-statement "export-add-S00" {
entry 10 {
from {
tag 1
)
action {
action-type accept
community {
add ["S00-DC-2"]
b
)
}
}
policy-statement "import-prefer-DC-2" {
entry 10 {
from {
community {
name "S00-DC-2"
b
)
action {
action-type accept
local-preference 200
)
}
}

}
router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
family {
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ipv4 false
vpn-ipv4 true
vpn-ipv6 true

evpn true
}
rapid-update {
evpn true
}
import {
policy ["import-prefer-DC-2"]
export {
policy ["export-add-S00"]
group "dc" {
type internal
peer-as 64500
}

group "dcgws" {
type internal

}

neighbor "192.0.2.2" {
group "dc"

}

neighbor "192.0.2.4" {
group "dcgws"
}
neighbor "192.0.2.5" {
group "dcgws"
}
}

As an example, the following show commands prove that PE-2 does not add an SOO to MAC/IP routes
with zero-IP, but it does add SOO-DC-1 for MAC/IP routes with non-zero IP:

[/1]
A:admin@PE-2# show router bgp routes evpn mac rd 192.0.2.2:10 hunt
BGP Router ID:192.0.2.2 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

---snip---
Network : n/a
Nexthop : 192.0.2.2
Path Id : None
To : 192.0.2.3
Res. Nexthop : n/a
Local Pref. : 100 Interface Name : NotAvailable
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Aggregator AS
Atomic Aggr.
AIGP Metric
Connector
Community

Cluster
Originator Id
Origin
AS-Path
EVPN type
ESI

Tag

IP Address
Route Dist.
Mac Address
MPLS Labell
Route Tag
Neighbor-AS

Source Class

Network
Nexthop

Path Id

To

Res. Nexthop
Local Pref.
Aggregator AS
Atomic Aggr.
AIGP Metric
Connector
Community

Cluster
Originator Id
Origin
AS-Path
EVPN type
ESI

Tag

IP Address
Route Dist.
Mac Address
MPLS Labell
Route Tag
Neighbor-AS

Source Class

---snip---

: None

: Not Atomic
: None

: None

: origin:64500:1 target:64500:10
bgp-tunnel-encap:VXLAN

: No Cluster Members
: None

: IGP

: No As-Path

: MAC

: ESI-0

: 0

: 10.0.0.2

: 192.0.2.2:10

: 00:00:00:00:00:02
: VNI 10

: 0

: n/a

Orig Validation:
: 0

N/A

: n/a

1 192.0.2.2
: None

1 192.0.2.3
: n/a

: 100

: None

: Not Atomic
: None

: None

: target:64500:10 bgp-tunnel-encap:VXLAN

Aggregator
MED
IGP Cost

Peer Router Id :

MPLS Label2

Dest Class

Interface Name :
: None
: None
: n/a

Aggregator
MED
IGP Cost

mac-mobility:Seq:0/Static

: No Cluster Members
: None

. IGP

: No As-Path

: MAC

: ESI-0

: 0

: n/a

: 192.0.2.2:10

: 02:13:ff:00:03:3a
: VNI 10

: 0

: n/a

Orig Validation:
: 0

N/A

Peer Router Id :

MPLS Label2

Dest Class

: None
: None
: n/a

192.0.2.3

: n/a

NotAvailable

192.0.2.3

: n/a

The VPLS 10 configuration on PE-4 and the corresponding import policy to drop non-local SOO follow.
PE-5 has a similar configuration (not shown), including the same RD 64500:10 in VPLS 10 as PE-4. The
policy will drop routes tagged with SOO-DC-1 instead of SOO-DC-2.

# on PE-4:
configure {
service {

vpls "centralized-gw-bd" {
admin-state enable
service-id 10
customer "1*"
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vxlan {
instance 1 {
vni 10
}
}
routed-vpls {
}
bgp 1 {
route-distinguisher "64500:10"
}
bgp-evpn {
evi 10
vxlan 1 {
admin-state enable
vxlan-instance 1
}
}

}
On PE-4, the BGP configuration is as follows:

# on PE-4:
configure {
policy-options {
community "S00-DC-1" {
member "origin:64500:1" { }
}

community "S00-DC-2" {
member "origin:64500:2" { }

}
policy-statement "export-add-S00" {
entry 10 {
from {
}
action {
action-type accept
community {
add ["S00-DC-1"]
}
}
}
}
policy-statement "import-drop-DC-2" {
entry 10 {
from {
community {
name "S00-DC-2"
}
}
action {
action-type reject
}
}
}

}
router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
family {
ipv4 false
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vpn-ipv4 true
vpn-ipv6 true

evpn true
}
rapid-update {
evpn true
}
import {
policy ["import-drop-DC-2"]
}
export {
policy ["export-add-S00"]
}
group "dc" {
type internal
}

group "wan" {
type internal

}

neighbor "192.0.2.2" {
group "dc"

}

neighbor "192.0.2.3" {
group "dc"

}

neighbor "192.0.2.5" {
group "wan"

}

neighbor "192.0.2.6" {
group "wan"

}

}

There is another aspect for which policies are used: on PE-2 and PE-3, two MAC/IP routes with the
Anycast GW virtual MAC are received (one from PE-4 and another from PES5). To provide efficient
upstream routing with no tromboning, it is important that PE-2 prefers the PE-4 virtual MAC route (its own
DGW) over that of PE-5, and vice versa for PE-3. This is achieved by:

» Configuring the same RD on PE-4 and PE-5 for VPLS10.

» Configuring an import policy on PE-2 and PE-3 that modifies the local preference of the routes, so that
each one prefers the local DGW.

PE-2 and PE-3 could have dropped the routes from the non-local DCGW, but with this configuration,
DCGW redundancy is provided in case of failure:

[/]
A:admin@PE-2# show router policy plcy-name "import-prefer-DC-1"
entry 10
from
community "S00-DC-1"
exit
action accept
local-preference 200
exit
exit

[/]
A:admin@PE-2# show router bgp routes evpn mac community target:64500:10
mac-address 00:00:5e:00:01:01

BGP Router ID:192.0.2.2 AS:64500 Local AS:64500
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Legend -

Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 64500:10 00:00:5e:00:01:01 ESI-0
0 Static VNI 10
10.0.0.254
192.0.2.4
“Fal 64500:10 00:00:5e:00:01:01 ESI-0
0 Static VNI 10
10.0.0.254
192.0.2.5
Routes : 2
[/]
A:admin@PE-3# show router policy plcy-name "import-prefer-DC-2"
entry 10
from
community "S00-DC-2"
exit

action accept
local-preference 200
exit
exit

[/]
A:admin@PE-3# show router bgp routes evpn mac community target:64500:10
mac-address 00:00:5e:00:01:01

BGP Router ID:192.0.2.3 AS:64500 Local AS:64500

Legend -

Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 64500:10 00:00:5e:00:01:01 ESI-0
0 Static VNI 10
10.0.0.254
192.0.2.5
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*i  64500:10 00:00:5€:00:01:01 ESI-0
0 Static VNI 10
10.0.0.254
102.0.2.4
Routes : 2

Finally, the VPRN 11 configuration on PE-4 and PE-5 is as follows:

# on PE-4:
configure { service {
vprn "wan-ip-vpn" {
admin-state enable
service-id 11
customer "1"
bgp-ipvpn {
mpls {
admin-state enable
route-distinguisher auto-rd
vrf-target {
community "target:64500:11"
}

auto-bind-tunnel {
resolution any
}

)
}
interface "evi-10" {
mac 00:00:00:00:00:04
ipv4d {
primary {
address 10.0.0.4
prefix-length 16

neighbor-discovery {
timeout 600
learn-unsolicited true
host-route {
populate static {
route-tag 1

populate dynamic {
route-tag 1

}

populate evpn {
route-tag 1

}
}
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "“centralized-gw-bd" {
}
}
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# on PE-5:
configure {
service {
vprn "wan-ip-vpn" {
admin-state enable
service-id 11
customer "1"
bgp-ipvpn {
mpls {
admin-state enable
route-distinguisher auto-rd
vrf-target {
community "target:64500:11"
)

auto-bind-tunnel {
resolution any
}

)
}
interface "evi-10" {
mac 00:00:00:00:00:05
ipvd {
primary {
address 10.0.0.5
prefix-length 16

neighbor-discovery {
timeout 600
learn-unsolicited true
host-route {
populate static {
route-tag 1

populate dynamic {
route-tag 1
}

populate evpn {
route-tag 1
}

}
}
vrrp 1 {
backup [10.0.0.254]
passive true
ping-reply true
traceroute-reply true
}
}
vpls "centralized-gw-bd" {
}

}

The passive VRRP commands, as well as the ARP commands, have already been discussed in preceding
sections. The only new command in the configuration is route-tag 1. This command tags all the ARP-ND
host routes learned on the interface, so that export policies can match on that tag and modify the routes
before they are advertised. The command is included for completeness, however, in this configuration,
there is no export policy using this tag.

3HE 20793 AAAD TQZZA © 2025 Nokia. 91
Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration

Guide for MD CLI Releases up to 25.3.R2 ARP-ND Host Routes in Data Centers

When the configuration is in place and the hosts are connected, the FDBs, proxy-ARP, ARP caches, and
route tables are checked with the following commands (example for host-2 and host-6).

When host-2 ARPs for its default gateway (10.0.0.254), PE-2 will reply with the information from its proxy-

ARP table:
[/]
A:admin@PE-2# show service id 10 proxy-arp 10.0.0.254 detail
Proxy Arp
Admin State : enabled
Dyn Populate : enabled
Age Time : disabled Send Refresh : 120 secs
Table Size 1 250 Total : 5
Static Count : 0 EVPN Count )
Dynamic Count 1 Duplicate Count 1 0
Dup Detect
Detect Window : 3 mins Num Moves : 5
Hold down : 9 mins
Anti Spoof MAC : None
EVPN
Garp Flood : disabled Req Flood : disabled
Static Black Hole : disabled
EVPN Route Tag 1

VPLS Proxy Arp Entries

IP Address Mac Address Type Status Last Update

Number of entries : 1

When host-2 sends traffic to the virtual MAC, it will forward it to PE-4 based on a lookup on the FDB:

[/]
A:admin@PE-2# show service id 10 fdb mac 00:00:5e:00:01:01

Forwarding Database, Service 10

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
10 00:00:5e:00:01:01 vxlan-1: EvpnS:P 02/21/22 16:57:46

192.0.2.4:10

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf
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If PE-4 receives packets with MAC Destination Address (DA) equal to the virtual MAC and IP DA of host-6
(172.16.0.6), the forwarding is based on the information in the R-VPLS FDB first, and afterward on the
VPRN 11 route table, as follows.

[/1]
A:admin@PE-4# show service id 10 fdb mac 00:00:5e:00:01:01

Forwarding Database, Service 10

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
10 00:00:5e:00:01:01 cpm Intf 02/21/22 16:57:46

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

[/1]
A:admin@PE-4# show router 11 route-table

Route Table (Service: 11)

Dest Prefix[Flags] Type Proto Age Pref
Next Hop[Interface Name] Metric
10.0.0.0/16 Local Local 00h07m15s 0
evi-10 0
10.0.0.2/32 Remote ARP-ND 00h07ml12s 1
10.0.0.2 0
172.16.0.0/24 Remote BGP VPN 00h06mM35s 170
192.0.2.6 (tunneled) 10

No. of Routes: 3

Flags: n = Number of times nexthop is repeated
B = BGP backup route available
L = LFA nexthop available
S = Sticky ECMP requested

When the traffic goes back from host-6 to host-2, PE-6 will forward to PE-4 due to an LPM lookup on the
VPRN route table. The advertisement of the ARP-ND routes on PE-4 and PE-6 ensures that PE-6 can
forward downstream traffic to the correct PE:

[/1]
A:admin@PE-6# show router 11 route-table

Route Table (Service: 11)

Dest Prefix[Flags] Type Proto Age Pref
Next Hop[Interface Name] Metric
10.0.0.0/16 Remote BGP VPN  00h06m57s 170
192.0.2.4 (tunneled) 10
10.0.0.0/16 Remote BGP VPN  00h06m57s 170
192.0.2.5 (tunneled) 10
10.0.0.2/32 Remote BGP VPN  00h06m57s 170
192.0.2.4 (tunneled) 10
10.0.0.3/32 Remote BGP VPN  00h06m57s 170
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192.0.2.5 (tunneled) 10
172.16.0.0/24 Local Local 00h07mOls 0O
local 0

No. of Routes: 5

Flags: n = Number of times nexthop is repeated
B = BGP backup route available
L = LFA nexthop available
S = Sticky ECMP requested

Traceroute commands from host-6 provide information about the path to each remote host (VPRN 12 in
PE-6 simulates host-6):

[/1]
A:admin@PE-6# traceroute 10.0.0.2 router-instance "CE-PE-6"
traceroute to 10.0.0.2, 30 hops max, 40 byte packets
1 172.16.0.254 (172.16.0.254) 1.85 ms 2.30 ms 2.26 ms
2 10.0.0.4 (10.0.0.4) 3.38 ms 3.20 ms 5.66 ms
3 10.0.0.2 (10.0.0.2) 4.80 ms 4.41 ms 4.73 ms

[/1
A:admin@PE-6# traceroute 10.0.0.3 router-instance "CE-PE-6"
traceroute to 10.0.0.3, 30 hops max, 40 byte packets
1 172.16.0.254 (172.16.0.254) 1.55 ms 2.34 ms 2.28 ms
2 10.0.0.5 (10.0.0.5) 3.53 ms 3.58 ms 3.43 ms
3 10.0.0.3 (10.0.0.3) 7.18 ms 5.05 ms 4.74 ms

Communication between host-2 and host-3 uses regular L2 switching, as expected, because there are
EVPN-VXLAN destinations created between PE-2 and PE-3 for VPLS 10:

[/]
A:admin@PE-2# show service id 10 vxlan destinations

Egress VTEP, VNI

Instance VTEP Address Egress VNI EvpnStatic Num
Mcast Oper State L2 PBR SupBcasDom MACs
1 192.0.2.3 10 evpn 2
BUM Up No No

1 192.0.2.4 10 evpn 2
BUM Up No No

1 192.0.2.5 10 evpn 1
BUM Up No No

BGP EVPN-VXLAN Ethernet Segment Dest

Instance Eth SegId Num. Macs Last Change

No Matching Entries

[/]
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A:admin@PE-2# ping 10.0.0.3 router-instance "VM-PE-2"
PING 10.0.0.3 56 data bytes

64 bytes from 10.0.0.3: icmp seq=1 ttl=64 time=8.84ms.
64 bytes from 10.0.0.3: icmp seq=2 ttl=64 time=3.77ms.

64 bytes from 10.0.0.3: icmp seq=3 ttl=64 time=3.54ms.

64 bytes from 10.0.0.3: icmp _seq=4 ttl=64 time=3.38ms.

64 bytes from 10.0.0.3: icmp _seq=5 ttl=64 time=3.25ms.

---- 10.0.0.3 PING Statistics ----

5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min = 3.25ms, avg = 4.56ms, max = 8.84ms, stddev = 2.15ms

[/]
A:admin@PE-2# traceroute 10.0.0.3 router-instance "VM-PE-2"
traceroute to 10.0.0.3, 30 hops max, 40 byte packets

1 10.0.0.3 (10.0.0.3) 2.99 ms 3.41 ms 3.76 ms

Troubleshooting and debugging

The following commands can be used when troubleshooting these scenarios:

» show router <id> route table and show router <id> fib <id> (and their corresponding commands for
IPv6)

* show router <jd> arp / neighbor

+ show service <jd> fdb detail

+ show service <id> proxy-arp/nd detail

» show router bgp routes evpn / vpn-ipv4 / vpn-ipv6

The following debug commands—in classic CLI—are also important to analyze the scenarios:

debug
router "Base"
bgp
update
exit
exit
router service-name "ip-vrf-16"
ip
arp
route-table
exit
exit
router service-name "VM-test-anycast-gw"
ip
arp
exit
exit
service
id 10
proxy-arp
all
exit
exit
exit
exit
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Conclusion

ARP-ND host routes are generated out of ARP-ND entries in a router context. These ARP-ND host
routes, along with passive VRRP (for Anycast GWs), provide the correct solution for efficient inter-subnet
forwarding in DCs and DCI networks.
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Auto-Learn MAC Protect in EVPN

This chapter provides information about Auto-Learn MAC Protect in EVPN.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written for SR OS Release 14.0.R5, but the MD-CLI in the current edition is based
on SR OS Release 21.2.R1. Auto-Learn MAC Protect (ALMP) is supported for EVPN in SR OS Release
14.0.R1, and later.

Overview

MAC protection is needed in Layer 2 services to safeguard business-critical MAC addresses against

the possibility of being learned on the wrong SAP/SDP-binding. When a MAC address is learned on the
wrong SAP/SDP-binding, traffic would be diverted from its intended destination. This could be caused by
misconfiguration or by a malicious source launching a Denial of Service (DoS) attack. MAC protect can
also be used to prevent loops in certain topologies.

Chapter EVPN for VXLAN Tunnels (Layer 2) describes MAC protection for static MAC addresses that are
configured on SAPs or spoke-SDPs. The command to configure static MAC addresses in a VPLS service
is as follows:

*[ex:configure service vpls "1" fdb static-mac]
A:admin@PE-4# mac ?

[mac-address] <unicast-mac-address-no-zero>
<unicast-mac-address-no-zero> - <XX:XX:XX:XX:XX:XX>

Static MAC address to SAP/SDP-binding or black-hole

Configuring static MAC addresses is not scalable if large numbers of MAC addresses need to be
protected. Also, configuring static MAC addresses is not an option when the MAC addresses are unknown.
Auto-Learn MAC Protect (ALMP) offers the same protection for learned MAC addresses in services such
as EVPN VPLS and EVPN R-VPLS. However, ALMP is not supported for PBB-EVPN.

ALMP can be enabled with the auto-learn-mac-protect command in EVPN with VXLAN or MPLS bindings
on the following:

« SAPs
 Mesh-SDPs
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* Spoke-SDPs

* Pseudowire (PW) templates

» Split Horizon Groups (SHGs)

* SHGs in PW templates

When enabled, all MAC addresses learned on those objects become protected.
The following commands can be used to enable ALMP on objects in VPLS 1:

configure {
service {
pw-template "PW1" {
fdb {
auto-learn-mac-protect true
}

}
vpls "VPLS 1" {
split-horizon-group "SHG1" {

fdb {
saps {
auto-learn-mac-protect true
}
}
}
spoke-sdp 23:1 {
fdb {
auto-learn-mac-protect true
}
}
mesh-sdp 24:1 {
fdb {
auto-learn-mac-protect true
}
}
sap 1/2/1:1 {
fdb {
auto-learn-mac-protect true
}
}

}

When enabled on an SHG, it is only applicable to the SAPs within the SHG, not to spoke-SDPs. If ALMP is
required on spoke-SDPs in the SHG, the parameter must be configured on each spoke-SDP individually.
All MAC Source Addresses (SAs) learned on these objects will be protected and advertised with the sticky
bit set. The sticky bit indicates that these MAC addresses should be treated as protected on the remote
PEs, where these protected MAC addresses are considered to have been learned on the EVPN MPLS/
VXLAN destinations. The remote EVPN peers then use the MAC protection functionality in the same way
as the local peer to protect the MAC address.

By default, ALMP enables an implicit protected-src-mac-violation-action discard (restrict protected
source discard frame (RPS-DF)) on SAPs and spoke/mesh-SDPs. When enabled, frames with a
protected MAC SA are discarded if received on objects where they were not learned and protected. This
configuration is the default and cannot be configured on objects where MAC addresses are learned, such
as SAPs, spoke/mesh-SDPs, and SHGs.

However, protected-src-mac-violation-action discard can optionally be configured on destinations in EVPN
MPLS or EVPN VXLAN, where data plane MAC learning is never performed for incoming traffic. The only
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configurable protected source MAC violation action is discard; it is not an option to bring down the entire
EVPN destination. For EVPN MPLS, this configuration is in the BGP EVPN context, as follows:

*[ex:configure service vpls "VPLS 1" bgp-evpn mpls 1 fdb]
A:admin@PE-2# protected-src-mac-violation-action ?

protected-src-mac-violation-action <keyword>
<keyword> - discard

Action when a relearn request for a protected MAC is received

configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
fdb {
protected-src-mac-violation-action discard
b

)
For EVPN VXLAN, this configuration is in the VXLAN context, as follows:

*[ex:configure service vpls "VPLS 1" vxlan instance 1 fdb]
A:admin@PE-2# protected-src-mac-violation-action ?

protected-src-mac-violation-action <keyword>
<keyword> - discard

Action when a relearn request for a protected MAC is received

configure {
service {
vpls "VPLS 1" {
vxlan {
instance 1 {
vni 1
fdb {
protected-src-mac-violation-action discard
b

}

Instead of discarding the frame, the SAP or spoke/mesh-SDP can be brought operationally down when

a frame is received with a protected MAC SA that has not been learned on the object, by configuring
protected-src-mac-violation-action sap-oper-down or sdp-bind-oper-down on the object in EVPN
services. After the object has been brought down, an operator needs to disable and re-enable the object in
order to make it operational again.

The protected source MAC violation action can be configured as sap-oper-down on SAPs and SHGs,
or sdp-bind-oper-down on spoke/mesh-SDPs, and PW templates, but not on EVPN MPLS/VXLAN
destinations, using following commands:

configure {

service {
pw-template "PW1" {
fdb {
auto-learn-mac-protect true
protected-src-mac-violation-action sdp-bind-oper-down
b
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}
pw-template "PW2" {
split-horizon-group {
name "SHG1"
fdb {
saps {
auto-learn-mac-protect true
protected-src-mac-violation-action sap-oper-down

}

}
vpls "VPLS 1" {
split-horizon-group "SHG1" {

fdb {
saps {
auto-learn-mac-protect true
protected-src-mac-violation-action sap-oper-down
}
}
}
spoke-sdp 23:1 {
fdb {

auto-learn-mac-protect true
protected-src-mac-violation-action sdp-bind-oper-down

}
}
mesh-sdp 24:1 {
fdb {
auto-learn-mac-protect true
protected-src-mac-violation-action sdp-bind-oper-down
}
}
sap 1/2/1:1 {
fdb {
auto-learn-mac-protect true
protected-src-mac-violation-action sap-oper-down
}

. Note:
The configuration of protected-src-mac-violation-action alarm-only is not allowed in BGP-EVPN.

Protection is provided at the point where a MAC address first enters the EVPN part of the network.
Therefore, the preference for an auto-learned protected MAC address is higher than that of a MAC address
received in a BGP update with the sticky bit set.

The following list shows the MAC learning priority, with the highest priority first:

Local MAC address (including AS-MAC without static-black-hole, es-bmac, src-bmac, OAM, and so on)
Conditional static MAC address (including AS-MAC with static-black-hole)

Auto-learn protected MAC address

EVPN MAC address with sticky/static bit set

Data plane learned MAC address (regular learning on SAP/SDP-binding)

EVPN MAC address without sticky/static bit set

U o
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. Note:
ALMP MAC addresses have a higher priority but do not overwrite EVPN static MAC addresses.

Configuration

Figure 13: Example topology - no LAG shows the example topology with one MTU and three PEs.

Figure 13: Example topology - no LAG

MTU-1 PE-2
CE-10 192.0.2.1 192.0.2.2 CE-20
172.16.0.10/24 N 172.16.0.20/24
aa:aa:01:10:10:10 11/3 192.168.12.0/30 aa:aa:02:20:20:20

192.168.24.0/30
192.168.23.0/30

1/1/2 192.168.34.0/30 1/1/1
A 2

PE-3 PE-4
192.0.2.3 192.0.2

26313

Cards, MDAs

The ports between the PEs are configured as network ports; the other ports are access ports. No LAG
is configured initially.

IGP (IS-IS is used in this example) between the PEs
LDP between the PEs
BGP with address family EVPN on the PEs

PE-2 is the BGP route reflector. The BGP configuration on the PEs is similar. The BGP configuration on the
clients PE-3 and PE-4 is as follows:

# on PE-3, PE-4:
configure {

router "Base" {
autonomous-system 64500
bgp {
vpn-apply-export true
vpn-apply-import true
rapid-withdrawal true
peer-ip-tracking true
split-horizon true
rapid-update {
evpn true
}

group "internal" {
peer-as 64500

© 2025 Nokia.
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family {
evpn true
}
}
neighbor "192.0.2.2" {
group "internal"

}
}

VPLS 1 is configured on all nodes. Initially, ALMP is disabled. On MTU-1, the VPLS 1 contains three SAPs:
one toward CE-10, one toward PE-2, and one toward PE-3.

On PE-2, VPLS 1 is configured with EVPN MPLS and contains a SAP toward CE-20 and a SAP toward
MTU-1, as follows:

# on PE-2:
configure {
service {
vpls "VPLS 1" {

admin-state enable
service-id 1
customer "1"
bgp 1 {
}

bgp-evpn {
evi 1
mpls 1 {
admin-state enable
ingress-replication-bum-label true
auto-bind-tunnel {
resolution any
}

)
}
sap 1/2/1:1 {

}
sap 1/2/3:1 {
}

}

On PE-3, VPLS 1 is configured with EVPN MPLS and contains a SAP toward MTU-1, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {

admin-state enable
service-id 1
customer "1"
bgp 1 {
}

bgp-evpn {
evi 1
mpls 1 {
admin-state enable
ingress-replication-bum-label true
auto-bind-tunnel {
resolution any
}

)
}
sap 1/2/3:1 {
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}

The following use cases will be described in this section:
+ EVPN MPLS without multi-homing.
Default behavior: no ALMP on SAPs, no protected MAC addresses
No ALMP on SAPs, RPS-DF on EVPN MPLS destinations
ALMP and implicit RPS-DF on SAPs.
* RPS-DF on EVPN MPLS destinations, MAC first learned on PE-2
» RPS-DF on EVPN MPLS destinations, MAC simultaneously learned on PE-2 and PE-3
* No RPS-DF on EVPN MPLS destinations, MAC simultaneously learned on PE-2 and PE-3
ALMP and RPS on SAPs.
* RPS-DF on EVPN MPLS destinations, MAC first learned on PE-2
+ RPS-DF on EVPN MPLS destinations, MAC simultaneously learned on PE-2 and PE-3
* No RPS-DF on EVPN MPLS destinations, MAC simultaneously learned on PE-2 and PE-3
+  EVPN MPLS with ALMP in all-active multi-homing.
— RPS-DF on SAPs, RPS-DF on EVPN MPLS destinations

Default behavior: no protected MAC addresses

The following example is not a recommended configuration because it causes a loop. By default, ALMP is
disabled and no static MAC addresses are configured. As described in chapter EVPN for VXLAN Tunnels
(Layer 2), duplicate MAC addresses are detected in BGP EVPN and the MAC address will be put in a hold-
down state on the EVPN destinations after a configurable threshold is reached. This applies to EVPN-
MPLS as well as to EVPN-VXLAN. By default, the maximum number of MAC address moves is five in a
time window of 3 minutes.

Figure 14: MAC address learned simultaneously on SAPs on PE-2 and PE-3 shows that the MAC address
from CE-10 is learned simultaneously on the SAPs in VPLS 1 on PE-2 and PE-3.
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Figure 14: MAC address learned simultaneously on SAPs on PE-2 and PE-3

MTU-1 PE-2
192.0.2.1 192.0.2.2

CE-10 CE-20
aa:aa:01:10:10:10 @ @ aa:aa:02:20:20:20

VPLS 1 VPLS 1
] . . L]

— 0 Paddllln I
VPLS 1 VPLS 1
PE-3 PE-4
192.0.2.3 192.0.2.4
Legend:
® SAP

O EVPN endpoint

26314

CE-10 sends frames to CE-20 with MAC Destination Address (DA) aa:aa:02:20:20:20. MTU-1 has

not learned that MAC DA, so the frames are flooded to PE-2 and PE-3, where they enter the SAPs
simultaneously. PE-2 and PE-3 have not learned the MAC DA either, so the frames are flooded to all
potential destinations. The frames received on PE-2 will be sent (among others) to PE-3, and vice versa.
These frames are forwarded back out of the SAP toward MTU-1. This causes a loop.

Both PEs send a BGP update for the MAC SA aa:aa:01:10:10:10 to the other PEs with no sticky bit set.
That MAC SA is learned, but not protected on the destination to the other PE. The stream of frames will
cause the learned MAC SA to oscillate between the SAP and EVPN destinations on PE-2 and PE-3, and
between the EVPN destinations on PE-4.

After a configurable number of BGP EVPN MAC address moves in a time span (by default, after five

MAC address moves in a period of 3 minutes), the MAC address is put in a hold-down state on the EVPN
destinations for a specific duration (until the next MAC address duplication detection retry; by default, after
9 minutes).

The following message in log 99 on PE-2 (and also on PE-3) indicates that duplicate MAC addresses have
been detected:

77 2021/03/23 09:42:59.410 CET MINOR: SVCMGR #2331 Base
"VPLS Service 1 has MAC(s) detected as duplicates by EVPN mac-duplication detection."

The following shows the settings for EVPN MAC address duplication detection, which are the default. It
also lists the detected duplicate MAC addresses of CE-10 and CE-20:

[/]
A:admin@PE-3# show service id 1 bgp-evpn

BGP EVPN Table

© 2025 Nokia.

3HE 20793 AAAD TQZZA 104

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration
Guide for MD CLI Releases up to 25.3.R2

Auto-Learn MAC Protect in EVPN

MAC Advertisement : Enabled
CFM MAC Advertise : Disabled
Creation Origin : manual
MAC Dup Detn Moves : 5

MAC Dup Detn Retry : 9

MAC Dup Detn BH : Disabled
IP Route Advert : Disabled
Sel Mcast Advert : Disabled
EVI 1

Ing Rep Inc McastAd: Enabled
Accept IVPLS Flush : Disabled

aa:aa:01:10:10:10
aa:aa:02:20:20:20

Unknown MAC Route : Disabled

MAC Dup Detn Window: 3
Number of Dup MACs : 2

03/23/2021 09:42:59
03/23/2021 09:42:59

BGP EVPN MPLS Information

Admin Status : Enabled
Force Vlan Fwding : Disabled
Route NextHop Type : system-ipv4
Control Word : Disabled
Max Ecmp Routes 11

Entropy Label : Disabled
Default Route Tag : none

Split Horizon Group: (Not Specified)
Ingress Rep BUM Lbl: Enabled
Ingress Ucast Lbl : 524284

RestProtSrcMacAct : none
Evpn Mpls Encap : Enabled
Oper Group :

Bgp Instance 1

Ingress Mcast Lbl : 524283

Evpn MplsoUdp : Disabled

BGP EVPN MPLS Auto Bind Tunnel Information

Allow-Flex-Algo-Fallback : false

Resolution 1 any Strict Tnl Tag : false
Max Ecmp Routes 1

Bgp Instance 1

Filter Tunnel Types : (Not Specified)

By default, there is no protected source MAC violation action on the EVPN destinations

(RestProtSrcMacAct : none).

The MAC addresses are in a hold-down state on the EVPN destinations and no MAC address moves take
place until the next MAC address duplication detection retry after 9 minutes. After 9 minutes, the EVPN
MAC address duplication alarm is cleared, but after the next five MAC address moves within a time span of
3 minutes, the alarm is raised again and this threshold is reached soon after the alarm has been cleared.

The MAC addresses of both CEs are learned on the SAP of PE-3 (CE-20's MAC address is also learned
on the SAP toward MTU-1), not on the EVPN destinations, because of the MAC address duplication
detection and hold-down state in EVPN, as follows:

[/]

A:admin@PE-3# show service id 1 fdb detail
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Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 @a:aa:01:10:10:10 sap:1/2/3:1 L/0 03/23/21 09:42:59

1 @a:aa:02:20:20:20 sap:1/2/3:1 L/0 03/23/21 09:42:59

No. of MAC Entries: 2

Legend:

L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

A similar output can be shown for PE-2.

Both PE-2 and PE-3 learn the MAC addresses locally and send BGP EVPN MAC address route updates
to their BGP peers. PE-3 received the following BGP EVPN MAC address routes from PE-2, with the MAC
address mobility sequence number representing the number of MAC address moves:

[/]

A:admin@PE-3# show router bgp routes evpn mac

BGP Router ID:192.0.2.3 AS:64500

Local AS:64500

Legend -
Status codes

: u - used, s - suppressed, h - history, d - decayed, * - valid

1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes

: 1 - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

ESI
Labell

LABEL 524284

LABEL 524284

Flag Route Dist. MacAddr
Tag Mac Mobility
Ip Address
NextHop
u*>i 192.0.2.2:1 @a:2a:01:10:10:10 ESI-0
0 Seq:4
n/a
192.0.2.2
u*>i 192.0.2.2:1 22:2a:02:20:20:20 ESI-0
0 Seq:4
n/a
192.0.2.2
Routes : 2

PE-3 does not use these BGP EVPN MAC address routes in its FDB, because locally learned MAC

addresses are preferred.

The remote PE (PE-4) received the following BGP EVPN MAC routes from PE-2 and PE-3:

[/1

A:admin@PE-4# show router bgp routes evpn mac

BGP Router ID:192.0.2.4 AS:64500

3HE 20793 AAAD TQZZA
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Legend -

Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 192.0.2.2:1 @a:aa:01:10:10:10 ESI-0
0 Seq:4 LABEL 524284
n/a
192.0.2.2
u*>i 192.0.2.2:1 @a:aa:02:20:20:20 ESI-0
0 Seq:4 LABEL 524284
n/a
192.0.2.2
u*>i 192.0.2.3:1 @a:aa:01:10:10:10 ESI-0
0 Seq:3 LABEL 524284
n/a
192.0.2.3
u*>i 192.0.2.3:1 @a:aa:02:20:20:20 ESI-0
0 Seq:5 LABEL 524284
n/a
192.0.2.3
Routes : 4

In the preceding output, MAC aa:aa:01:10:10:10 is learned from BGP peer 192.0.2.3 with MAC mobility
sequence number 3, and from BGP peer 192.0.2.2 with sequence number 4. MAC aa:aa:02:20:20:20 is
learned from BGP peer 192.0.2.2 with sequence number 4 and from BGP peer 192.0.2.3 with sequence
number 5. The FDB for VPLS 1 on PE-4 contains the MAC addresses learned from BGP EVPN MAC
updates with the highest MAC mobility sequence number, as follows:

[/1]
A:admin@PE-4# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 22:2a:01:10:10:10 mpls: Evpn 03/23/21 09:42:59
192.0.2.2:524284
1dp:65537
1 22:2a:02:20:20:20 mpls: Evpn 03/23/21 09:42:59
192.0.2.3:524284
1dp:65538

No. of MAC Entries: 2
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Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

VPLS 1 on MTU-1 does not have EVPN configured and no MAC address duplication detection mechanism
implemented. The MAC address from CE-10 is last learned on the SAP toward PE-2 (it might equally have
been the SAP toward PE-3) instead of the SAP toward CE-10, resulting from the loop, as follows:

[/1]
A:admin@MTU-1# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 22:2a:01:10:10:10 sap:1/1/4:1 L/0 03/23/21 09:45:56

1 22:2a:02:20:20:20 sap:1/1/3:1 L/0 03/23/21 09:42:59

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

No ALMP on SAPs, RPS-DF on EVPN destinations

When there are no protected MAC addresses (ALMP is disabled and no static MAC addresses are
configured), the behavior is as described earlier. RPS-DF discards frames with protected MAC addresses
that were not learned on the object, but there are no protected MAC addresses, because ALMP is not
configured. RPS-DF does not discard frames with MAC SAs that are not protected.

RPS-DF is enabled on EVPN destinations on all PEs, as follows:

# on PE-2, PE-3, PE-4:
configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
fdb {
protected-src-mac-violation-action discard
}

}

The state of RPS is now "discard-frame" instead of "none", as follows:

[/]
A:admin@PE-3# show service id 1 bgp-evpn | match RestProtSrcMacAct
RestProtSrcMacAct : Discard-frame

It is also allowed to configure RPS (protected-src-mac-violation-action sap-oper-down) on the SAPs,
but that does not change the behavior when ALMP is disabled and there are no protected MAC addresses.
RPS will not bring down a SAP after receiving a frame with an unprotected MAC SA.
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ALMP and implicit RPS-DF on SAPs
ALMP is enabled on the SAPs in PE-2 as follows:

# on PE-2:
configure {
service {
vpls "VPLS 1" {
sap 1/2/1:1 { # SAP toward CE-20
fdb {
auto-learn-mac-protect true
}
}
sap 1/2/3:1 { # SAP toward MTU-1
fdb {
auto-learn-mac-protect true
}

}

The configuration is similar on PE-3.
The following shows that ALMP is enabled on the SAP and that the default RPS-DF is used:

[/]
A:admin@PE-2# show service id 1 sap 1/2/3:1 detail

Service Access Points(SAP)

Service Id 01

SAP 1 1/2/3:1 Encap 1 g-tag
Description : (Not Specified)

Admin State : Up Oper State : Up
Flags : None

---snip---

Restr MacUnpr Dst : Disabled
Auto Learn Mac Prot: Enabled

ALMP Exclude List : <none>
RestMacProtSrc Act : none (oper: Discard-frame)
---snip---

ALMP and RPS-DF on SAPs, RPS-DF on EVPN MPLS destinations, MAC first
learned on PE-2

Initially, the SAP on PE-3 is disabled to ensure that the MAC address will first be learned on PE-2, then on
PE-3, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/3:1 { # SAP toward MTU-1
admin-state disable
}
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Each learned MAC address on the SAPs on PE-2 will be protected; therefore, a BGP update with the
static/sticky bit set will be sent to the BGP EVPN peers. In this example, the MAC aa:aa:01:10:10:10 of
CE-10 is learned first on SAP 1/2/3:1 on PE-2, and MAC aa:aa:02:20:20:20 is learned on SAP 1/2/1:1
on PE-2. Consequently, PE-2 sends BGP updates with the static/sticky bit set to PE-3 for both MAC
aa:aa:01:10:10:10 and MAC aa:aa:02:20:20:20, as follows:

95 2021/03/23 09:55:45.486 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-MAC Len: 33 RD: 192.0.2.2:1 ESI: ESI-O0, tag: 0, mac len: 48
mac: aa:aa:01:10:10:10, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

97 2021/03/23 09:55:45.486 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-MAC Len: 33 RD: 192.0.2.2:1 ESI: ESI-0, tag: 0, mac len: 48
mac: aa:aa:02:20:20:20, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

. Note:
The MPLS label is label1 in the BGP update divided by 16 (24), as follows:

8388544

= 524284
16

PE-2 sends similar BGP EVPN updates to peer PE-4.

After these BGP EVPN updates have been sent to PE-3 (and PE-4), the SAP on PE-3 is enabled again, as
follows:

# on PE-3:
configure {
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service {
vpls "VPLS 1" {
sap 1/2/3:1 { # SAP toward MTU-1
admin-state enable
}

The MAC addresses in the FDB on PE-2, where these MAC addresses are learned, get the indication "L"
for learned and "P" for protected MAC address, as follows:

[/1]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 2a:2a:01:10:10:10 sap:1/2/3:1 LP/60 03/23/21 09:55:45

1 22:2a:02:20:20:20 sap:1/2/1:1 LP/60 03/23/21 09:55:45

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The MAC addresses in the FDB on PE-3 are learned from the BGP EVPN updates and get the indication
"S" for static (sticky bit) and "P" for protected MAC address, as follows

[/1]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 23:2a:01:10:10:16 mpls: EvpnS:P 03/23/21 09:55:45
192.0.2.2:524284
1dp: 65537
1 2a:aa:02:20:20:20 mpls: EvpnS:P 03/23/21 09:55:45
192.0.2.2:524284
1dp:65537

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The FDB on the remote PE (PE-4) looks similar, as follows:

[/]
A:admin@PE-4# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
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1 23:2a:01:10:10:10 mpls: EvpnS:P 03/23/21 09:55:45
192.0.2.2:524284
1dp:65537
1 23:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 09:55:45
192.0.2.2:524284
1dp:65537

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The BGP EVPN MAC address routes on PE-3 have MAC address mobility equal to "Static", as follows:

[/1]
A:admin@PE-3# show router bgp routes evpn mac
BGP Router ID:192.0.2.3 AS:64500 Local AS:64500
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP EVPN MAC Routes

Flag Route Dist. MacAddr ESI
Tag Mac Mobility Labell
Ip Address
NextHop
u*>i 192.0.2.2:1 2a:2a:01:10:10:10 ESI-0
0 Static LABEL 524284
n/a
192.0.2.2
u*>i 192.0.2.2:1 2a:2a:02:20:20:20 ESI-0
0 Static LABEL 524284
n/a
192.0.2.2
Routes : 2

The BGP EVPN MAC routes on PE-4 are similar.

When a stream of frames with MAC SA aa:aa:01:10:10:10 enters the SAP on PE-3, these frames will be
dropped by this SAP because of the implicit RPS-DF behavior in the SAP for protected MAC addresses, as
shown in Figure 15: Default RPS-DF on SAPs - MAC learned and protected on SAP on PE-2.
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Figure 15: Default RPS-DF on SAPs - MAC learned and protected on SAP on PE-2
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Because the MAC address was protected on the SAP on PE-2 and the BGP EVPN MAC route update had
been received by PE-3 before any frame was received with this MAC SA, there will be no temporary loop.
The frames with the protected MAC SA will be discarded at the SAP on PE-3, not on the EVPN MPLS
destination on PE-2. In this case, there is no need to configure RPS-DF on the EVPN MPLS destinations,
but it will make a difference when the MAC address is learned on both SAPs simultaneously.

ALMP and RPS-DF on SAPs, RPS-DF on EVPN MPLS destinations, MAC
simultaneously learned on PE-2 and PE-3

In the preceding example, the MAC addresses of CE-10 and CE-20 were first learned and protected

on PE-2 and received on PE-3's SAP after the BGP update with static/sticky bit was received by PE-3.
However, when the MAC address of CE-10 is learned simultaneously on both PEs, for example, because
the MAC DA aa:aa:02:20:20:20 is unknown, there is a temporary loop until the MAC addresses are
protected. Initially, the frames enter a SAP, are forwarded to the EVPN peer, and forwarded out of the
remote SAP.

After the MAC addresses are learned and protected on the SAPs on both PEs, new frames received on

a SAP with the protected MAC address will be sent to the other PE. However, they will be discarded due
to RPS-DF on destination, as shown in Figure 16: MAC learned and protected simultaneously on PEs -
RPS-DF on EVPN endpoints, because the destination PE has that same MAC address protected on its
local SAP. This prevents a loop. BGP updates with the static/sticky bit set are sent to the BGP EVPN peer,
but the locally learned and protected MAC address is preferred to the MAC address in a BGP update.
Therefore, the FDB contains the locally learned MAC address aa:aa:01:10:10:10, not the BGP EVPN MAC
address update for MAC address aa:aa:01:10:10:10.
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Figure 16: MAC learned and protected simultaneously on PEs - RPS-DF on EVPN endpoints
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The MAC addresses of the CEs are cleared from the FDBs on all nodes, as follows:

clear service id 1 fdb mac aa:aa:01:10:10:10
clear service id 1 fdb mac aa:aa:02:20:20:20

This clear command for the FDB only works for auto-learned MAC addresses, not for BGP EVPN MAC
address updates. BGP EVPN MAC address withdraw updates need to be sent. In this example, BGP is
configured with rapid-update evpn, as shown previously.

When traffic is sent from CE-10 to CE-20, MAC address aa:aa:01:10:10:10 of CE-10 is learned
simultaneously on SAP 1/2/3:1 in PE-2 and PE-3 and protected on both SAPs. MAC address
aa:aa:02:20:20:20 is, in this case, first learned via MAC address learning on PE-2 and advertised via a
BGP EVPN MAC address route update. However, it might happen that it was learned and protected on
the SAP on PE-3 first, before the MAC address was learned and protected on PE-2 and the BGP EVPN
MAC address route update sent by PE-2 was received at PE-3. In the latter case, both MAC address
aa:aa:01:10:10:10 and MAC address aa:aa:02:20:20:20 are learned and protected on the SAPs on both
PE-2 and PE-3, and RPS-DF on the EVPN-MPLS destinations prevents loops.

However, in the present case, MAC address aa:aa:02:20:20:20 is only protected on the SAP on PE-2,
because PE-3 received the EVPN MAC address update before it received a frame with MAC SA
aa:aa:02:20:20:20. Therefore, the SAP on PE-3 will discard any frames with MAC SA aa:aa:02:20:20:20.

The FDB for VPLS 1 on PE-2 shows that both MAC addresses are learned locally and protected, as
follows:

[/1]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 @a:aa:01:10:10:10 sap:1/2/3:1 LP/0 03/23/21 09:59:44
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1 @a:aa:02:20:20:20 sap:1/2/1:1 LP/0O 03/23/21 09:59:44

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The FDB for VPLS 1 on PE-3 shows that MAC address aa:aa:01:10:10:10 is learned and protected locally,
but MAC address aa:aa:02:20:20:20 is protected on PE-2, which has been advertised by PE-2 in a BGP
EVPN MAC update, as follows:

[/1]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 2a:aa:01:10:10:10 sap:1/2/3:1 LP/0 03/23/21 09:59:44

1 22:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 09:59:44

192.0.2.2:524284
1dp:65537

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

Both PE-2 and PE-3 send BGP EVPN MAC updates to their BGP peers for each locally learned and
protected MAC address. The following BGP EVPN MAC update is sent by PE-2 to PE-3 for MAC address
aa:aa:01:10:10:10:

# on PE-2:
103 2021/03/23 09:59:44.284 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-MAC Len: 33 RD: 192.0.2.2:1 ESI: ESI-O0, tag: 0, mac len: 48
mac: aa:aa:01:10:10:10, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

Similar BGP EVPN updates are sent to the remote PE (PE-4). The FDB for VPLS 1 on PE-4 only contains
entries learned from BGP EVPN updates, as follows:

[/]
A:admin@PE-4# show service id 1 fdb detail
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Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 23:2a:01:10:10:10 mpls: EvpnS:P 03/23/21 09:59:44
192.0.2.2:524284
1dp:65537
1 23:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 09:59:44
192.0.2.2:524284
1dp:65537

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

PE-4 received BGP EVPN MAC address route updates from PE-2 and PE-3, but only installs the MAC
address routes to PE-2 in its FDB, based on the lowest next-hop IP of the EVPN NLRI (192.0.2.2).

ALMP and RPS-DF on SAPs, no RPS-DF on EVPN MPLS destinations, MAC
simultaneously learned on PE-2 and PE-3

RPS-DF is disabled on the EVPN MPLS destinations on the PEs, as follows:

# on PE-2, PE-3, PE-4:
configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
fdb {
delete protected-src-mac-violation-action
}
}

When a frame is received at SAP 1/2/3:1 on PE-3 with protected MAC SA aa:aa:01:10:10:10, it is not
dropped by the SAP, because this MAC SA has been learned and protected on this SAP on PE-3. The
frame is forwarded to PE-2 where it will not be discarded by the EVPN MPLS destination because RPS-
DF is disabled. The frame will be forwarded to other objects in the VPLS in PE-2. For BUM traffic, there will
be a loop, because all frames will be flooded to all objects in VPLS 1 on PE-2, including the SAP toward
MTU-1.

ALMP and RPS on SAPs

When ALMP is enabled on an object, the default behavior is that frames with a protected MAC SA are
discarded (RPS-DF). However, it is possible to configure RPS with sap-oper-down (or sdp-bind-oper-
down), in this case on the SAPs on PE-2 and PE-3, as follows:

# on PE-2, PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/3:1 {
fdb {
protected-src-mac-violation-action sap-oper-down
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}

Instead of discarding frames with MAC SAs that are protected on another object or node, the entire object
(here: SAP) can be brought operationally down after a frame has been received with a MAC SA that is
protected on another node.

The RPS configuration on the SAP can be shown as follows. The SAP has not been brought down yet.

[/]
A:admin@PE-2# show service id 1 sap "1/2/3:1" detail

Service Access Points(SAP)

Service Id 1

SAP : 1/2/3:1 Encap : q-tag
Description : (Not Specified)

Admin State : Up Oper State : Up
Flags : None

---snip---

Restr MacUnpr Dst : Disabled

Auto Learn Mac Prot: Enabled

ALMP Exclude List : <none>

RestMacProtSrc Act :

SAP-oper-down

---snip---

The RestMacProtSrc Act parameter is set to SAP-oper-down, meaning that RPS is configured, which
causes the system to bring down the SAP when a duplicate MAC address is received that is protected
on another object or node. When a SAP is brought down because of this, the RxProtSrcMAC flag will be
raised and can be shown in the detailed SAP show output.

ALMP and RPS on SAPs, RPS-DF on EVPN MPLS destinations, MAC first learned
on PE-2

RPS-DF is enabled on the EVPN MPLS destinations on the PEs, as follows:

# on PE-2, PE-3, PE-4:
configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
fdb {
protected-src-mac-violation-action discard
}

}

To simulate a scenario where the MAC addresses are first learned on PE-2, the SAP on PE-3 is disabled
until the BGP EVPN MAC route updates are sent, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/3:1 {
admin-state disable
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}
The FDBs are cleared on the nodes, as follows:

clear service id 1 fdb mac aa:aa:01:10:10:10
clear service id 1 fdb mac aa:aa:02:20:20:20

Traffic is sent between CE-10 and CE-20, and the MAC addresses are learned and protected on the SAP
on PE-2, as follows:

[/1]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 @a:aa:01:10:10:10 sap:1/2/3:1 LP/0 03/23/21 10:04:09

1 @a:aa:02:20:20:20 sap:1/2/1:1 LP/0 03/23/21 10:04:09

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

No MAC learning took place on the SAP on PE-3, and the FDB contains the MAC addresses from the BGP
EVPN updates, as follows:

[/]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 23:2a:01:10:10:10 mpls: EvpnS:P 03/23/21 10:04:09
192.0.2.2:524284
1dp:65537
1 23:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 10:04:09
192.0.2.2:524284
1dp:65537

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The SAP on PE-3 is enabled, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/3:1 {
admin-state enable
}
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The operational state of the SAP is up, because no protected MAC addresses have been received yet:

[/1]
A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId SvcId Ing. Ing. Egr. Egr. Adm Opr
QoS  Fltr QoS  Fltr

The FDB is cleared for MAC address aa:aa:02:20:20:20 on MTU-1, as follows:

# on MTU-1:
clear service id 1 fdb mac aa:aa:02:20:20:20

Traffic from CE-10 toward the unknown MAC address aa:aa:02:20:20:20 reaches the SAPs on PE-2 and
PE-3. When MAC SA aa:aa:01:10:10:10, which is protected on PE-2, is received on PE-3, SAP 1/2/3:1 will
be brought operationally down, as shown in Figure 17: MAC learned and protected on SAP on PE-2 - RPS
enabled on SAP on PE-3, and the following alarms will be raised in log 99:

89 2021/03/23 10:05:32.247 CET MINOR: SVCMGR #2208 Base
"Protected MAC aa:aa:01:10:10:10 received on SAP 1/2/3:1 in service 1. The SAP will be
disabled."

90 2021/03/23 10:05:32.247 CET MINOR: SVCMGR #2203 Base
"Status of SAP 1/2/3:1 in service 1 (customer 1) changed to admin=up oper=down flags=RxProtSrc
Mac "
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Figure 17: MAC learned and protected on SAP on PE-2 - RPS enabled on SAP on PE-3
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The operational state of SAP 1/2/3:1 is now down with flag RxProtSrcMAC, indicating that a duplicate
MAC address that is protected on a remote node has been received, as follows:

[/]
A:admin@PE-3# show service id 1 sap 1/2/3:1

Service Access Points(SAP)

Service Id 01

SAP 1 1/2/3:1 Encap 1 g-tag
Description : (Not Specified)

Admin State : Up Oper State : Down
Flags : RxProtSrcMac

Multi Svc Site : None

Last Status Change : 03/23/2021 10:05:32
Last Mgmt Change : 03/23/2021 10:04:55

The SAP is operationally down and will not come up automatically when the FDB is cleared. To bring the
SAP up, an operator needs to disable and re-enable the SAP, as follows:

# on PE-3:
configure exclusive
service {
vpls "VPLS 1" {
sap 1/2/3:1 {

admin-state disable
commit
admin-state enable
commit

[/1

© 2025 Nokia. 120

Use subject to Terms available at: www.nokia.com/terms.

3HE 20793 AAAD TQZZA



Layer 2 Services and EVPN Advanced Configuration
Guide for MD CLI Releases up to 25.3.R2

Auto-Learn MAC Protect in EVPN

A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId SvcId Ing. 1Ing. Egr. Egr. Adm Opr

ALMP and RPS on SAPs, RPS-DF on EVPN MPLS destinations, MAC
simultaneously learned on PE-2 and PE-3

When CE-10 sends traffic to CE-20 and the destination MAC address is unknown, MAC address
aa:aa:01:10:10:10 is simultaneously learned and protected on PE-2 and PE-3. No SAP will be brought
down when MAC address aa:aa:01:10:10:10 is received on PE-2 or PE-3. This scenario is identical to the
one with ALMP and (default) RPS-DF on the SAPs, as shown in Figure 18: RPS enabled on SAPs - RPS-
DF on EVPN endpoints, MACs learned simultaneously (which is identical to Figure 16: MAC learned and
protected simultaneously on PEs - RPS-DF on EVPN endpoints).

Figure 18: RPS enabled on SAPs - RPS-DF on EVPN endpoints, MACs learned simultaneously
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A temporary loop is possible until the MAC address is protected on the SAPs. Initially, the frames enter the
SAP, are forwarded to the other PEs, and are forwarded out of the other SAP (unless the MAC address

is protected). When the MAC address is protected, any other frames received on the SAP will be sent to
the other PE (for example, from PE-3 to PE-2, or vice versa), but they will be discarded by the receiving
PE, because RPS-DF is applied on the EVPN destination. BGP EVPN updates are sent to the peer PEs
with the sticky bit set. This MAC route will not be installed in the FDB of PE-2 and PE-3 because the MAC
address has already been learned locally, which has a higher preference.
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The FDB on PE-2 contains locally learned and protected MAC addresses, as follows:

[/1]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 @a:aa:01:10:10:10 sap:1/2/3:1 LP/0 03/23/21 10:09:54

1 @a:aa:02:20:20:20 sap:1/2/1:1 LP/0 03/23/21 10:09:54

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The FDB on PE-3 contains MAC address aa:aa:01:10:10:10 that is locally learned and protected, and MAC
address aa:aa:02:20:20:20 that is protected on PE-2, as follows:

[/]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 22:2a:01:10:10:10 sap:1/2/3:1 LP/0 03/23/21 10:09:54

1 23:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 10:09:54

192.0.2.2:524284
1dp:65537

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

SAP 1/2/3:1 will not be brought down if frames are received with MAC address aa:aa:01:10:10:10 that

is locally learned and protected. However, MAC address aa:aa:02:20:20:20 was learned and protected
first on PE-2 and the BGP update was received by PE-3 before the MAC address was received on PE-3.
Therefore, MAC address aa:aa:02:20:20:20 will not be learned and protected on PE-3 and, if frames with a
MAC SA aa:aa:02:20:20:20 were received on SAP 1/2/3:1 on PE-3, the SAP would be brought down.

ALMP and RPS on SAPs, no RPS-DF on EVPN MPLS destinations, MAC
simultaneously learned on PE-2 and PE-3

RPS-DF is disabled on the EVPN MPLS destinations on the PEs, as follows:

# on PE-2, PE-3, PE-4:
configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
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fdb {
delete protected-src-mac-violation-action
}
}

When frames are received at SAP 1/2/3:1 on PE-3 with protected MAC SA aa:aa:01:10:10:10, the SAP
is not brought down, because this MAC SA has been learned and protected on this SAP. The frame is
forwarded to PE-2 where it will not be discarded by the EVPN MPLS destination because RPS-DF is
disabled. It will be forwarded to other objects in the VPLS. For BUM ftraffic, there will be a loop, because
the frames will be flooded to all objects, including the SAP on PE-2 toward MTU-1.

ALMP in all-active multi-homing SAPs

All-active multi-homing for EVPN MPLS is explained in chapter EVPN for MPLS Tunnels. ALMP is not
required on all-active multi-homing SAPs. The following example shows that traffic can be dropped when
ALMP is enabled on the SAPs and RPS-DF is enabled on the EVPN-MPLS destinations.

Figure 19: ALMP in all-active multi-homing SAPs shows the example topology for all-active multi-homing.

Figure 19: ALMP in all-active multi-homing SAPs
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VPLS is configured with SAP lag-1:1 on the three nodes in the topology, as follows:

# on MTU-1, PE-2, PE-3:
configure {
service {
vpls "VPLS 1" {
sap lag-1:1 {
}

The SAPs used in the preceding scenarios are removed.
All-active multi-homing is configured on PE-2 and PE-3, as follows:

# on PE-2, PE-3:
configure {
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service {
system {
bgp {
evpn {
ethernet-segment "ESI-12" {
admin-state enable
esi 01:00:00:00:00:23:00:00:00:01
multi-homing-mode all-active
df-election {
es-activation-timer 3

}

association {
lag "lag-1" {
}

}

}
ALMP is enabled on the SAPs on PE-2 and PE-3, as follows:

# on PE-2, PE-3:
configure {
service {
vpls "VPLS 1" {
sap lag-1:1 {
fdb {
auto-learn-mac-protect true
}

}
MAC address aa:aa:01:10:10:10 is learned and protected on PE-2 and PE-3, as follows:

[/1]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

1 22:2a:01:10:10:10 sap:lag-1:1 EvpnS:P 03/23/21 10:11:51

1 2a:2a:02:20:20:20 sap:1/2/1:1 LP/90 03/23/21 10:09:54

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

[/1]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 22:2a:01:10:10:10 sap:lag-1:1 LP/0O 03/23/21 10:11:51
1 22:2a:02:20:20:20 mpls: EvpnS:P 03/23/21 10:09:54
192.0.2.2:524284
1dp:65537
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No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

ALMP in all-active multi-homing, RPS-DF on EVPN MPLS destinations

ALMP is not recommended in all-active multi-homing because it can cause traffic loss. The following
example shows when frames are dropped.

Figure 20: All-active multi-homing - RPS-DF on SAPs and EVPN endpoints shows the example setup with
MAC address aa:aa:01:10:10:10 protected on SAP lag-1:1 on both PE-2 and PE-3, and RPS-DF enabled
on the EVPN endpoints.

Figure 20: All-active multi-homing - RPS-DF on SAPs and EVPN endpoints
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When frames with MAC address aa:aa:01:10:10:10 are sent between PE-2 and PE-3, these frames will be
dropped by the EVPN MPLS destination that has RPS-DF enabled.

The traffic flows from CE-10 and CE-20 are hashed over both links in the LAG. When the frames are sent
out on MTU-1 on port 1/1/1 toward PE-2, the traffic reaches CE-20, and traffic can be sent back from
CE-20 to CE-10 via the direct link between PE-2 and MTU-1. However, when traffic is sent out from MTU-1
on port 1/1/2 toward PE-3, the frames will be forwarded from PE-3 to PE-2, where they will be discarded
at the EVPN MPLS destination on PE-2 because of RPS-DF. No traffic flow is possible for frames with the
protected MAC SA aa:aa:01:10:10:10 via PE-3 to PE-2, or vice versa. If the MAC address is not protected
yet on PE-2, the first few messages get through until the MAC address is protected on PE-2. Both multi-
homing PEs, PE-2 and PE-3, protect the MAC address aa:aa:01:10:10:10 on their local all-active SAP.
Therefore, PE-2 discards all frames with the MAC SA aa:aa:01:10:10:10 when they are received on the
EVPN MPLS destination from the other multi-homing PE (PE-3).

An improved mechanism for EVPN loop protection in all-active multi-homing is black-hole MAC duplication,
as described in chapter Black-hole MAC for EVPN Loop Protection.
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For single-active multi-homing, this problem does not arise: only the designated forwarder in the Ethernet
segment receives and forwards traffic. Therefore, the CE MAC addresses will not be learned and protected
on different PEs in the same Ethernet segment.

Conclusion

For security, MAC addresses learned on objects, such as SAPs, spoke/mesh-SDPs, and SHGs in EVPN
services can be protected and advertised by BGP with the sticky bit set. By default, frames with a protected
MAC SA are discarded if received on objects where the MAC address was not learned. Objects can be
configured to be brought operationally down when a frame is received with a protected MAC SA that has
not been learned locally.
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BGP Multi-Homing for VPLS Networks

This chapter describes BGP Multi-Homing (BGP-MH) for VPLS network configurations.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

Initially, the information in this chapter was based on SR OS Release 8.0.R5, with additions for SR OS
Release 9.0.R1. The MD-CLI in the current edition corresponds to SR OS Release 20.10.R2.

Overview

SR OS supports the use of Border Gateway Protocol Multi-Homing for VPLS (hereafter called BGP-MH).
BGP-MH is described in draft-ietf-bess-vpls-multihoming, BGP based Multi-homing in Virtual Private LAN
Service, and provides a network-based resiliency mechanism (no interaction from the Provider Edge
routers (PEs) to Multi-Tenant Units/Customer Equipment (MTU/CE)) that can be applied on service access
points (SAPs) or network (pseudowires) topologies. The BGP-MH procedures will run between the PEs
and will provide a loop-free topology from the network perspective (only one logical active path will be
provided per VPLS among all the objects SAPs or pseudowires which are part of the same Multi-Homing
site).

Each multi-homing site connected to two or more peers is represented by a site ID (2 bytes long) which is
encoded in the BGP MH Network Layer Reachability Information (NLRI). The BGP peer holding the active
path for a particular multi-homing site will be named as the Designated Forwarder (DF), whereas the rest
of the BGP peers participating in the BGP MH process for that site will be named as non-DF and will block
the traffic (in both directions) for all the objects belonging to that multi-homing site.

BGP MH uses the following rules to determine which PE is the DF for a particular multi-homing site:

1. ABGP MH NLRI with D flag = 0 (multi-homing object up) always takes precedence over a BGP MH
NLRI with D flag = 1 (multi-homing object down). If there is a tie, then:

2. The BGP MH NLRI with the highest BGP Local Preference (LP) wins. If there is a tie, then:
3. The BGP MH NLRI issued from the PE with the lowest PE ID (system address) wins.
The main advantages of using BGP-MH as opposed to other resiliency mechanisms for VPLS are:

» Flexibility: BGP-MH uses a common mechanism for access and core resiliency. The designer has the
flexibility of using BGP-MH to control the active/standby status of SAPs, spoke SDPs, Split Horizon
Groups (SHGs) or even mesh SDP bindings.

+ The standard protocol is based on BGP, a standard, scalable, and well-known protocol.
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» Specific benefits at the access:

— ltis network-based, independent of the customer CE and, therefore, it does not need any customer
interaction to determine the active path. Consequently, the operator will spend less effort on
provisioning and will minimize both operation costs and security risks (in particular, this removes the
requirement for spanning tree interaction between the PE and CE).

— Easy load balancing per service (no service fate-sharing) on physical links.
» Specific benefits in the core:

— ltis a network-based mechanism, independent of the MTU resiliency capabilities and it does not
need MTU interaction, therefore operational advantages are achieved as a result of the use of BGP-
MH: less provisioning is required and there will be minimal risks of loops. In addition, simpler MTUs
can be used.

— Easy load balancing per service (no service fate-sharing) on physical links.

— Less control plane overhead: there is no need for an additional protocol running the pseudowire
redundancy when BGP is already used in the core of the network. BGP-MH just adds a separate
NLRI in the L2-VPN family (AFI=25, SAFI=65).

This chapter describes how to configure and troubleshoot BGP-MH for VPLS

Knowledge of the LDP/BGP VPLS (RFC 4762, Virtual Private LAN Service (VPLS) Using Label Distribution
Protocol (LDP) Signaling, and RFC 4761, Virtual Private LAN Service (VPLS) Using BGP for Auto-
Discovery and Signaling) architecture and functionality is assumed throughout this chapter. For further
information, see the relevant Nokia documentation.

Figure 21: Example topology shows the example topology that will be used throughout the rest of the
chapter.

The initial configuration includes:
* IGP — IS-IS, Level 2 on all routers; area 49.0001
+ RSVP-TE for transport tunnels

» Fast reroute (FRR) protection in the core; no FRR protection at the access.

Figure 21: Example topology
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The topology consists of three core nodes (PE-1, PE-2, and PE-3) and three MTUs connected to the core.
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The VPLS service VPLS-500 is configured on the six nodes with the following characteristics:

» The core VPLS instances are connected by a full mesh of BGP-signaled pseudowires (that is,
pseudowires among PE-1, PE-2, and PE-3 will be signaled by BGP VPLS).

* As shown in Figure 21: Example topology, the MTUs are connected to the BGP VPLS core by T-LDP
pseudowires. MTU-6 is connected to PE-3 by a single pseudowire, whereas MTU-4 and MTU-5 are
dual-homed to PE-1 and PE-2. The following resiliency mechanisms are used on the dual-homed
MTUs:

— MTU-4 is dual-connected to PE-1 and PE-2 by an active/standby pseudowire (A/S pseudowire
hereafter).

— MTU-5 is dual-connected to PE-1 and PE-2 by two active pseudowires, one of them being blocked
by BGP MH running between PE-1 and PE-2. The PE-1 and PE-2 pseudowires, set up from MTU-5,
will be part of the BGP MH site MH-site-2.

— MTU-4 and MTU-5 are running BGP MH, being SHG site-1 and SAP 1/1/1:8 on MTU-5 part of the
same BGP MH site, MH-site-1.

» The CEs are connected to the network in the following way:
— CE-7, CE-9, and CE-10 are single-connected to the network
— CE-8 is dual connected to MTU-4 and MTU-5.

— CE-7 and CE-8 are part of the split-horizon group (SHG) site-1(SAPs 1/1/4:500 and 1/1/3:500 on
MTU-4). Assume that CE-7 and CE-8 have a backdoor link between them so that when MTU-5 is
elected as DF, CE-7 does not get isolated. This configuration highlights the use of a SHG within a
site configuration.

For each BGP MH site, MH-site-1 and MH-site-2, the BGP MH process will elect a DF, blocking the site
objects for the non-DF nodes. In other words, based on the specific configuration described throughout the
chapter:

» For MH-site-1, MTU-4 will be elected as the DF. The non-DF-MTU-5 will block the SAP 1/1/1:8.
» For MH-site-2, PE-1 will be elected as the DF. The non-DF PE-1 will block the spoke-SDP to MTU-5.

Configuration

This section describes all the relevant configuration tasks for the setup shown in Figure 21: Example
topology. The appropriate associated IP/MPLS configuration is out of the scope of this chapter. In this
example, the following protocols will be configured beforehand:

» ISIS-TE as IGP with all the interfaces being level-2 (OSPF-TE could have been used instead).
+ RSVP-TE as the MPLS protocol to signal the transport tunnels (LDP could have been used instead).

» LSPs between core PEs will be FRR protected (facility bypass tunnels) whereas LSP tunnels between
MTUs and PEs will not be protected.

e Note:

The designer can choose whether to protect access link failures by means of MPLS FRR or
A/S pseudowire or BGP MH. Whereas FRR provides a faster convergence (around 50ms)
and stability (it does not impact on the service layer, therefore, link failures do not trigger
MAC flush and flooding), some interim inefficiencies can be introduced compared to A/S
pseudowire or BGP MH.
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When the IP/MPLS infrastructure is up and running, the specific service configuration including the support
for BGP MH can begin.

Global BGP configuration

BGP is used in this configuration guide for these purposes:

1. Exchange of multi-homing site NLRIs and redundancy handling from MTU-5 to the core.

2. Auto-discovery and signaling of the pseudowires in the core, as per RFC 4761.

3. Exchange of multi-homing site NLRIs and redundancy handling at the access for CE-7/CE-8.

A BGP route reflector (RR), PE-3, is used for the reflection of BGP updates corresponding to the preceding
uses 1 and 2.

A direct peering is established between MTU-4 and MTU-5 for use 3. The same RR could have been used
for the three cases, however, like in this example, the designer may choose to have a direct BGP peering
between access devices. The reasons for this are:

» By having a direct BGP peering between MTU-4 and MTU-5, the BGP updates do not have to travel
back and forth.

*+ On MTU-4 and MTU-5, BGP is exclusively used for multi-homing, therefore there will not be more BGP
peers for either MTUs and a RR adds nothing in terms of control plane scalability.

On all nodes, the autonomous system number must be configured, as follows:

# on all nodes:
configure {
router "Base" {
autonomous-system 65000
h

The following CLI output shows the global BGP configuration required on MTU-4. The 192.0.2.5 address
will be replaced by the corresponding peer or the RR system address for PE-1 and PE-2.

# on MTU-4:
configure {
router "Base" {
autonomous-system 65000
bgp {
router-id 192.0.2.4
rapid-withdrawal true
family {
ipv4 false
12-vpn true
}
rapid-update {
12-vpn true
}

group "Multi-Homing" {

}

neighbor "192.0.2.5" {
group "Multi-Homing"
peer-as 65000
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In this example, PE-3 is the BGP RR with clients PE-1 and PE-2, as follows:

# on PE-3:
configure {
router "Base" {
autonomous-system 65000
bgp {
router-id 192.0.2.3
rapid-withdrawal true

family {
ipv4 false
12-vpn true

}

rapid-update {
12-vpn true

}

group "internal" {
cluster {

cluster-id 1.1.1.1
)

}

neighbor "192.0.2.1" {
group "internal"
peer-as 65000

}

neighbor "192.0.2.2" {
group "internal"
peer-as 65000

}

Some considerations about the relevant BGP commands for BGP-MH:

» Itis required to specify family 12-vpn in the BGP configuration. That statement will allow the BGP peers
to agree on the support for the family AFI=25 (Layer 2 VPN), SAFI=65 (VPLS). This family is used for
BGP VPLS as well as for BGP MH and BGP AD.

» The rapid-update 12-vpn statement allows BGP MH to send BGP updates immediately after detecting
link failures, without having to wait for the Minimum Route Advertisement Interval (MRAI) to send the
updates in batches. This statement is required to guarantee a fast convergence for BGP MH.

» Optionally, rapid-withdrawal can also be added. In the context of BGP MH, this command is only
useful if a particular multi-homing site is cleared. In that case, a BGP withdrawal is sent immediately
without having to wait for the MRAI. A multi-homing site is cleared when the BGP MH site is removed or
even the entire VPLS service.

Service level configuration

After the IP/MPLS infrastructure is configured, including BGP, this section shows the configuration required
at service level (VPLS-500). The focus is on the nodes involved on BGP MH, that is, MTU-4, MTU-5, PE-1,
and PE-2. These nodes are highlighted in Figure 22: Nodes involved in BGP MH.
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Figure 22: Nodes involved in BGP MH
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Core PE service configuration

The following CLI excerpt shows the service level configuration on PE-1. The import/export policies
configured on the PE nodes are identical:

# on PE-1:
configure {
policy-options {
community "comm core" {
member "target:65000:500" { }

}
policy-statement "vsi500 export" {
entry 10 {
action {
action-type accept
community {
add ["comm core"]
}
)
b
}
policy-statement "vsi500 import" {
entry 10 {
from {
family [12-vpn]
community {
name "comm_core"
}
)
action {
action-type accept
)
b
default-action {
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action-type reject

}
The configuration of the SDPs, PW template, and VPLS on PE-1 is as follows:

# on PE-1:
configure {
service {
pw-template "PW500" {
pw-template-id 500
provisioned-sdp use
}
sdp 12 {
admin-state enable
description "SDP to transport BGP-signaled PWs"
delivery-type mpls
path-mtu 8000
signaling bgp
far-end {
ip-address 192.0.2.2
}

lsp "LSP-PE-1-PE-2" { }

sdp 13 {
admin-state enable
description "SDP to transport BGP-signaled PWs"
delivery-type mpls
path-mtu 8000
signaling bgp
far-end {
ip-address 192.0.2.3

}
lsp "LSP-PE-1-PE-3" { }

sdp 14 {
admin-state enable
delivery-type mpls
path-mtu 8000
far-end {
ip-address 192.0.2.4

}
lsp "LSP-PE-1-MTU-4" { }

sdp 15 {
admin-state enable
delivery-type mpls
path-mtu 8000
far-end {
ip-address 192.0.2.5

}
lsp "LSP-PE-1-MTU-5" { }

}
vpls "VPLS-500" {
admin-state enable
service-id 500
customer "1"
bgp 1 {
route-distinguisher "65000:501"
vsi-import ["vsi500 import"]
vsi-export ["vsi500 export"]
pw-template-binding "PW500" {
split-horizon-group "CORE"
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}
}
bgp-vpls {
admin-state enable
maximum-ve-id 65535
ve {
name "501"
id 501
}
}
spoke-sdp 14:500 {
}

spoke-sdp 15:500 {
}

bgp-mh-site "MH-site-2" {
admin-state enable
id 2
spoke-sdp 15:500

}

The following are general comments about the configuration of VPLS-500:

As seen in the preceding CLI output for PE-1, there are four provisioned SDPs that the service
VPLS-500 will use in this example. SDP 14 and SDP 15 are tunnels over which the T-LDP FEC128
pseudowires for VPLS-500 will be carried (according to RFC 4762), whereas SDP 12 and SDP 13 are
the tunnels for the core BGP pseudowires (based on RFC 4761).

T
B

he BGP context provides the general service BGP configuration that will be used by BGP VPLS and
GP MH:

Route distinguisher (notation chosen is based on <AS_number:500 + node_id>)

VSI export policies are used to add the export route-targets included in all the BGP updates sent to
the BGP peers.

VSI import policies are used to control the NLRIs accepted in the RIB, normally based on the route
targets.

Both VSl-export and VSI-import policies can be used to modify attributes such as the Local
Preference (LP) that will be used to influence the BGP MH Designated Forwarder (DF) election
(LP is the second rule in the BGP MH election process, as previously discussed). The use of these
policies will be described later in the chapter.

The pw-template-binding command maps the previously defined pw-template PW500 to the SHG
“CORE”. In this way, all the BGP-signaled pseudowires will be part of this SHG. Although not shown
in this example, the pw-template-binding command can also be used to instantiate pseudowires
within different SHGs, based on different import route targets:

. Note:
Detailed BGP-VPLS configuration is out of the scope of this chapter. For more information,
see chapter BGP VPLS.

[ex:configure service vpls "VPLS-500" bgp 1]
A:admin@PE-1# pw-template-binding "PW500" ?

pw-template-binding

apply-groups - Apply a configuration group at this level
apply-groups-exclude - Exclude a configuration group at this level
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bfd-liveness
bfd-template
import-rt
split-horizon-group

- Enable BFD

- BFD template name for PW-Template binding
- Import route-target communities

- Split horizon group

Choice: oper-group-association

monitor-oper-group
oper-group

:- Operational group to monitor
:- Operational group

* The BGP-signaled pseudowires (from PE-1 to PE-2 and PE-3) are set up according to the configuration
in the BGP context. Beside those pseudowires, the VPLS-500 also has two more pseudowires signaled
by TLDP: spoke-SDP 14:500 (to MTU-4) and spoke-SDP 15:500 (to MTU-5).

The MH site name is defined by a string of up to 32 characters:

[ex:configure service vpls "VPLS-500"]
A:admin@PE-1# bgp-mh-site ?

[site-name] <string>

<string> - <1..32 characters>

Name for the specific site

The general BGP MH configuration parameters for a particular multi-homing site are as follows:

[ex:configure service vpls "VPLS-500"]
A:admin@PE-1# bgp-mh-site "MH-site-2" ?

bgp-mh-site
activation-timer

admin-state
apply-groups
apply-groups-exclude
boot-timer

failed-threshold
id
min-down-timer

monitor-oper-group

Choice: site-object
mesh-sdp-binds

sap

shg-name

spoke-sdp

Where:

Time that the local sites are in standby status, waiting for
BGP updates

Administrative state of the VPLS BGP multi-homing site
Apply a configuration group at this level

Exclude a configuration group at this level

Time that system waits after node reboot and before it runs
DF election algorithm

Threshold for the site to be declared down

ID for the site

Minimum downtime for BGP multi-homing site after transition
from up to down

Operational group to monitor

Specify if a mesh-sdp-binding is associated with this site
SAP to be associated with this site

Split horizon group to be associated with this site

SDP to be associated with this site

» The site name is defined by a string of up to 64 characters.

» The id is an integer that identifies the multi-homing site and is encoded in the BGP MH NLRI. This ID
must be the same one used on the peer node where the same multi-homing site is connected to. That
is, MH-site-2 must use the same site-id in PE-1 and PE-2 (value = 2 in the PE-1 site configuration).

» Out of the four potential objects in a site—spoke SDP, SAP, SHG, and mesh SDP binding—only
one can be used at the time on a particular site. To add more than just one SAP/spoke-SDP to the
same site, an SHG composed of the SAP/spoke-SDP objects must be used in the site configuration.
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Otherwise, only one object—spoke SDP, SAP, SHG, or mesh SDP binding—is allowed per site. When a
new object is configured in a site, it replaces the previous object in that site.

» The failed-threshold command defines how many objects should be down for the site to be declared
down. This command is obviously only valid for multi-object sites (SHGs and mesh-SDP bindings). By
default, all the objects in a site must be down for the site to be declared as operationally down.

[ex:configure service vpls "VPLS-500" bgp-mh-site "MH-site-2"]
A:admin@PE-1# failed-threshold ?

failed-threshold (<number> | <keyword>)

<number> - <1..1000>
<keyword> - all
Default - all

Threshold for the site to be declared down

» The boot-timer specifies for how long the service manager waits after a node reboot before running the
MH procedures. The boot-timer value should be configured to allow for the BGP sessions to come up
and for the NLRI information to be refreshed/exchanged. In environments with the default BGP MRAI
(30 seconds), it is highly recommended to increase this value (for instance, 120 seconds for a normal
configuration). The boot-timer is only important when a node comes back up and would become the
DF. Default value: 10 seconds.

[ex:configure service vpls "VPLS-500" bgp-mh-site "MH-site-2"]
A:admin@PE-1# boot-timer ?

boot-timer <number>
<number> - <0..600> - seconds

Time that system waits after node reboot and before it runs DF election algorithm

» The activation-timer command defines the amount of time the service manager will keep the local
objects in standby (in the absence of BGP updates from remote PEs) before running the DF election
algorithm to decide whether the site should be unblocked. The timer is started when one of the following
events occurs only if the site is operationally up:

— Manual site activation by enabling the admin-state at the id level or at member objects level (SAPs
or pseudowires)

— Site activation after a failure
— The BGP MH election procedures will be resumed upon expiration of this timer or the arrival of a
BGP MH update for the multi-homing site. Default value: 2 seconds.

[ex:configure service vpls "VPLS-500" bgp-mh-site "MH-site-2"]
A:admin@PE-1# activation-timer ?

activation-timer <number>
<number> - <0..100> - seconds

Time that the local sites are in standby status, waiting for BGP updates

* When a BGP MH site goes down, it may be preferred that it stays down for a minimum time. This is
configurable by the min-down-timer. When set to zero, this timer is disabled.

[ex:configure service vpls "VPLS-500" bgp-mh-site "MH-site-2"]
A:admin@PE-1# min-down-timer ?
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min-down-timer <number>
<number> - <0..100> - seconds

Minimum downtime for BGP multi-homing site after transition from up to down

* The boot-timer, activation-timer, and min-down-timer commands can be provisioned at service level
or at global level. The service level settings have precedence and override the global configuration.
When no timer values are provisioned at global level, the default values apply; when no timer values are

provisioned at service level, the timers inherit the global values.

[ex:configure redundancy bgp-mh]
A:admin@PE-1# site ?

site

activation-timer - Time to keep local sites in standby status before running DF
election algorithm

boot-timer - Time that system waits after node reboot and before it runs
DF election algorithm

min-down-timer - Minimum downtime for BGP multi-homing site after transition

from up to down

» Each site has three possible states:

— Admin state — controlled by the admin-state command.

— Operational state — controlled by the operational status of the individual site objects.

— Designated Forwarder (DF) state — controlled by the BGP MH election algorithm.
The following CLI output shows the three states for BGP MH site “MH-site-1” on MTU-5:

[l

A:admin@MTU-5# show service id 500 site MH-site-1

Site Information

Site Name : MH-site-1
Site Id 3 1

Dest : sap:1/1/1:8
Admin Status : Enabled
Designated Fwdr : No

DF UpTime : 0d 00:00:00
Boot Timer : default
Site Activation Timer: default

Min Down Timer : default
Failed Threshold : default(all)
Monitor Oper Grp : (none)

Mesh-SDP Bind
Oper Status

DF Chg Cnt

Timer Remaining
Timer Remaining
Timer Remaining

: no
:oup

0

: 0d 00:00:00
: 0d 00:00:00
: 0d 00:00:00

On PE-1, MH-site “ MH-site-2” is configured with site ID 2 and object spoke-SDP 15:500 (pseudowire

established from PE-1 to MTU-5).

The following CLI shows the service configuration for PE-2. The site ID is 2, that is, the same value
configured in PE-1. The object defined in PE-2’s site is spoke-SDP 25:500 (pseudowire established from

PE-2 to MTU-5).

# on PE-2:
service {
pw-template "PW500" {
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pw-template-id 500
provisioned-sdp use

sdp 21 {
admin-state enable
description "SDP to transport BGP-signaled PWs"
delivery-type mpls
path-mtu 8000
signaling bgp
far-end {
ip-address 192.0.2.1

}
lsp "LSP-PE-2-PE-1" { }

sdp 23 {
admin-state enable
description "SDP to transport BGP-signaled PWs"
delivery-type mpls
path-mtu 8000
signaling bgp
far-end {
ip-address 192.0.2.3
}
lsp "LSP-PE-2-PE-3" { }

sdp 24 {

admin-state enable
delivery-type mpls
path-mtu 8000
far-end {

ip-address 192.0.2.4
}
lsp "LSP-PE-2-MTU-4" { }

sdp 25 {
admin-state enable
delivery-type mpls
path-mtu 8000
far-end {
ip-address 192.0.2.5
}
lsp "LSP-PE-2-MTU-5" { }
}
vpls "VPLS-500" {
admin-state enable
service-id 500
customer "1"
bgp 1 {
route-distinguisher "65000:502"
vsi-import ["vsi500 import"]
vsi-export ["vsi500 export"]
pw-template-binding "PW500" {
split-horizon-group "CORE"
}
}
bgp-vpls {
admin-state enable
maximum-ve-id 65535
ve {
name "502"
id 502
}

}
spoke-sdp 24:500 {
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}

spoke-sdp 25:500 {

}

bgp-mh-site "MH-site-2" {
admin-state enable
id 2
spoke-sdp 25:500

MTU service configuration

The following CLI output shows the service level configuration on MTU-4.

# on MTU-4:
configure {
service {
sdp 41 {
admin-state enable
delivery-type mpls
path-mtu 8000
far-end {
ip-address 192.0.2.1
}
lsp "LSP-MTU-4-PE-1" { }
}
sdp 42 {

admin-state enable
delivery-type mpls
path-mtu 8000
far-end {

ip-address 192.0.2.2
}
lsp "LSP-MTU-4-PE-2" { }

}
vpls "VPLS-500" {
admin-state enable
service-id 500
customer "1"
bgp 1 {
route-distinguisher "65000:504"
route-target {
export "target:65000:500"
import "target:65000:500"
}
}
endpoint "CORE" {
suppress-standby-signaling false

split-horizon-group "site-1" {

}
spoke-sdp 41:500 {
endpoint {
name "CORE"
precedence primary
}
stp {
admin-state disable
}
}

spoke-sdp 42:500 {

3HE 20793 AAAD TQZZA © 2025 Nokia. 139

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration

Guide for MD CLI Releases up to 25.3.R2 BGP Multi-Homing for VPLS Networks

endpoint {
name "CORE"
}
stp {
admin-state disable
}

}

bgp-mh-site "MH-site-1" {
admin-state enable
id 1
shg-name "site-1"

}
sap 1/1/1:7 {
split-horizon-group "site-1"

}
sap 1/1/2:8 {
split-horizon-group "site-1"
eth-cfm {
mep md-admin-name "domain-1" ma-admin-name "assoc-1" mep-id 48 {
admin-state enable
direction down
fault-propagation use-if-status-tlv
ccm true

}

MTU-4 is configured with the following characteristics:

» The BGP context provides the general BGP parameters for service 500 in MTU-4. The route-target
command is now used instead of the vsi-import and vsi-export commands. The intent in this example is
to configure only the export and import route-targets. There is no need to modify any other attribute. If
the local preference is to be modified (to influence the DF election), a vsi-policy must be configured.

* An A/S pseudowire configuration is used to control the pseudowire redundancy towards the core.

» The multi-homing site, MH-site-1 has a site-id = 1 and an SHG as an object. The SHG site-1 is
composed of SAP 1/1/1:7 and SAP 1/1/2:8. As previously discussed, the site will not be declared
operationally down until the two SAPs belonging to the site are down. This behavior can be changed by
the failed-threshold command (for instance, in order to bring the site down when only one object has
failed even though the second SAP is still up).

* As an example, a Y.1731 MEP with fault-propagation has been defined in SAP 1/1/2:8. As discussed
later in the chapter, this MEP will signal the status of the SAP (as a result of the BGP MH process) to
CE-8.

The service configuration in MTU-5 is as follows:

# on MTU-5:
configure {
service {
sdp 51 {
admin-state enable
delivery-type mpls
path-mtu 8000
far-end {
ip-address 192.0.2.1

}
lsp "LSP-MTU-5-PE-1" { }
}
sdp 52 {
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admin-state enable
delivery-type mpls
path-mtu 8000
far-end {

ip-address 192.0.2.2

}
lsp "LSP-MTU-5-PE-2" { }
}
vpls "VPLS-500" {
admin-state enable
service-id 500
customer "1"
bgp 1 {
route-distinguisher "65000:505"
route-target {
export "target:65000:500"
import "target:65000:500"
}
}
spoke-sdp 51:500 {
}
spoke-sdp 52:500 {
}

bgp-mh-site "MH-site-1" {
admin-state enable

id 1

sap 1/1/1:8
}
sap 1/1/1:8 {
}

Influencing the DF election

As previously described, assuming that the sites on the two nodes taking part of the same multi-homing
site are both up, the two tie-breakers for electing the DF are (in this order):

1. Highest LP
2. Lowest PE ID

The LP by default is 100 in all the routers. Under normal circumstances, if the LP in any router is not
changed, MTU-4 will be elected the DF for MH-site-1, whereas PE-1 will be the DF for MH-site-2. Assume
in this section that this behavior is changed for MH-site-2 to make PE-2 the DF. Because changing the
system address (to make PE-2’s ID the lower of the two IDs) is usually not an easy task to accomplish,
the vsi-export policy on PE-2 is modified with an LP of 150 with which the MH-site-2 NLRI is announced
to PE-1. Because LP 150 is greater than the default 100 in PE-1, PE-2 will be elected as the DF for MH-
site-2. The vsi-import policy remains unchanged and the vsi-export policy is modified as follows:

# on PE-2:
configure {
policy-options {
community "comm core" {
member "target:65000:500" { }

}
policy-statement "vsi500_export" {
entry 10 {
action {
action-type accept
local-preference 150
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community {
add ["comm core"]

}

}

On PE-1, the import and export policies are not modified. The policies were already applied in the bgp

context of VPLS-500, as follows:

# on PE-2:
configure {
service {
vpls "VPLS-500" {
admin-state enable
service-id 500
customer "1"
bgp 1 {
route-distinguisher "65000:502"
vsi-import ["vsi500 import"]
vsi-export ["vsi500 export"]
pw-template-binding "PW500" {
split-horizon-group "CORE"
)

}

---snip---
The DF state of PE-2 can be verified as follows:

[]
A:admin@PE-2# show service id 500 site MH-site-2

Site Information

Site Name : MH-site-2

Site Id 12

Dest 1 sdp:25:500 Mesh-SDP Bind
Admin Status : Enabled Oper Status
Designated Fwdr : Yes

DF UpTime : 0d 00:00:10 DF Chg Cnt

Boot Timer : default Timer Remaining
Site Activation Timer: default Timer Remaining
Min Down Timer : default Timer Remaining
Failed Threshold : default(all)

Monitor Oper Grp : (none)

: no
:up

;2

: 0d 00:00:00
: 0d 00:00:00
: 0d 00:00:00

The import and export policies are applied at service 500 level, which means that the LP changes for all
the potential multi-homing sites configured under service 500. Therefore, load balancing can be achieved

on a per-service basis, but not within the same service.

These policies are applied on VPLS-500 for all the potential BGP applications: BGP VPLS, BGP MH, and
BGP AD. In the example, the LP for the PE-2 BGP updates for BGP MH and BGP VPLS will be set to 150.
However, this has no impact on BGP VPLS because a PE cannot receive two BGP VPLS NLRIs with the
same VE-ID, which implies that a different VE-ID per PE within the same VPLS is required.

The vsi-export policy is restored to its original settings on PE-2, as follows:

# on PE-2:
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configure {

policy-options {
community "comm core" {
member "target:65000:500" { }

}
policy-statement "vsi500 export" {
entry 10 {
action {
action-type accept
delete local-preference
community {
add ["comm_core"]
}
}
}
}

In all the PE nodes, the import and export policies applied in the bgp context of VPLS-500 have identical
settings again, and PE-1 is the DF.

Black-hole avoidance

SR OS supports the appropriate MAC flush mechanisms for BGP MH, regardless of the protocol being
used for the pseudowire signaling:

LDP VPLS — The PE that contains the old DF site (the site that just experienced a DF to non-DF
transition) always sends an LDP MAC flush-all-from-me to all LDP pseudowires in the VPLS, including
the LDP pseudowires associated with the new DF site. No specific configuration is required.

BGP VPLS — The remote BGP VPLS PEs interpret the F bit transitions from 1 to 0 as an implicit MAC
flush-all-from-me indication. If a BGP update with the flag F=0 is received from the previous DF PE, the
remote PEs perform MAC flush-all-from-me, flushing all the MACs associated with the pseudowire to
the old DF PE. No specific configuration is required.

Double flushing will not happen because it is expected that between any pair of PEs there will exist only
one type of pseudowires—either BGP or LDP pseudowire—, but not both types.

In the example, assuming MTU-4 and PE-1 are the DF nodes:
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When MH-site-1 is brought operationally down on MTU-4 (so by default, the two SAPs must go down
unless the failed-threshold parameter is changed so that the site is down when only one SAP is
brought down), MTU-4 will issue a flush-all-from-me message.

When MH-site-2 is brought operationally down on PE-1, a BGP update with F=0 and D=1 is issued
by PE-1. PE-2 and PE-3 will receive the update and will flush the MAC addresses learned on the
pseudowire to PE-1.
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Figure 23: MAC flush for BGP MH
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Node failures implicitly trigger a MAC flush on the remote nodes, because the TLDP/BGP session to the
failed node goes down.

Access CE/PE signaling

BGP MH works at service level, therefore no physical ports are torn down on the non-DF, but rather the
objects are brought down operationally, while the physical port will stay up and used for any other services
existing on that port. Because of this reason, there is a need for signaling the standby status of an object to
the remote PE or CE.

* Access PEs running BGP MH on spoke SDPs and elected non-DF, will signal pseudowire standby
status (0x20) to the other end. If no pseudowire status is supported on the remote MTU, a label
withdrawal is performed. If there is more than one spoke SDP on the site (part of the same SHG), the
signaling is sent for all the pseudowires of the site.

. Note:
The configure service vpls x spoke-sdp y:z pw-status signaling false parameter allows
to send a TLDP label-withdrawal instead of pseudowire status bits, even though the peer
supports pseudowire status.

* Multi-homed CEs connected through SAPs to the PEs running BGP MH, are signaled by the PEs using
Y.1731 CFM, either by stopping the transmission of CCMs or by sending CCMs with isDown (interface
status down encoding in the interface status TLV).

In this example, down MEPs on MTU-4 SAP 1/1/2:8 and CE-8 SAP 1/1/2:8 are configured. In a similar way,
other MEPs can be configured on MTU-4 SAP 1/1/1:7, MTU-5 SAP 1/1/1:8, and CE-8 SAP 1/1/1:7 and
SAP 1/1/1:8. Figure 24: Access PE/CE signaling shows the MEPs on MTU-4 SAP 1/1/2:8 and CE-8. Upon
failure on the MTU-4 site MH-site-1, the MEP 48 will start sending CCMs with interface status down.
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Figure 24: Access PE/CE signaling
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The CFM configuration required at SAP 1/1/2:8 is as follows. Down MEPs will be configured on CE-8

and MTU-5 SAPs in the same way, but in a different association. The option fault-propagation use-if-
status-tlv must be added. In case the CE does not understand the CCM interface status TLV, the fault-
propagation suspend-ccm option can be enabled instead. This will stop the transmission of CCMs upon
site failures. Detailed configuration guidelines for Y.1731 are beyond the scope of this chapter.

# on MTU-4:
configure {
eth-cfm {
domain "domain-1" {
level 3
name "domain-1"
md-index 1
association "assoc-1" {
icc-based "Association48"
ma-index 1
ccm-interval 1s
bridge-identifier "VPLS-500" {

)
remote-mep 84 {
)
}
}
# on MTU-4:
configure {
service {

vpls "VPLS-500" {
sap 1/1/2:8 {
split-horizon-group "site-1"
eth-cfm {
mep md-admin-name "domain-1" ma-admin-name "assoc-1" mep-id 48 {
admin-state enable
direction down
fault-propagation use-if-status-tlv
ccm true
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}

If CE-8 is a service router, upon receiving a CCM with isDown, an alarm will be triggered and the SAP will
be brought down:

# on CE-8:

71 2021/01/20 16:09:02.701 CET WARNING: OSPF #2047 vprn8 VR: 2 OSPFv2 (0)
“"LCL_RTR ID 10.50.50.8: Interface int-CE-8-MTU-4 state changed to down (event
IF DOWN)"

70 2021/01/20 16:09:02.701 CET WARNING: SNMP #2004 vprn8 int-CE-8-MTU-4
"Interface int-CE-8-MTU-4 is not operational"

69 2021/01/20 16:09:02.700 CET MINOR: SVCMGR #2203 vprn8
"Status of SAP 1/1/2:8 in service 8 (customer 1) changed to admin=up oper=down
flags=0amDownMEPFault "

68 2021/01/20 16:09:02.700 CET MINOR: SVCMGR #2108 vprn8
"Status of interface int-CE-8-MTU-4 in service 8 (customer 1) changed to admin=up
oper=down"

67 2021/01/20 16:09:02.700 CET MINOR: ETH CFM #2001 Base
"MEP 1/1/84 highest defect is now defRemoteCCM"

On CE-8, the status of the SAP can be verified as follows:

[]
A:admin@CE-8# show service id 8 sap 1/1/2:8

Service Access Points(SAP)

Service Id S

SAP 1 1/1/2:8 Encap 1 g-tag
Description : (Not Specified)

Admin State : Up Oper State : Down
Flags : OamDownMEPFault

Multi Svc Site : None

Last Status Change : 01/20/2021 16:09:03

Last Mgmt Change : 01/20/2021 16:05:49

As also depicted in Figure 24: Access PE/CE signaling, PE-1 will signal pseudowire status standby (code
0x20) when PE-1 goes to non-DF state for MH-site-2. MTU-5 will receive that signaling and, based on

the ignore-standby-signaling parameter, will decide whether to send the broadcast, unknown unicast,
and multicast (BUM) traffic to PE-1. In case MTU-5 uses in its configuration ignore-standby-signaling,

it will be sending BUM traffic on both pseudowires at the same time (which is not normally desired),
ignoring the pseudowire status bits. The following output shows the MTU-5 spoke-SDP receiving the
pseudowire status signaling. Although the spoke SDP stays operationally up, the Peer Pw Bits field shows
pwFwdingStandby and MTU-5 will not send any traffic if the ignore-standby-signaling parameter is
disabled.

[]
A:admin@MTU-5# show service id 500 sdp 51:500 detail

Service Destination Point (Sdp Id : 51:500) Details
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Sdp Id 51:500 -(192.0.2.1)

Description : (Not Specified)

SDP Id : 51:500 Type : Spoke
Spoke Descr : (Not Specified)

Split Horiz Grp : (Not Specified)

Etree Root Leaf Tag: Disabled Etree Leaf AC : Disabled
VC Type : Ether VC Tag I n/a
Admin Path MTU : 8000 Oper Path MTU : 8000
Delivery : MPLS

Far End : 192.0.2.1 Tunnel Far End ! n/a
Oper Tunnel Far End: 192.0.2.1

LSP Types : RSVP

---snip---

Admin State : Up Oper State : Up
---snip---

Endpoint : N/A Precedence 4

PW Status Sig : Enabled

Force Vlan-Vc : Disabled Force Qing-Vc : none
Class Fwding State : Down

Flags : None

Time to RetryReset : never Retries Left 1 3

Mac Move : Blockable Blockable Level : Tertiary
Local Pw Bits : None

Peer Pw Bits : pwFwdingStandby

---snip---

Operational groups for BGP-MH

Operational groups (oper-group) introduce the capability of grouping objects into a generic group object
and associating its status to other service endpoints (pseudowires, SAPs, IP interfaces) located in the
same or in different service instances. The operational group status is derived from the status of the
individual components using certain rules specific to the application using the concept. A number of other
service entities—the monitoring objects—can be configured to monitor the operational group status and to
drive their own status based on the oper-group status. In other words, if the operational group goes down,
the monitoring objects will be brought down. When one of the objects included in the operational group
comes up, the entire group will also come up, and therefore so will the monitoring objects.

This concept can be used to enhance the BGP-MH solution for avoiding black-holes on the PE selected
as the DF if the rest of the VPLS endpoints fail (pseudowire spoke(s)/pseudowire mesh and/or SAP(s)).
Figure 25: Oper-groups and BGP-MH illustrates the use of operational groups together with BGP-MH.
On PE-1 (and PE-2) all of the BGP-VPLS pseudowires in the core are configured under the same oper-
groupgroup-1. MH-site-2 is configured as a monitoring object. When the two BGP-VPLS pseudowires go
down, oper-groupgroup-1 will be brought down, therefore MH-site-2 on PE-1 will go down as well (PE-2
will become DF and PE-1 will signal standby to MTU-5).
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Figure 25: Oper-groups and BGP-MH
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In the preceding example, this feature provides a solution to avoid a black-hole when PE-1 loses its
connectivity to the core.

Operational groups are configured in two steps:

1. Identify a set of objects whose forwarding state should be considered as a whole group, then group
them under an operational group (in this case oper-groupgroup-1, which is configured in the bgp pw-

template-binding context).
2. Associate other existing objects (clients) with the oper-group using the monitor-group command
(configured, in this case, in the site MH-site-2).

The following CLI excerpt shows the commands required (oper-group, monitor-oper-group).

# on PE-1:
configure {
service {
oper-group "group-1" {

vpls "VPLS-500"
bgp 1 {
pw-template-binding "PW500" {
split-horizon-group "CORE"
oper-group “group-1"

}

bgp-mh-site "MH-site-2"
monitor-oper-group "group-1"

}

}

When all the BGP-VPLS pseudowires go down, oper-groupgroup-1 will go down and therefore the
monitoring object, site MH-site-2, will also go down and PE-2 will then be elected as DF. The log 99 gives

information about this sequence of events:

# on PE-1:
configure {
service {
sdp 12 {
admin-state disable
}
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sdp 13 {
admin-state disable
}

175 2021/01/20 16:15:32.377 CET WARNING: SVCMGR #2531 Base BGP-MH
"Service-id 500 site MH-site-2 is not the designated-forwarder"

174 2021/01/20 16:15:32.377 CET MAJOR: SVCMGR #2316 Base
"Processing of a SDP state change event is finished and the status of all affected SDP
Bindings on SDP 12 has been updated."

173 2021/01/20 16:15:32.377 CET MAJOR: SVCMGR #2316 Base
"Processing of a SDP state change event is finished and the status of all affected SDP
Bindings on SDP 13 has been updated."

172 2021/01/20 16:15:32.377 CET MINOR: SVCMGR #2306 Base
"Status of SDP Bind 15:500 in service 500 (customer 1) changed to admin=up oper=down
flags="

171 2021/01/20 16:15:32.376 CET MINOR: SVCMGR #2326 Base
"Status of SDP Bind 15:500 in service 500 (customer 1) local PW status bits changed
to pwFwdingStandby "

170 2021/01/20 16:15:32.376 CET MINOR: SVCMGR #2542 Base
"Oper-group group-1 changed status to down"

169 2021/01/20 16:15:32.376 CET MINOR: SVCMGR #2303 Base
"Status of SDP 13 changed to admin=down oper=down"

168 2021/01/20 16:15:32.376 CET MINOR: SVCMGR #2303 Base
"Status of SDP 12 changed to admin=down oper=down"

PE-1 is no longer the DF, as follows:

[]
A:admin@PE-1# show service id 500 site

VPLS Sites
Site Site-Id Dest Mesh-SDP Admin  Oper Fwdr
MH-site-2 2 sdp:15:500 no Enabled down No

PE-2 becomes the DF.

[]
A:admin@PE-2# show service id 500 site

VPLS Sites
Site Site-Id Dest Mesh-SDP Admin  Oper Fwdr
MH-site-2 2 sdp:25:500 no Enabled up Yes
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The process reverts when at least one BGP-VPLS pseudowire comes back up.

Show commands and debugging options

The main command to find out the status of a site is the show service id x site command.

[]
A:admin@MTU-5# show service id 500 site

VPLS Sites
Site Site-Id Dest Mesh-SDP Admin  Oper Fwdr
MH-site-1 1 sap:1/1/1:8 no Enabled up No

A detail modifier is available:

[]
A:admin@MTU-5# show service id 500 site detail

Site Information

Site Name : MH-site-1

Site Id i1

Dest : sap:1/1/1:8 Mesh-SDP Bind : no

Admin Status : Enabled Oper Status roup
Designated Fwdr : No

DF UpTime : 0d 00:00:00 DF Chg Cnt : 0

Boot Timer : default Timer Remaining : 0d 00:00:00
Site Activation Timer: default Timer Remaining : 0d 00:00:00
Min Down Timer : default Timer Remaining : 0d 00:00:00
Failed Threshold : default(all)

Monitor Oper Grp : (none)

Number of Sites : 1

The detailview of the command displays information about the BGP MH timers. The values are only shown
if the global values are overridden by specific ones at service level (and will be tagged with Ovr if they
have been configured at service level). The Timer Remaining field reflects the count down from the boot
timer and activation timer down to the moment when this router tries to become DF again. Again, this is
only shown when the global timers have been overridden by the ones at service level.

The objects on the non-DF site will be brought down operationally and flagged with
StandByForMHProtocol, for example, for SAP 1/1/1:8 on non-DF MTU-5:

[]
A:admin@MTU-5# show service id 500 sap 1/1/1:8
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Service Access Points(SAP)

Service Id : 500
SAP : 1/1/1:8 Encap ! g-tag
Description : (Not Specified)
Admin State : Up Oper State : Down
Flags : StandByForMHProtocol
Multi Svc Site : None
Last Status Change : 01/20/2021 15:11:14
Last Mgmt Change : 01/20/2021 15:44:01
For spoke SDP 25:500 on non-DF PE-2:
[1
A:admin@PE-2# show service id 500 sdp 25:500 detail
Service Destination Point (Sdp Id : 25:500) Details
Sdp Id 25:500 -(192.0.2.5)
Description (Not Specified)
SDP Id : 25:500 Type Spoke
---snip---
Admin State : Up Oper State Down
---snip---
Flags : StandbyForMHProtocol
---snip---

The BGP MH routes in the RIB, RIB-In and RIB-Out can be shown by using the corresponding show
router bgp routes 12-vpn and show router bgp neighbor x.x.x.x filter1 received-routes|advertised-
routes family 12-vpn commands. The BGP MH routes are only shown when the operator uses the 12-
vpn family modifier. Should the operator want to filter only the BGP MH routes out of the 12-vpn routes, the

12vpn-type multi-homing filter has to be added to the show router bgp routes commands.

[1
A:admin@PE-3# show router bgp routes 12-vpn

BGP Router ID:192.0.2.3 AS:65000 Local AS:65000

Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes : i - IGP, e - EGP, ? - incomplete

BGP L2VPN Routes

Flag RouteType Prefix MED
RD SiteId Label
Nexthop Veld BlockSize LocalPref
As-Path BaseOffset vplsLabelBa
se
u*>i VPLS - - 0
65000:501 - -
192.0.2.1 501 8 100
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No As-Path
u*>i MultiHome
65000:501
192.0.2.1
No As-Path
u*>i VPLS
65000:502
192.0.2.2
No As-Path
u*>i MultiHome
65000:502
192.0.2.2
No As-Path

Routes : 4

497 524271
2

502 8

497 524271
2

The following output shows the L2-VPN BGP-MH routes from site 2 (PE-1 and PE-2) in detail:

[l

A:admin@PE-3# show

router bgp routes 12-vpn 12vpn-type multi-homing siteid 2 hunt

BGP Router 1ID:192.0.2.3 AS:65000 Local AS:65000

Legend -
Status codes

Origin codes

— C
1

- used, s - suppressed, h - history, d - decayed, * - valid
leaked, x - stale, > - best, b - backup, p - purge
: 1 - IGP, e - EGP, ? - incomplete

BGP L2VPN-MULTIHOME Routes

: MultiHome

: 65000:501

H

: 192.0.2.1

: 192.0.2.1

: n/a

: 100 Interface Name : NotAvailable
: None Aggregator : None
: Not Atomic MED ;0

: None IGP Cost i n/a
: None

: target:65000:500

Route Type
Route Dist.
Site Id
Nexthop

From

Res. Nexthop
Local Pref.
Aggregator AS
Atomic Aggr.
AIGP Metric
Connector
Community

Cluster
Originator Id
Flags

Route Source
AS-Path

Route Tag
Neighbor-AS
Orig Validation:
Source Class
Add Paths Send
Last Modified

Route Type

Route Dist.
Site Id
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12-vpn/vrf-imp:Encap=19: Flags=-DF: MTU=0: PREF=0

: No Cluster Members

: None Peer Router Id : 192.0.2.1
: Used Valid Best IGP

: Internal

: No As-Path

;0

: n/a

N/A

: 0 Dest Class 1 0
: Default
: 00h07mO3s

: MultiHome
: 65000:502
H
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Nexthop 1 192.0.2.2
From : 192.0.2.2
Res. Nexthop : n/a
Local Pref. : 100 Interface Name : NotAvailable
Aggregator AS : None Aggregator : None
Atomic Aggr. : Not Atomic MED : 0
AIGP Metric : None IGP Cost i n/a
Connector : None
Community : target:65000:500
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=0: PREF=0
Cluster : No Cluster Members
Originator Id : None Peer Router Id : 192.0.2.2
Flags : Used Valid Best IGP
Route Source : Internal
AS-Path : No As-Path
Route Tag : 0
Neighbor-AS : n/a
Orig Validation: N/A
Source Class HC) Dest Class HC)

Add Paths Send : Default
Last Modified : 00h0Q7m0O3s

---snip---
The following shows the Layer 2 BGP routes on PE-1:

[l

A:admin@PE-1# show service 12-route-table ?

12-route-table [detail] [bgp-ad] [multi-homing] [bgp-vpls] [bgp-vpws] [all-routes]

all-routes - <keyword>
bgp-ad - <keyword>
bgp-vpls - <keyword>
bgp-vpws - <keyword>
detail - keyword - display detailed information
multi-homing - <keyword>

[]
A:admin@PE-1# show service 12-route-table multi-homing

Services: L2 Multi-Homing Route Information - Summary

Svc Id L2-Routes (RD-Prefix) Next Hop SiteId State DF

No. of L2 Multi-Homing Route Entries: 1

In case PE-3 were the RR for MTU-4 and MTU-5 as well as for PE-1 and PE-2, PE-1 would have two more
L2-routes for multi-homing in this table, as follows:

[l

A:admin@PE-1# show service 12-route-table multi-homing

Services: L2 Multi-Homing Route Information - Summary

Svc Id L2-Routes (RD-Prefix) Next Hop SiteId State DF
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500 65000:504 192.0.2.4 1 up(0) set
500 65000:505 192.0.2.5 1 up(0) clear
500 65000:502 192.0.2.2 2 up(0) clear

No. of L2 Multi-Homing Route Entries: 3

When operational groups are configured (as previously shown), the following show command helps to find
the operational dependencies between monitoring objects and group objects.

[l

A:admin@PE-1# show service oper-group "group-1" detail

Service Oper Group Information

Oper Group 1 group-1

Creation Origin : manual Oper Status: up
Hold DownTime : 0 secs Hold UpTime: 4 secs
Members 12 Monitoring : 1

Member SDP-Binds for OperGroup: group-1

SdpId Svcld Type IP address Adm Opr
12:4294967295 500 BgpVpls 192.0.2.2 Up Up
13:4294967294 500 BgpVpls 192.0.2.3 Up Up

SDP Entries found: 2

Monitoring Sites for OperGroup: group-1

SvcId Site Site-Id Dest Admin  Oper Fwdr

Site Entries found: 1

For debugging, the following CLI sources can be used:

3HE 20793 AAAD TQZZA

log-id 99 — Provides information about the site object changes and DF changes.

debug router bgp update (in classic CLI) — Shows the BGP updates for BGP MH, including the sent
and received BGP MH NLRIs and flags.

# on MTU-4 (classic CLI):
debug
router "Base"

bgp
update

debug router Idp commands (in classic CLI) — Provides information about the pseudowire status bits
being signaled as well as the MAC flush messages.

# on MTU-4 (classic CLI):
debug
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router "Base"
ldp
peer 192.0.2.1
packet
init detail
label detail

As an example, log-id 99 shows the following debug output after disabling MH-site-1 on MTU-4:

# on MTU-4:
configure {
service {
vpls "VPLS-500"
sap 1/1/1:7 {
admin-state disable
}

sap 1/1/2:8 {
admin-state disable
}

120 2021/01/20 16:38:54.685 CET WARNING: SVCMGR #2531 Base BGP-MH
"Service-id 500 site MH-site-1 is not the designated-forwarder"

119 2021/01/20 16:38:54.685 CET MINOR: SVCMGR #2203 Base
"Status of SAP 1/1/2:8 in service 500 (customer 1) changed to admin=down oper=down
flags=SapAdminDown MhStandby"

---snip---

On MTU-4, debugging is enabled for BGP updates and the following BGP-MH updates are logged:

4 2021/01/20 16:38:54.692 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Received BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 86
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.5
[MH] site-id: 1, RD 65000:505
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0x80 Type: 9 Len: 4 Originator ID: 192.0.2.5
Flag: 0x80 Type: 10 Len: 4 Cluster ID:
1.1.1.1
Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65000:500
12-vpn/vrf-imp:Encap=19: Flags=-DF: MTU=0: PREF=0

---snip---

2 2021/01/20 16:38:54.686 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 72
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.4
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[MH] site-id: 1, RD 65000:504
Flag: 0x40 Type: 1 Len: 1 Origin: O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0O
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 16 Extended Community:
target:65000:500
12-vpn/vrf-imp:Encap=19: Flags=D: MTU=0: PREF=0

As described earlier, debugging is enabled on MTU-4 for LDP messages between MTU-4 and PE-1. The
following MAC flush-all-from-me message is sent by MTU-4 to PE-1.

1 2021/01/20 16:38:54.686 CET MINOR: DEBUG #2001 Base LDP
"LDP: LDP

Send Address Withdraw packet (msgId 383) to 192.0.2.1:0
Protocol version =1

MAC Flush (A1l MACs learned from me)

Service FEC PWE3: ENET(5)/500 Group ID = 0 cBit = 0

Assuming all the recommended tools are enabled, a DF to non-DF transition can be shown as well as the
corresponding MAC flush messages and related BGP processing.

On PE-1, MH-site-2 is brought down by disabling the spoke-SDP 15:500 object. A BGP-MH update will
be sent when the MH site goes down. When all objects on the VPLS are disabled as in the following
configuration, a BGP VPLS update will be sent as well.

# on PE-1:
configure {
service {
vpls "VPLS-500" {
spoke-sdp 14:500 {
admin-state disable

}

spoke-sdp 15:500 {
admin-state disable

}

When MH-site-2 is torn down on PE-1, the debug router bgp update command allows us to see two BGP
updates from PE-1:

» A BGP MH update for site ID 2 with flag D set (because the site is down).

+ A BGP VPLS update for veid=501 and flag D set. This is due to the fact that there are no more active
objects on the VPLS, besides the BGP pseudowires.

4 2021/01/20 16:43:15.326 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 72
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 17, veid: 501, vbo: 497, vbs: 8, label-base: 524271,
RD 65000:501
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
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Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65000:500
12-vpn/vrf-imp:Encap=19: Flags=D: MTU=1514: PREF=0

3 2021/01/20 16:43:15.326 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 72
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[MH] site-id: 2, RD 65000:501
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0O
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 16 Extended Community:
target:65000:500
12-vpn/vrf-imp:Encap=19: Flags=D: MTU=0: PREF=0

The D flag, sent along with the BGP VPLS update for veid 501, would be seen on the remote core PEs as
though it was a pseudowire status fault (although there is no TLDP running in the core).

A:admin@PE-2# show service id 500 all | match Flag

Flags : PWPeerFaultStatusBits
Flags : None
Flags : None
Flags : None
Conclusion

SR OS supports a wide range of service resiliency options as well as the best-of-breed system level HA
and MPLS mechanisms for the access and the core. BGP MH for VPLS completes the service resiliency
tool set by adding a mechanism that has some good advantages over the alternative solutions:

BGP MH provides a common resiliency mechanism for attachment circuits (SAPs), pseudowires (spoke
SDPs), split horizon groups and mesh bindings

BGP MH is a network-based technique which does not need interaction to the CE or MTU to which it is
providing redundancy to.

The examples used in this chapter illustrate the configuration of BGP MH for access CEs and MTUs. Show
and debug commands have also been suggested so that the operator can verify and troubleshoot the BGP
MH procedures.
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BGP Virtual Private Wire Services

This chapter describes BGP Virtual Private Wire Service (VPWS) configurations.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter is applicable to SR OS and was initially written for SR OS Release 11.0.R4. The MD-CLI in
the current edition is based on SR OS Release 21.2.R1. There are no prerequisites for this configuration.

Overview

The following two IETF standards describe the provisioning of Virtual Private Wire Services (VPWS):

* RFC 4447, Pseudowire Setup and Maintenance Using the Label Distribution Protocol (LDP), describes
Label Distribution Protocol (LDP) VPWS, where VPWS pseudowires are signaled using LDP between
Provider Edge (PE) Routers.

* RFC 6624, Layer 2 Virtual Private Networks Using BGP for Auto-Discovery and Signaling, describes the
use of Border Gateway Protocol (BGP) for signaling of pseudowires between such PEs.

Figure 26: Example topology shows the example topology with five SR OS routers located in the same
Autonomous System (AS). There are three PE routers connected to a single P router and a route reflector
(RR) for the AS. The PE routers are all BGP VPWS-aware. The Provider (P) router is BGP VPWS-unaware
and does not take part in the BGP process.
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Figure 26: Example topology
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The following configuration tasks are completed as a prerequisite:

» IS-IS or OSPF is configured on each of the network interfaces between the PE/P routers and route
reflector.

» MPLS is configured on all interfaces between PE routers and P routers. It is not required between P-4
and RR-5.

+ LDP is configured on interfaces between PE and P routers. It is not required between P-4 and the RR-5.

* RSVP is configured on interfaces between PE and P routers. It is not required between P-4 and the
RR-5.

BGP VPWS

In this architecture, a VPWS is a collection of two (or three in case of redundancy) BGP VPWS service
instances present on different PEs in a provider network.

The PEs communicate with each other at the control plane level by means of BGP updates containing
BGP VPWS Network Layer Reachability Information (NLRI). Each update contains enough information for
a PE to determine the presence of other BGP VPWS instances on peering PEs and to set up pseudowire
connectivity for data flow between peers containing the same BGP VPWS service. Therefore, auto-
discovery and pseudowire signaling is achieved using a single BGP update message.

Each PE with a BGP VPWS instance is identified by a VPWS edge identifier (VE-ID) and the presence of
other BGP VPWS instances is determined using the exchange of standard BGP extended community route
targets (RTs) between PEs.
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Each PE will advertise, via the RR, the presence of its BGP VPWS instance to all other PEs, along with a
block of multiplexer labels (for BGP VPWS, one label per block) that can be used to communicate between
each instance, plus a BGP next-hop that determines a labeled transport tunnel to be used between PEs.

Each BGP VPWS instance is configured with import and export route target extended communities for
topology control, along with VE identification.

Configuration

The following examples show the configuration of four BGP VPWS scenarios:
» Single homed BGP VPWS

— using auto-provisioned SDPs

— using pre-provisioned SDPs
* Dual homed BGP VPWS

— with single pseudowire

— with active/standby pseudowire

Configure MP-iBGP

The first step is to configure an MP-iBGP session between each of the PEs and the RR. The configuration
for all PEs is as follows:

# on PE-1, PE-2, and PE-3:
configure {
router "Base"{
autonomous-system 65536
bgp {
group "INTERNAL" {
peer-as 65536
family {
12-vpn true
}
}

neighbor "192.0.2.5" {
group "INTERNAL"

The IP addresses can be derived from Figure 26: Example topology.
On RR-5, the BGP configuration is as follows:

# on RR-5:
configure {
router "Base"{
autonomous-system 65536
bgp {
group "INTERNAL" {
peer-as 65536
family {
12-vpn true
}
cluster {
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cluster-id 1.1.1.1
}
}
neighbor "192.0.2.1" {

group "INTERNAL"

}
neighbor "192.0.2.2" {
group "INTERNAL"

}
neighbor "192.0.2.3" {
group "INTERNAL"

}

The following command on RR-5 shows that BGP sessions with each PE are established and have a
negotiated L2 VPN address family capability.

[/]
A:admin@RR-5# show router bgp summary all

BGP Summary

Legend : D - Dynamic Neighbor

Neighbor

Description

Serviceld AS PktRcvd InQ Up/Down State|Rcv/Act/Sent (Addr Family)

PktSent OutQ

192.0.2.1

Def. Instance 65536 5 0 00h01m24s 0/0/0 (L2VPN)
5 0

192.0.2.2

Def. Instance 65536 5 0 00h01m24s 0/0/0 (L2VPN)
5 0

192.0.2.3

Def. Instance 65536 5 0 00h01m24s 0/0/0 (L2VPN)
5 0

Pseudowire templates

BGP VPWS utilizes pseudowire (PW) templates to dynamically instantiate SDP bindings for a service to
signal the egress service de-multiplexer labels used by remote PEs to reach the local PE. The template
determines the signaling parameters of the pseudowire, such as vc-type, vlan-vc-tag, hash-label, filters,
and so on.

» The encapsulation type in the Layer-2 extended community is either 4 (Ethernet VLAN tagged mode) or
5 (Ethernet raw mode), depending on the vec-type parameter.

» The force-vc-forwarding function will add a tag (equivalent to vc-type vlan) and will allow for customer
QoS transparency (dot1p + Drop Eligibility (DE) bits).

The MPLS transport tunnel between PEs can be signaled using LDP or RSVP-TE.

LDP-based SDPs can be automatically instantiated or pre-provisioned. RSVP-TE-based SDPs have to
be pre-provisioned. If pre-provisioned pseudowires are used, the PW template must be created with the
provisioned-sdp use parameter. Alternatively, the provisioned-sdp prefer parameter can be used, in
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which case a pre-provisioned SDP will be used if available; if not, LDP-based SDPs can be automatically
instantiated, see chapter LDP VPLS Using BGP Auto-Discovery — Prefer Provisioned SDP.

Pseudowire templates for auto-SDP creation using LDP

In order to use an LDP transport tunnel for data flow between PEs, link layer LDP needs to be configured
between all PEs/Ps so that a transport label for each PE system interface is available. For example, on
PE-1:

# on PE-1:
configure {
router "Base" {
ldp {
interface-parameters {
interface "int-PE-1-P-4" {

ipvd {
}

}

Using this mechanism, SDPs can be auto-instantiated with SDP-IDs starting at the higher end of the SDP
numbering range, such as 32767. Any subsequent SDPs created use SDP-IDs decrementing from this
value.

A pseudowire template is required. The following example is created using the default values:

# on PE-1, PE-2, and PE-3:
configure {
service {
pw-template "PW3" {
pw-template-id 3
}

Pseudowire templates for provisioned SDPs using RSVP-TE

RSVP-TE LSPs need to be created between the PE routers on which provisioned SDPs will be used as
prerequisite.

The MPLS interface and LSP configuration for PE-1 are:

# on PE-1:
configure {
router "Base"
mpls {
admin-state enable
interface "int-PE-1-P-4" {

}

path "dyn" {
admin-state enable

}

lsp "LSP-PE-1-PE-2" {
admin-state enable

type p2p-rsvp
to 192.0.2.2
primary "dyn" {
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}

}

lsp "LSP-PE-1-PE-3" {
admin-state enable

type p2p-rsvp
to 192.0.2.3
primary "dyn" {
}

}
The MPLS and LSP configuration for PE-2 are similar to that of PE-1 with the appropriate interfaces and
LSP names configured.

To use an RSVP-TE tunnel as transport between PEs, it is necessary to bind the RSVP-TE LSP between
PEs to an SDP.

On PE-1, the SDP toward PE-2 is configured as follows. Similar SDPs are required on each PE to the
remote PEs in the service where provisioned SDPs are to be used.

# on PE-1:
configure {
service {
sdp 12 {
admin-state enable
description "SDP-PE-1-PE-2_RSVP_BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.2
}
lsp "LSP-PE-1-PE-2" { }
}

The signaling bgp parameter is required. BGP VPWS instances using BGP VPWS signaling can use
BGP-signaled SDPs. However, TLDP-signaled (default) SDPs that are bound to RSVP-based LSPs will not
be used as SDPs within BGP VPWS.

Single-homed BGP VPWS using auto-provisioned SDPs

Figure 27: Single-homed BGP VPWS using auto-provisioned SDPs shows a schematic of a single homed
BGP VPWS between PE-1 and PE-3 where SDPs are auto-provisioned. In this case, the transport tunnels
are LDP-signaled.
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Figure 27: Single-homed BGP VPWS using auto-provisioned SDPs
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The following shows the configuration required on PE-1 for a BGP VPWS service using a pseudowire
template configured for auto-provisioning of SDPs.

# on PE-1:
configure {
service {
pw-template "PW1" {
pw-template-id 1
vc-type vlan

epipe "Epipe-1" {
admin-state enable
service-id 1
customer "1"
bgp 1 {
route-distinguisher "65536:11"
route-target {
export "target:65536:1"
import "target:65536:1"
)
pw-template-binding "PW1" {
)
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-1"
id 1
)
remote-ve "PE-3" {
id 3
)
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sap 1/1/4:1 {
admin-state enable
}
}

The bgp context specifies parameters that are required for BGP VPWS.

Within the bgp context, parameters are configured that are used by the neighboring PEs to determine the
membership of a BGP VPWS, in other words, the auto-discovery of PEs in the same BGP VPWS. Within
the bgp context, the RD is configured, along with the route target extended communities. Route target
communities are used to determine membership of a BGP VPWS. The import and export route targets at
the BGP level are mandatory. The PW template binding is then applied and its parameters are used for
both the routes sent by this PE and the received routes matching the route target value.

Within the bgp-vpws context, the signaling parameters are configured. These determine the service labels
required for the data plane of the VPWS instance.

The VPWS Edge ID (VE-ID) is a numerical value assigned to each PE within a BGP VPWS. This value
must be unique for a BGP VPWS, with the exception of multi-homed scenarios, where two dual-homed
PEs can have the same VE-ID and are distinguishable by the site preference (or by the tie breaking rules
from the draft-ietf-bess-vpls-multihoming-03).

Changes to the pseudowire template are not taken into account once the pseudowire has been set up
(changes of RT are refreshed though). PW-templates can be re-evaluated with the tools perform service
eval-pw-template command. The eval-pw-template checks if all of the bindings using this PW template
policy are still meant to be using this policy. If the template has changed and allow-service-impact is true,
then the old binding is removed and it is re-added using the new template.

[/]

A:admin@PE-1# tools perform service eval-pw-template 1
eval-pw-template succeeded for Svc 1 Tx L2 ExtComm, Policy 1
eval-pw-template succeeded for Svc 1 32767:4294967295 Policy 1

VE-ID and BGP label allocations

For a point-to-point VPWS, there are only two members within the BGP VPWS service, so only one label
entry is required by each remote service. For dual-homed scenarios, there are two labels for the redundant
site, one from each dual-homed PE.

Each PE allocates a label per BGP VPWS instance for the remote PEs, so it signals blocks with one label.
It achieves this by advertising three parameters in a BGP update message. For more information about
these parameters, see chapter BGP VPLS.

* A Label Base (LB) which is the lowest label in the block.
» A VE Block size (VBS) which is always 1 and cannot be changed.
* A VE Base Offset (VBO) corresponding to the first label in the label block.

PE-3 service creation

On PE-3, Epipe 1 is configured using PW template 1, as follows. PE-3 has been allocated a VE-ID of 3.
For completeness, the PW template is also shown.

# on PE-3:
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configure {
service {
pw-template "PW1" {
pw-template-id 1
vc-type vlan
}
epipe "Epipe-1" {
admin-state enable
service-id 1
customer "1"
bgp 1 {
route-distinguisher "65536:13"
route-target {
export "target:65536:1"
import "target:65536:1"

}
pw-template-binding "PW1" {
}
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-3"
id 3
}
remote-ve "PE-1" {
id 1
}
}
sap 1/1/4:1 {
}

PE-1 service operation verification

The following command shows that the BGP VPWS service is enabled on PE-1:

[/1
A:admin@PE-1# show service id 1 bgp-vpws

BGP VPWS Information

Admin State : Enabled
VE Name : PE-1 VE Id 1
PW Tmpl used 11

Remote-Ve Information

Remote VE Name : PE-3 Remote VE Id : 3

The following shows the BGP information used by the BGP VPWS service on PE-1:

[/1]
A:admin@PE-1# show service id 1 bgp

BGP Information
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Vsi-Import : None

Vsi-Export : None

Route Dist : 65536:11

Oper Route Dist : 65536:11

Oper RD Type : configured

Rte-Target Import : 65536:1 Rte-Target Export: 65536:1
Oper RT Imp Origin : configured Oper RT Import : 65536:1
Oper RT Exp Origin : configured Oper RT Export 1 65536:1
PW-Template Id 11

Endpoint ! <none>

BFD Template : None

BFD-Enabled I no BFD-Encap 1 ipv4
Import Rte-Tgt : None

Epipe 1 is operationally up on PE-1, as follows:

[/1]
A:admin@PE-1# show service id 1 base

Service Basic Information

Service Id 1 Vpn Id 1 0
Service Type : Epipe

MACSec enabled : no

Name : Epipel

Description : (Not Specified)

Customer Id HE Creation Origin : manual

Last Status Change: 03/04/2021 15:25:11
Last Mgmt Change : 03/04/2021 15:25:11

Test Service : No

Admin State : Up Oper State : Up
MTU : 1514

Vc Switching : False

SAP Count 1 SDP Bind Count 1
Per Svc Hashing : Disabled

Vxlan Src Tep Ip : N/A

Force QTag Fwd : Disabled

Oper Group : <none>

Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:1 q-tag 1578 1578 Up Up
sdp:32767:4294967295 SB(192.0.2.3) BgpVpws 0 1552 Up Up

The SAP and SDP are all operationally up. The indication “SB” next to the SDP-ID signifies “Spoke” and
“‘BGP”.

The following output shows the ingress and egress labels for PE-1.

[/1]
A:admin@PE-1# show service id 1 sdp

Services: Service Destination Points
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SdpId Type Far End addr Adm Opr I.Lbl E.Lbl

The following debug output from PE-1 shows the BGP VPWS NLRI update for Epipe 1 sent by PE-1 to
RR-5. This update will then be received by the other PEs.

# debugging is enabled in classic CLI on PE-1:
debug
router "Base"
bgp
update

3 2021/03/04 15:25:41.024 UTC MINOR: DEBUG #2001 Base Peer 1: 192.0.2.5
"Peer 1: 192.0.2.5: UPDATE
Peer 1: 192.0.2.5 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 76
Flag: 0x90 Type: 14 Len: 32 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 21, veid: 1, vbo: 3, vbs: 1, label-base: 524281,
RD 65536:11, csv: 0x00000000, type 1, len 1,
Flag: 0x40 Type: 1 Len: 1 Origin: O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0O
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 16 Extended Community:
target:65536:1
12-vpn/vrf-imp:Encap=4: Flags=none: MTU=1514: PREF=0

The control flags within the extended community indicate the status of the BGP VPWS instance.

The control flags are the following:

+ +-+
ID|A|F|Z|Z|Z|C|S| (Z = MUST Be Zero)
+ +-+

» D: access circuit down indicator. D is 1 if all access circuits are down, otherwise D is 0.

» A: automatic site ID allocation, which is not supported. This is ignored on receipt and set to 0 on
sending.

» F: MAC flush indicator, this relates to VPLS. This is set to 0 and ignored on receipt.

» C: presence of a control word. Control word usage is not supported. This is set to 0 on sending (control
word not present) and if a non-zero value is received (indicating a control word is required), the
pseudowire will not be created.

» S:sequenced delivery. Sequenced delivery is not supported. This is set to 0 on sending (no sequenced
delivery) and if a non-zero value is received (indicating sequenced delivery required), the pseudowire
will not be created.
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The BGP VPWS NLRI is based on the BGP VPLS NLRI, but is extended with a Circuit Status Vector
(CSV). The circuit status vector is used to indicate the status of both the SAP and the spoke-SDP within
the local service. Because the VE block size used is 1, the most significant bit in the circuit status vector
TLV value will be set to 1 if either the SAP or spoke-SDP is down; otherwise, it will be set to 0.

# on PE-1:
configure {
service {
epipe "Epipe-1"
sap 1/1/4:1 {
admin-state disable

6 2021/03/04 15:31:59.024 UTC MINOR: DEBUG #2001 Base Peer 1: 192.0.2.5
"Peer 1: 192.0.2.5: UPDATE
Peer 1: 192.0.2.5 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 76
Flag: 0x90 Type: 14 Len: 32 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 21, veid: 1, vbo: 3, vbs: 1, label-base: 524281,
RD 65536:11, csv: 0x00000080, type 1, len 1,
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65536:1
12-vpn/vrf-imp:Encap=4: Flags=D: MTU=1514: PREF=0

After disabling the local SAP, the CSV has the most significant bit set to 1 (0x80). The following command
shows the BGP VPWS update received on PE-3:

[/]
A:admin@PE-3# show service 12-route-table bgp-vpws detail

Services: L2 Bgp-Vpws Route Information - Summary

Svc Id 1

Veld 1

PW Temp Id i1

RD : *65536:11
Next Hop : 192.0.2.1
State (D-Bit) : down(1)
Path MTU : 1514
Control Word 1 0

Seq Delivery : 0

Status : active

Tx Status : active
Ccsv : 80
Preference 1 0

Sdp Bind Id 1 32767:4294967295

On PE-1, SAP 1/1/4:1 is re-enabled as follows:

# on PE-1:
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configure {
service {
epipe "Epipe-1"
sap 1/1/4:1 {
admin-state enable
}

PE-3 service operation verification

Similar to PE-1, the service operation should be validated on PE-3.

Single-homed BGP VPWS using pre-provisioned SDP

It is possible to configure BGP VPWS instances that use RSVP-TE transport tunnels. In this case, the
SDPs must be created with the MPLS LSPs mapped and with the signaling set to BGP, because the
service labels are signaled using BGP. The PW template configured within the BGP VPWS instance must
use the keyword provisioned-sdp use (or provisioned-sdp prefer).

Figure 28: Single-homed BGP VPWS using pre-provisioned SDP
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Figure 28: Single-homed BGP VPWS using pre-provisioned SDP shows a schematic of a BGP VPWS
where SDPs are pre-provisioned with RSVP-TE signaled transport tunnels.

On PE-1, SDP 12 toward PE-2 is configured as follows:

# on PE-1:
configure {
service {
sdp 12 {
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admin-state enable
description "SDP-PE-1-PE-2_RSVP_BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.2
}
lsp "LSP-PE-1-PE-2" { }
}

On PE-2, SDP 21 toward PE-1 is configured as follows:

# on PE-2:
configure {
service {
sdp 21 {
admin-state enable
description "SDP-PE-2-PE-1 RSVP BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.1
}
lsp "LSP-PE-2-PE-1" { }
}

To create a spoke SDP within a service that uses the RSVP-TE transport tunnel, a pseudowire template is
required that has the provisioned-sdp use parameter set.

The PW template is provisioned on both PEs as follows:

# on PE-1 and PE-2:
configure {
service {
pw-template "PW2" {
pw-template-id 2
provisioned-sdp use

}

The following output shows the configuration required for a BGP VPWS service using a PW template
configured for using pre-provisioned RSVP-TE SDPs.

# on PE-1:
configure {
service {
epipe "Epipe-2" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
route-distinguisher "65536:21"
route-target {
export "target:65536:2"
import "target:65536:2"
)
pw-template-binding "PW2" {
)
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-1"
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id 1

}

remote-ve "PE-2" {
id 2

}

}
sap 1/1/4:2 {
}

}

The route distinguisher and route target extended community values for Epipe 2 are different from those in
Epipe 1. This is to differentiate between the two as their visibility is global within the BGP domain. The VE-
ID values can be reused in each Epipe instance, as long as they are unique within the instance.

Similarly, the configuration is as follows on PE-2, where the VE-ID is 2:

# on PE-2:
configure {
service {

epipe "Epipe-2" {
admin-state enable
service-id 2
customer "1"
bgp 1 {

}

route-distinguisher "65536:22"
route-target {
export "target:65536:2"
import "target:65536:2"
}
pw-template-binding "PW2" {
}

bgp-vpws {

admin-state enable
local-ve {
name "PE-2"
id 2
)
remote-ve "PE-1" {
id 1
)

}
sap 1/1/4:2 {

}
}

The service Epipe 2 is operationally up on PE-1, as follows:

[/1

A:admin@PE-1# show service id 2 base

Service Basic Information

Service Id : 2 Vpn Id 1 0
Service Type : Epipe

---snip---

Admin State : Up Oper State Up

---snip---
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Service Access & Destination Points

Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:2 q-tag 1578 1578 Up Up
sdp:12:4294967294 S(192.0.2.2) BgpVpws 0 1552 Up Up

The SDP-ID is the pre-provisioned SDP 12.

For completeness, the following command shows that the service is operationally up on PE-2.

[/]
A:admin@PE-2# show service id 2 base

Service Basic Information

Service Id 12 Vpn Id : 0
Service Type : Epipe

---snip---

Admin State : Up Oper State : Up
---snip---

Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:2 q-tag 1578 1578 Up Up
sdp:21:4294967295 S(192.0.2.1) BgpVpws 0 1552 Up Up

The SDP-ID used is the pre-provisioned SDP 21.

Dual-homed BGP VPWS with single pseudowire

For access redundancy, an Epipe using a BGP VPWS service can be configured as dual-homed, as
described in draft-ietf-bess-vpls-multihoming-03. It can be configured with a single pseudowire setup,
where the redundant pseudowire is not created until the initially active pseudowire is removed.

The following diagram shows a setup where an Epipe is configured on each PE. Site B is dual-homed

to PE-1 and PE-3 with the remote PE-2 connected to site A; each site connection uses a SAP. A single
pseudowire using Ethernet Raw Mode encapsulation connects PE-2 to PE-1 or PE-3 (but not both at the
same time). The pseudowire is signaled using BGP VPWS over a tunnel LSP between the PEs.
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Figure 29: Dual-homed BGP VPWS with single pseudowire
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BGP multi-homing is configured for the dual-homed site B using a site-ID=1. The site-preference on PE-1
is set to 200 and to 10 on PE-3, this ensures that PE-1 will be the site’s Designated Forwarder (DF) and
the pseudowire from PE-2 will be created to PE-1 when PE-1 is fully operational (no pseudowire is created
on PE-2 to PE-3). If PE-1 fails, or the multi-homing site fails over to PE-3, then the pseudowire from PE-2
to PE-1 will be removed and a new pseudowire will be created from PE-2 to PE-3.

On PE-1, Epipe 3 is configured as follows:

# on PE-1:
configure {
service {

pw-template "PW3" {
pw-template-id 3

epipe "Epipe-3" {

admin-state enable

service-id 3
Illll

customer
bgp 1 {

route-distinguisher "65536:31"
route-target {
export "target:65536:3"
import "target:65536:3"

}

pw-template-binding "PW3" {

}
}
bgp-vpws {

admin-state enable

local-ve {

name "PE-1"

id 1
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}

remote-ve "PE-2" {
id 2

}

}

bgp-mh-site "SITEB" {
admin-state enable
id 1
sap 1/1/4:3
preference 200

}

sap 1/1/4:3 {
admin-state enable

}

}

Epipe 3 is configured on PE-3 with the same local VE-ID as on PE-1, as follows:

# on PE-3:
configure {
service {
pw-template "PW3" {
pw-template-id 3
}
epipe "Epipe-3" {
admin-state enable
service-id 3
customer "1*"
bgp 1 {
route-distinguisher "65536:33"
route-target {
export "target:65536:3"
import "target:65536:3"
)
pw-template-binding "PW3" {
)
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-3"
id 1
)
remote-ve "PE-2" {
id 2
)
}

bgp-mh-site "SITEB" {
admin-state enable
id 1
sap 1/1/4:3
preference 10

}
sap 1/1/4:3 {
}

}

In the preceding configurations, the remote-ve for PE-2 uses VE-ID 2 on both PE-1 and PE-3.

Epipe 3 is configured on PE-2 as follows:

# on PE-2:
configure {
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service {
pw-template "PW3" {
pw-template-id 3
}
epipe "Epipe-3" {
admin-state enable
service-id 3
customer "1"
bgp 1 {
route-distinguisher "65536:32"
route-target {
export "target:65536:3"
import "target:65536:3"
}
pw-template-binding "PW3" {
}
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-2"
id 2
}
remote-ve "PE-1 or PE-3" {
id 1
}

}
sap 1/1/4:3 {
}

}

On PE-2, the remote-ve is configured as “PE-1 or PE-3”; this is because both of these PEs are configured

with VE-ID 1.

As a result of this configuration, there are multiple route entries for RD 65536:31 on PE-2. In the BGP
routing table, there are two entries per partner PE, one for the BGP-MH update (with site-ID=1) and the

other for the BGP-VPWS update (with VE-ID=1).

[/1]
A:admin@PE-2# show router bgp routes 12-vpn rd 65536:31
BGP Router ID:192.0.2.2 AS:65536 Local AS:65536
Legend -
Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge
Origin codes : i - IGP, e - EGP, ? - incomplete

BGP L2VPN Routes

Flag RouteType Prefix MED
RD Siteld Label
Nexthop Veld BlockSize LocalPref
As-Path BaseOffset vplsLabelBa

se

u*>i MultiHome - - 0
65536:31 1 -
192.0.2.1 - - 200
No As-Path - -

u*>i VPWS - - 0
65536:31 -
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192.0.2.1
No As-Path

1 200
524279

[/1]

A:admin@PE-2# show router bgp routes 12-vpn rd 65536:33

BGP Router ID:192.0.2.2 AS:65536

Local AS:65536

Legend -
Status codes

Origin codes

: u - used, s - suppressed, h - history, d - decayed, * - valid

1 - leaked, x - stale, > - best, b - backup, p - purge

: 1 - IGP, e - EGP, ? - incomplete

BGP L2VPN Routes

Flag RouteType
RD
Nexthop
As-Path

u*>i MultiHome
65536:33
192.0.2.3
No As-Path

u*>i VPWS
65536:33
192.0.2.3
No As-Path

Routes : 2

Prefix
Siteld
Veld
BaseOffset

MED
Label
BlockSize LocalPref
vplsLabelBa
se
- 0
- 10
- 0
1 10
524280

The route to PE-1 has the higher site preference, so it is selected as the target for the pseudowire.

[/]

A:admin@PE-2# show service 12-route-table bgp-vpws detail

Services: L2 Bgp-

Vpws Route Information - Summary

---snip---

Svc Id

Veld

PW Temp Id
RD

Next Hop
State (D-Bit)
Path MTU
Control Word
Seq Delivery
Status

Tx Status
Ccsv
Preference
Sdp Bind Id

3HE 20793 AAAD TQZZA

: 3
1

: 3
: *65536:31

: 192.0.2.1

1 up(0)

: 1514

: 0

: 0

: active

: active

: 0

: 200

1 32767:4294967292
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After disabling the SAP in the service "Epipe3" on PE-1, BGP update messages are received. The VPLS/
VPWS message received on PE-2 from PE-1 shows in the CSV that the access circuit is down (the

CS8V has the most-significant bit set to 1 (0x80)), so PE-2 selects the update from PE-3 to create the
pseudowire. The BGP-MH update received by PE-2 from PE-1 also shows that the local site is down as
indicated by the flags=D.

Note in the following debug output:
* BGP MH (multi-homing) entry uses encap-type=19.
+ BGP VPWS entry uses encap-type=5 (Ethernet raw mode).

# Disable SAP in Epipe 3 on PE-1:
configure {
service {
epipe "Epipe-3"
sap 1/1/4:3 {
admin-state disable
}

34 2021/03/04 15:56:35.904 UTC MINOR: DEBUG #2001 Base Peer 1: 192.0.2.5
"Peer 1: 192.0.2.5: UPDATE
Peer 1: 192.0.2.5 - Received BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 90
Flag: 0x90 Type: 14 Len: 32 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 21, veid: 1, vbo: 2, vbs: 1, label-base: 524279,
RD 65536:31, csv: 0x00000080, type 1, len 1,
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 0
Flag: 0x80 Type: 9 Len: 4 Originator ID: 192.0.2.1
Flag: 0x80 Type: 10 Len: 4 Cluster ID:
1.1.1.1
Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65536:3
12-vpn/vrf-imp:Encap=5: Flags=D: MTU=1514: PREF=200

35 2021/03/04 15:56:35.904 UTC MINOR: DEBUG #2001 Base Peer 1: 192.0.2.5
"Peer 1: 192.0.2.5: UPDATE
Peer 1: 192.0.2.5 - Received BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 86
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[MH] site-id: 1, RD 65536:31
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 0
Flag: 0x80 Type: 9 Len: 4 Originator ID: 192.0.2.1
Flag: 0x80 Type: 10 Len: 4 Cluster ID:
1.1.1.1

3HE 20793 AAAD TQZZA © 2025 Nokia. 178

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration

Guide for MD CLI Releases up to 25.3.R2 BGP Virtual Private Wire Services

Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65536:3
12-vpn/vrf-imp:Encap=19: Flags=D: MTU=0: PREF=200

The result can be shown on PE-2 because the spoke SDP to PE-3 is now up (active).

[/]
A:admin@PE-2# show service 12-route-table bgp-vpws detail

Services: L2 Bgp-Vpws Route Information - Summary

---snip---

Svc Id ;3

Veld 1

PW Temp Id ;3

RD : *65536:33
Next Hop : 192.0.2.3
State (D-Bit) : up(0)
Path MTU : 1514
Control Word 1 0

Seq Delivery : 0

Status : active

Tx Status : active
csv : 0
Preference : 10

Sdp Bind Id 1 32767:4294967291

Dual-homed BGP VPWS with active/standby pseudowire

The second method for BGP VPWS pseudowire redundancy is an active/standby configuration. Whereas
in the solution with one pseudowire, the redundant nodes use the same VE-ID for the remote PE and
different preferences; in the active/standby solution, the redundant nodes use different VE-IDs for the
remote PE and different preferences. The node connecting to both pseudowires (PE-2 in this example)
has both remote VE-IDs configured. This allows for faster failover because the standby pseudowire is
instantiated in addition to the active pseudowire. If more than two applicable BGP updates are received, at
most one standby pseudowire is created (based on the BGP VPWS tie breaking rules).

Figure 30: Dual-homed BGP VPWS with active/standby pseudowire shows a setup where an Epipe is
configured on each PE. Site B is dual-homed to PE-1 and PE-3 with the remote PE-2 connected to site A;
each site connection uses a SAP. The active/standby pseudowires using Ethernet raw mode encapsulation
connect PE-2 to PE-1 and PE-3. The pseudowires are signaled using BGP VPWS over tunnel LSPs
between the PEs.
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Figure 30: Dual-homed BGP VPWS with active/standby pseudowire
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BGP Multi-Homing (MH) is configured for the dual-homed site B using site ID 1. The site preference on
PE-1 is set to 200 and to 10 on PE-3; this ensures that PE-1 will be the site’s DF for the MH site. The
active pseudowire from PE-2 will be created to PE-1 with the standby pseudowire being created to PE-3. If
PE-1 fails, or the multi-homing site fails over to PE-3, then the pseudowire from PE-2 to PE-3 will become
active (used as the data path between site A and B).

Epipe 4 is configured on PE-1 as follows:

# on PE-1:
configure {
service {
pw-template "PW3" {
pw-template-id 3
}

epipe "Epipe-4" {
admin-state enable
service-id 4
customer "1"
bgp 1 {
route-distinguisher "65536:41"
route-target {
export "target:65536:4"
import "target:65536:4"

pw-template-binding "PW3" {

)
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-1"
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}

}

id 1

}

remote-ve "PE-2" {
id 2

}

bgp-mh-site "SITEB" {

admin-state enable
id 1

sap 1/1/4:4
preference 200

}
sap 1/1/4:4 {
}

Epipe 4 is configured on PE-3 with local VE-ID 3 (different from the previous example), as follows:

# on PE-3:
configure {
service

{

pw-template "PW3" {
pw-template-id 3

}

epipe "Epipe-4" {
admin-state enable
service-id 4
customer "1*"

bgp 1 {
route-distinguisher "65536:43"

}

route-target {
export "target:65536:4"
import "target:65536:4"
}
pw-template-binding "PW3" {
}

}
bgp-vpws {
admin-state enable
local-ve {
name "PE-3"
id 3
)
remote-ve "PE-2" {
id 2
)
}

bgp-mh-site "SITEB" {

admin-state enable
id 1

sap 1/1/4:4
preference 10

}
sap 1/1/4:4 {

}

Epipe 4 is configured on PE-2 as follows. Two remote VE names are configured, PE-1 and PE-3 (this is the
maximum number allowed).

# on PE-2:
configure {
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service {
pw-template "PW3" {
pw-template-id 3
}
epipe "Epipe-4" {
admin-state enable
service-id 4
customer "1*"
bgp 1 {
route-distinguisher "65536:42"
route-target {
export "target:65536:4"
import "target:65536:4"
}
pw-template-binding "PW3" {
}
}
bgp-vpws {
admin-state enable
local-ve {
name "PE-2"
id 2
}
remote-ve "PE-1" {
id 1
}
remote-ve "PE-3" {
id 3
}

}
sap 1/1/4:4 {
}
}
Compared with the single pseudowire solution, both pseudowires are signaled and up on all PEs. The

pseudowire with the higher preference is forwarding traffic (to PE-1), while the Tx status to the standby
PE-3 is set to inactive, as follows:

[/]
A:admin@PE-2# show service 12-route-table bgp-vpws detail

Services: L2 Bgp-Vpws Route Information - Summary

Use subject to Terms available at: www.nokia.com/terms.

---snip---
Svc Id 4
Veld 1
PW Temp Id : 3
RD : *65536:41
Next Hop : 192.0.2.1
State (D-Bit) : up(0)
Path MTU : 1514
Control Word : 0
Seq Delivery 1 0
Status : active
Tx Status : active
Ccsv : 0
Preference : 200
Sdp Bind Id 1 32767:4294967289
Svc Id 4
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Veld : 3

PW Temp Id : 3

RD : *65536:43
Next Hop : 192.0.2.3
State (D-Bit) : up(0)
Path MTU : 1514
Control Word : 0

Seq Delivery : 0

Status : active

Tx Status : inactive
csv : 0
Preference : 10

Sdp Bind Id 1 32766:4294967288

The choice of pseudowire to be used to transmit traffic from PE-2 to PE-1 can also be seen in the endpoint
created in the BGP VPWS service. Endpoints are automatically created for the pseudowires within a BGP
VPWS service, regardless of whether active/standby pseudowires are used; these endpoints are created
with a system generated name that ends with the BGP VPWS service id.

[/1

A:admin@PE-2# show service id 4 endpoint

Service 4 endpoints

Endpoint name
Description

Creation Origin

Revert time

Act Hold Delay

Standby Signaling Master
Standby Signaling Slave
Tx Active (SDP)

Tx Active Up Time
Revert Time Count Down
Tx Active Change Count
Last Tx Active Change

: _tmnx_BgpVpws-4

: Automatically created BGP-VPWS endpoint
: bgpVpws

1 0

1 0

: false

: false

1 32767:4294967289

: 0d 00:02:07

! never

3

: 03/04/2021 16:04:40

Members
Spoke-sdp: 32766:4294967288 Prec:4 Oper Status: Up
Spoke-sdp: 32767:4294967289 Prec:4 Oper Status: Up

The following command has no effect on an automatically created VPWS endpoint.

tools perform service id <service-id> endpoint <endpoint-name> force-switchover <..>

Conclusion

BGP VPWS allows the delivery of Layer 2 virtual private wire services to customers where BGP is
commonly used. This chapter shows the configuration of single and dual-homed BGP VPWS services
together with the associated show output, which can be used to verify and troubleshoot them.

3HE 20793 AAAD TQZZA

© 2025 Nokia. 183

Use subject to Terms available at: www.nokia.com/terms.



Layer 2 Services and EVPN Advanced Configuration

Guide for MD CLI Releases up to 25.3.R2 BGP VPLS

BGP VPLS

This chapter describes advanced BGP VPLS configurations.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written for SR OS Release 9.0.R3. The MD-CLI in the current edition corresponds
to SR OS Release 20.10.R2. There are no prerequisites for this configuration.

Overview

The following two IETF standards describe the provisioning of Virtual Private LAN Services (VPLS).

» RFC 4762, Virtual Private LAN Service (VPLS) Using Label Distribution Protocol (LDP) Signaling,
describes Label Distribution Protocol (LDP) VPLS, where VPLS pseudowires are signaled using LDP
between VPLS Provider Edge (PE) routers, either configured manually or auto-discovered using BGP.

+ RFC 4761, Virtual Private LAN Service (VPLS) Using BGP for Auto-Discovery and Signaling, describes
the use of Border Gateway Protocol (BGP) for both the auto-discovery of VPLS PEs and signaling of
pseudowires between such PEs.

The purpose of this chapter is to describe the configuration and troubleshooting for BGP-VPLS.

Knowledge of BGP-VPLS RFC 4761 architecture and functionality is assumed throughout this chapter, as
well as knowledge of Multi-Protocol BGP (MP-BGP).

Figure 31: Example topology shows the example topology with seven SR OS nodes located in the same
Autonomous System (AS).

© 2025 Nokia.
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Figure 31: Example topology
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There are three Provider Edge (PE) routers, and RR-7 acts as a Route Reflector (RR) for the AS. The PE
routers are all VPLS-aware, the Provider (P) routers are VPLS-unaware and do not take part in the BGP
process.

The following configuration tasks are completed as a prerequisite:
* IS-IS or OSPF on each of the network interfaces between the PE/P routers and RR.

» MPLS is configured on all interfaces between PE routers and P routers. MPLS is not required between
P-4 and RR-7.

» LDP is configured on interfaces between PE and P routers. It is not required between P-4 and the RR-7.
» The RSVP protocol is enabled.

BGP VPLS

In this architecture, a VPLS instance is a collection of local VPLS instances present on a number of PEs in
a provider network. In this context, any VPLS-aware PE is also known as a VPLS Edge (VE) device.

The PEs communicate with each other at the control plane level by means of BGP updates containing
BGP-VPLS Network Layer Reachability Information (NLRI). Each update contains enough information for
a PE to determine the presence of other local VPLS instances on peering PEs and to set up pseudowire
connectivity for data flow between peers containing a local VPLS within the same VPLS instance.
Therefore, auto-discovery and pseudowire signaling are achieved using a single BGP update message.

Each PE within a VPLS instance is identified by a VPLS Edge identifier (VE-ID) and the presence of a
VPLS instance is determined using the exchange of standard BGP extended community RTs between
PEs.
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Each PE will advertise, via the route reflectors, the presence of each VPLS instance to all other PEs, along
with a block of multiplexer labels that can be used to communicate between such instances plus a BGP
next hop that determines a labeled transport tunnel between PEs.

Each VPLS instance is configured with import and export RT extended communities for topology control,
along with VE identification.

Configuration

The first step is to configure an MP-iBGP session between each of the PEs and the RR for the L2-VPN
address family, as follows:

# on PE-1, PE-2, and PE-3:
configure {
router "Base" {
autonomous-system 65536
bgp {
group "INTERNAL" {
peer-as 65536
family {
12-vpn true
)
}

neighbor "192.0.2.7" {
group "INTERNAL"
b

The IP addresses can be derived from Figure 31: Example topology.
The BGP configuration for RR-7 is as follows:

# on RR-7:
configure {
router "Base" {
autonomous-system 65536
bgp {
cluster {
cluster-id 1.1.1.1

}
group "RR-INTERNAL" {
peer-as 65536
family {
12-vpn true
}

}
neighbor "192.0.2.1" {
group "RR-INTERNAL"

neighbor "192.0.2.2" {
group "RR-INTERNAL"

neighbor "192.0.2.3" {
group "RR-INTERNAL"
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On PE-1, the BGP session with RR-7 is established with the L2-VPN address family capability negotiated,
as follows:

[1
A:admin@PE-1# show router bgp neighbor 192.0.2.7

BGP Neighbor

Peer 1 192.0.2.7

Description : (Not Specified)

Group : INTERNAL

Peer AS : 65536 Peer Port : 50198
Peer Address : 192.0.2.7

Local AS : 65536 Local Port : 179
Local Address : 192.0.2.1

Peer Type : Internal Dynamic Peer : No
State : Established Last State : Established
Last Event : recvOpen

Last Error : Cease (Connection Collision Resolution)
Local Family : L2-VPN

Remote Family : L2-VPN

Hold Time 1 90 Keep Alive : 30
Min Hold Time : 0

Active Hold Time 1 90 Active Keep Alive : 30
Cluster Id : None

Preference : 170 Num of Update Flaps : 0O
---snip---

Local Capability : RtRefresh MPBGP 4byte ASN

Remote Capability : RtRefresh MPBGP 4byte ASN

---snip---

On RR-7, the BGP sessions with each PE are established, and have negotiated the L2-VPN address
family capability, as follows:

[
A:admin@RR-7# show router bgp summary all

BGP Summary

Legend : D - Dynamic Neighbor

Neighbor
Description
Serviceld AS PktRcvd InQ Up/Down  State|Rcv/Act/Sent (Addr Family)
PktSent OutQ
192.0.2.1
Def. Instance 65536 11 0 00h04m29s 0/0/0 (L2VPN)
11 0
192.0.2.2
Def. Instance 65536 11 0 00h04m29s 0/0/0 (L2VPN)
11 0
192.0.2.3
Def. Instance 65536 11 0 00h04m29s 0/0/0 (L2VPN)
11 0
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A full mesh of RSVP-TE LSPs is configured between the PE routers. On PE-1, the MPLS interface and
LSP configuration are as follows:

# on PE-1:
configure {
router "Base" {
mpls {
admin-state enable
interface "int-PE-1-P-4" {
}
interface "int-PE-1-PE-2" {
}
path "loose" {
admin-state enable

}

lsp "LSP-PE-1-PE-2" {
admin-state enable
type p2p-rsvp

to 192.0.2.2
primary "loose" {
}

lsp "LSP-PE-1-PE-3" {
admin-state enable
type p2p-rsvp

to 192.0.2.3
primary "loose" {
}

}

The MPLS and LSP configuration for PE-2 and PE-3 are similar to that of PE-1 with the appropriate
interfaces and LSP names configured.

BGP VPLS PE configuration

Pseudowire templates

Pseudowire templates are used by BGP to dynamically instantiate SDP bindings for a service to signal the
egress service de-multiplexer labels used by remote PEs to reach the local PE.

The template determines the signaling parameters of the pseudowire, control word presence, MAC-
pinning, filters, and so on, plus other usage characteristics such as split horizon groups (SHGs).

The MPLS transport tunnel between PEs can be signaled using LDP or RSVP-TE.

LDP based pseudowires can be automatically instantiated. RSVP-TE based SDPs have to be pre-
provisioned.

Pseudowire templates for auto-SDP creation using LDP

In order to use an LDP transport tunnel for data flow between PEs, link layer LDP must be configured
between all PEs/Ps, so that a transport label for each PE’s system interface is available.

# on PE-1:
configure (
router "Base" {
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ldp {
interface-parameters {
interface "int-PE-1-P-4" {

ipvd {

}

interface "int-PE-1-PE-2" {
ipvd {
}

}

}

Using this mechanism, SDPs can be auto-instantiated with SDP-IDs starting at the higher end of the SDP

numbering range, such as 32767. Any subsequent SDPs created use SDP-IDs decrementing from this
value.

A pseudowire template is required containing an SHG. Each SDP created with this template is contained
within an SHG so that traffic cannot be forwarded between them.

# on PE-1:
configure {
service {
pw-template "PW1" {
pw-template-id 1
split-horizon-group {
name "VPLS-SHG"

}

}

The pseudowire template also has the following options available when used for BGP-VPLS:

[ex:configure service]
A:admin@PE-1# pw-template "PW1" ?

---snip---

control-word - Enable/Disable the use of ControlWord
---snip---

force-vc-forwarding - VC forwarding action
---snip---

vc-type - Type of virtual circuit associated with the SDP bind.
---snip---

The control word will determine whether the C flag is set in the Layer 2 extended community and,
therefore, if a control word is used in the pseudowire.

The force-vlan-ve-forwarding command will add a tag (equivalent to ve-type vlan) and will allow for
customer QoS transparency (dot1p + Drop Eligibility (DE) bits).

[ex:configure service pw-template "PW1"]
A:admin@PE-1# force-vc-forwarding ?

force-vc-forwarding <keyword>
<keyword> - (vlan|ging-c-tag-c-tag|qing-s-tag-c-tag)
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» The encap type in the Layer 2 extended community is always 19 (VPLS encap), therefore, the ve-type
will always be ether regardless of the configured value on the vc-type.

[ex:configure service pw-template "PW1"]
A:admin@PE-1# vc-type ?

vc-type <keyword>
<keyword> - (ether|vlan)
Default - ether

Type of virtual circuit associated with the SDP bind.

Pseudowire templates for provisioned SDPs using RSVP-TE

To use an RSVP-TE tunnel as transport between PEs, it is necessary to bind the RSVP-TE LSP between
PEs to an SDP.

The following SDP is created from PE-1 to PE-2:

# on PE-1:
configure {
service {
sdp 12 {
admin-state enable
description "SDP-PE-1-PE-2 RSVP BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.2
}
lsp "LSP-PE-1-PE-2" { }
}

The signaling bgp parameter is required for BGP-VPLS to be able to use this SDP. Conversely, SDPs that
are bound to RSVP-based LSPs with signaling set to the default value of tldp will not be used as SDPs
within BGP-VPLS.

BGP VPLS using auto-provisioned SDPs

Figure 32: BGP VPLS using auto-provisioned SDPs shows a VPLS instance where SDPs are auto-
provisioned. In this case, the transport tunnels are LDP-signaled.
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Figure 32: BGP VPLS using auto-provisioned SDPs
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The following shows the configuration required on PE-1 for a BGP-VPLS service using a pseudowire
template configured for auto-provisioning of SDPs.

# on PE-1:
configure {
service {
pw-template "PW1" {
pw-template-id 1
split-horizon-group {
name "VPLS-SHG"

}

}
vpls "VPLS1 PE-1" {
admin-state enable
service-id 1
customer "1"
bgp 1 {
route-distinguisher "65536:1"
route-target {
export "target:65536:1"
import "target:65536:1"

}
pw-template-binding "PW1" {
}

}

bgp-vpls {

admin-state enable
maximum-ve-id 10
ve {

name "PE-1"

id 1
h

}
sap 1/1/4:1.0 {
}
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The bgp context specifies parameters which are valid for all of the VPLS BGP applications, such as BGP
multi-homing (BGP-MH), BGP auto-discovery (BGP-AD), and BGP-VPLS.

Within the bgp context, parameters are configured that are used by neighboring PEs to determine
membership of a VPLS instance, such as the auto-discovery of PEs containing the same VPLS instance;
the route distinguisher (RD) is configured, along with the route target (RT) extended communities.

RT communities are used to determine membership of a VPLS instance. The import RT at the BGP level
is mandatory. The pseudowire template bind is then applied by the service manager on the received routes
matching the RT value.

Within the bgp-vpls context, the signaling parameters are configured. These determine the service labels
required for the data plane of the VPLS instance.

The VPLS edge ID (VE-ID) is a numerical value assigned to each PE within a VPLS instance. This value
should be unique for a VPLS instance; no two PEs within the same instance should have the same VE-ID
values.

A more specific RT can be applied to a pseudowire template in order to define a specific pseudowire
topology, rather than only a full mesh, using the command within the bgp context:

[ex:configure service vpls "VPLS1 PE-1" bgp 1 pw-template-binding "PW1"]
A:admin@PE-1# import-rt ?

import-rt <value>
import-rt [<value>...] - 0..5 system-ordered values separated by spaces enclosed by
brackets

<value> - <string>
<string> - <10..28 characters>

Import route-target communities

Changes to the import policies are not taken once the pseudowire has been set up (changes on RT

are refreshed though). Pseudowire templates can be re-evaluated with the command tools perform
service eval-pw-template. The eval-pw-template command checks whether all the bindings using this
pseudowire template policy are still meant to use this policy.

If the policy has changed and allow-service-impact is true, then the old binding is removed and it is re-
added with the new template.

VE-ID and BGP label allocations

The choice of VE-ID is crucial in ensuring efficient allocation of de-multiplexer labels. The most efficient
choice is for VE-IDs to be allocated starting at 1 and incrementing for each PE as the following section
explains.

The maximum-ve-id value determines the range of the VE-ID value that can be configured. If a PE
receives a BGP-VPLS update containing a VE-ID with a greater value than the configured maximum-ve-
id, then the update is dropped and no service labels are installed for this VE-ID.

The maximum-ve-id command also checks the locally-configured VE-ID, and prevents a higher value from
being used.

Each PE allocates blocks of labels per VPLS instance to remote PEs, in increments of eight labels. It
achieves this by advertising three parameters in a BGP update message,

» Alabel base (LB) which is the lowest label in the block
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* A VE Block Size (VBS) which is always eight labels, and cannot be changed
* A VE Base Offset (VBO).
This defines a block of labels in the range (LB, LB+1, ..., LB+VBS-1).

As an example, if the label base (LB) = 524272, then the range for the block is 524272 to 524279, which
is exactly eight labels, as per the block size. (The last label in the block is calculated as 524272+8-1 =
524279)

The label allocated by the PE to each remote PE within the VPLS is chosen from this block and is
determined by its VE-ID. In this way, each remote PE has a unique de-multiplexer label for that VPLS.

To reduce label wastage, contiguous VE-IDs in the range (N..N+7) per VPLS should be chosen, where
N>0.

Assuming a collection of PEs with contiguous VE-IDs, the following labels will be chosen by PEs from the
label block allocated by PE-1 which has a VE-ID =1.

Table 1: VE-IDs and Labels

VE-ID Label

524273

524274

524275

524276

524277

524278

o]l N] o] o] Al O] DN

524279

This shows that the label allocated to a PE is (LB+VEID-1). The "1" is the VE block offset (VBO).

This means that the label allocated to a PE router within the VPLS can now be written as (LB + VEID -
VBO), which means that (VEID - VBO) calculation must always be at least zero and be less than the block
size, which is always 8.

For VE-ID < 8, a label will be allocated from this block.

For the next block of 8 VE-IDs (VE-ID 9 to VE-ID 16) a new block of 8 labels must be allocated, so a new
BGP update is sent, with a new label base, and a block offset of 9.

Table 2: VE-IDs and Number of Labels shows how the choice of VE-IDs can affect the number of label
blocks allocated, and therefore the number of labels:

Table 2: VE-IDs and Number of Labels

VE-ID Block Offset | Labels Allocated
1-8 1 8
9-16 9 8
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VE-ID Block Offset |Labels Allocated
17-24 17 8
25-32 25 8
33-40 33 8
41-48 41 8
49-56 49 8

This shows that the most efficient use of labels occurs when the VE-IDs for a set of PEs are chosen from
the same block offset.

If VE-IDs are chosen that map to different block offsets, then each PE will have to send multiple BGP
updates to signal service labels. Each PE sends label blocks in BGP updates to each of its BGP neighbors
for all label blocks in which at least one VE-ID has been seen by this PE (it does not advertise label blocks
which do not contain an active VE-ID, where active VE-ID means the VE-ID of this PE or any other PE in
this VPLS).

The maximum-ve-id must be configured first, and determines the maximum value of the VE-ID that can be
configured within the PE. The VE-ID value cannot be higher than this within the PE configuration, VE-ID <=
maximum VE-ID. Similarly, if the VE-ID within a received NLRI is higher than the maximum VE-ID value, it
will not be accepted as valid consequently the maximum VE-ID configured on all PEs must be greater than
or equal to any VE-ID used in the VPLS.

Only one VE-ID value can be configured. If the VE-ID value is changed, BGP withdraws the NLRI and
sends a route-refresh.

If the same VE-ID is used in different PEs for the same VPLS, a Designated Forwarder (DF) election takes
place.

Executing the admin-state disable command triggers an MP-UNREACH-NLRI from the PE to all BGP
peers.

The admin-state enable command triggers an MP-REACH-NLRI to the same peers.

PE-2 service creation

On PE-2, a VPLS service using pseudowire template 1 is created. In order to make the label allocation
more efficient, PE-2 has been allocated a VE-ID value of 2. For completeness, the pseudowire template is
also shown.

# on PE-2:
configure {
service {
pw-template "PW1" {
pw-template-id 1
split-horizon-group {
name "VPLS-SHG"
}
}

vpls "VPLS1 PE-2" {
admin-state enable
service-id 1
customer "1"
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}

bgp 1 {

route-distinguisher "65536:1"

route-target {
export "target:65536:1"
import "target:65536:1"

}

pw-template-binding "PW1" {

}

}
bgp-vpls {
admin-state enable
maximum-ve-id 10
ve {
name "PE-2"
id 2
}
}
sap 1/1/4:1.0 {
}

The maximum-ve-id value is set to 10 to allow an increase in the number of PEs that could be a part of
this VPLS instance.

PE-3 service creation

The following configuration creates a VPLS instance on PE-3, using a VE-ID value of 3.

# on PE-3:
configure {
service

{

pw-template "PW1" {

pw-template-id 1

split-horizon-group {
name "VPLS-SHG"

}

}
vpls "VPLS1 PE-3" {

3HE 20793 AAAD TQZZA

admin-state enable
service-id 1
customer "1*"
bgp 1 {
route-distinguisher "65536:1"
route-target {
export "target:65536:1"
import "target:65536:1"
}
pw-template-binding "PW1" {
}

}
bgp-vpls {
admin-state enable
maximum-ve-id 10
ve {
name "PE-3"
id 3
)
}
sap 1/1/4:1.0 {
}
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}

PE-1 service operation verification

The following command shows that the BGP-VPLS site is enabled on PE-1.
[]
A:admin@PE-1# show service id 1 bgp-vpls
BGP VPLS Information
Max Ve Id : 10 Admin State : Enabled
VE Name : PE-1 VE Id : 1
PW Tmpl used 11

The following command shows that the service is operationally up on PE-1:
[
A:admin@PE-1# show service id 1 base
Service Basic Information
Service Id 1 Vpn Id 1 0
Service Type : VPLS
MACSec enabled : no
Name : VPLS1 PE-1
---snip---
Admin State : Up Oper State : Up
MTU : 1514
SAP Count 1 SDP Bind Count 12
---snip---
Service Access & Destination Points
Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:1.0 qinq 1522 1522 Up Up
sdp:32766:4294967294 SB(192.0.2.2) BgpVpls 0 1556 Up Up
sdp:32767:4294967295 SB(192.0.2.3) BgpVpls 0 1556 Up Up
* indicates that the corresponding row element may have been truncated.

The SAP and SDPs are all operationally up. The SB flags for the SDPs signify Spoke-SDP and BGP.

The ingress labels for PE-2 and PE-3—the labels allocated by PE-1—can be seen as follows:
[]
A:admin@PE-1# show service id 1 sdp
Services: Service Destination Points
SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.2 Up Up 524273 524270
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32767:4294967295 BgpVpls 192.0.2.3 Up Up 524274 524272

As can be seen from the following output, a BGP-VPLS NLRI update is sent to the route reflector
(192.0.2.7) and is received by each PE.

PE-1 has sent the following BGP NLRI update for VPLS 1 to RR-7.

1 2021/01/26 10:54:39.689 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.7
"Peer 1: 192.0.2.7: UPDATE
Peer 1: 192.0.2.7 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 72
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 17, veid: 1, vbo: 1, vbs: 8, label-base: 524272, RD 65536:1
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:65536:1
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=1514: PREF=0

The control flags within the extended community indicate the status of the VPLS instance.

The control flag D indicates that all attachment circuits are Down, or the VPLS is disabled. The flags are
used in BGP-MH when determining which PEs are DF, see chapter BGP Multi-Homing for VPLS Networks.

When flags=none, then all attachment circuits are up. In the preceding example, no flags are present, but
should all SAPs become operationally down, then the control flag D would be seen in the debug message.
To simulate this, the SAP 1/1/4:1 is disabled on PE-1:

# on PE-1:
configure {
service {
vpls "VPLS1 PE-1" {
sap 1/1/4:1.0 {
admin-state disable
}

All SAPs in VPLS 1 on PE-1 are operationally down, so PE-1 sends a BGP update message with control
flag D set, as follows:

5 2021/01/26 11:09:10.688 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.7
"Peer 1: 192.0.2.7: UPDATE
Peer 1: 192.0.2.7 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 72
Flag: 0x90 Type: 14 Len: 28 Multiprotocol Reachable NLRI:
Address Family L2VPN
NextHop len 4 NextHop 192.0.2.1
[VPLS/VPWS] preflen 17, veid: 1, vbo: 1, vbs: 8, label-base: 524272, RD 65536:1
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x80 Type: 4 Len: 4 MED: 0
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Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 16 Extended Community:
target:65536:1
12-vpn/vrf-imp:Encap=19: Flags=D: MTU=1514: PREF=0

The SAP is re-enabled with the following command on PE-1:

# on PE-1:
configure {

service {
vpls "VPLS1 PE-1" {

sap 1/1/4:1.0 {

admin-state enable

}

The BGP VPLS signaling parameters are also present in the BGP update message, namely the VE-ID of

the PE within the VPLS instance, the VBO and VBS, and the label base. The target indicates the VPLS

instance, which must be matched against the import RTs of the receiving PEs.

The signaling parameters can be seen within the BGP update with following command:

[1

A:admin@PE-1# show router bgp routes 12-vpn rd 65536:1 hunt

Use subject to Terms available at: www.nokia.com/terms.

BGP Router ID:192.0.2.1 AS:65536 Local AS:65536
---snip---
RIB Out Entries
Route Type VPLS
Route Dist. 65536:1
Veld i1 Block Size : 8
Base Offset 1 Label Base 1 524272
Nexthop 192.0.2.1
To 192.0.2.7
Res. Nexthop n/a
Local Pref. : 100 Interface Name : NotAvailable
Aggregator AS : None Aggregator : None
Atomic Aggr. : Not Atomic MED : 0
AIGP Metric : None IGP Cost : n/a
Connector : None
Community : target:65536:1
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=1514: PREF=0
Cluster : No Cluster Members
Originator Id : None Peer Router Id : 192.0.2.7
Origin : IGP
AS-Path : No As-Path
Route Tag 1 0
Neighbor-AS i n/a
Orig Validation: N/A
Source Class 0 Dest Class 1 0
Routes : 4
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In this configuration example, PE-1 (192.0.2.1) with VE-ID =1 has sent an update with base offset (VBO)
=1, block size (VBS) = 8, and label base 524272. This means that labels 524272 (LB) to 524279 (LB
+VBS-1) are available as de-multiplexer labels, egress labels to be used to reach PE-1 for VPLS 1.

PE-2 receives this update from PE-1. This is seen as a valid VPLS BGP route from PE-1 through the route
reflector with next-hop 192.0.2.1.

[]
A:admin@PE-2# show router bgp routes 12-vpn rd 65536:1

BGP Router ID:192.0.2.2 AS:65536 Local AS:65536

Legend -

Status codes : u - used, s - suppressed, h - history, d - decayed, * - valid
1 - leaked, x - stale, > - best, b - backup, p - purge

Origin codes : i - IGP, e - EGP, ? - incomplete

BGP L2VPN Routes

Flag RouteType Prefix MED
RD SiteId Label
Nexthop Veld BlockSize LocalPref
As-Path BaseOffset vplsLabelBa

se

u*>1 VPLS - - 0
65536:1 - -
192.0.2.1 1 8 100
No As-Path 1 524272

i VPLS - - 0
65536:1 - -
192.0.2.2 2 8 100
No As-Path 1 524270

u*>i VPLS - - 0
65536:1 - -
192.0.2.3 3 8 100
No As-Path 1 524272

Routes 3

PE-2 uses this information in conjunction with its own VE-ID to calculate the egress label toward PE-1,
using the condition VBO < VE-ID < (VBO+VBS).

The VE-ID of PE-2 is in the Label Block covered by VBO =1, thus,
Label calculation = label base + local VE-ID - Base offset
=524272 + 2 - 1
Egress label used = 524273

This is verified using the following command on PE-2 where the egress label toward PE-1 (192.0.2.1) is
524273.

[]
A:admin@PE-2# show service id 1 sdp
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Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.3 Up Up 524272 524273
32767:4294967295 BgpVpls 192.0.2.1 Up Up 524270 524273

PE-3 also receives this update from PE-1 by the RR. This is seen as a valid VPLS BGP route from PE-1

with next-hop 192.0.2.1.

[1A:admin@PE-3# show router bgp routes 12-vpn rd 65536:1

BGP Router ID:192.0.2.3 AS:65536 Local AS:65536

Legend -
Status codes

Origin codes

used, s - suppressed, h - history, d - decayed, * - valid
leaked, x - stale, > - best, b - backup, p - purge
IGP, e - EGP, ? - incomplete

BGP L2VPN Routes

Flag RouteType Prefix MED
RD SiteId Label
Nexthop Veld BlockSize LocalPref
As-Path BaseOffset vplsLabelBa

se

u*>i VPLS - - 0
65536:1 - -
192.0.2.1 1 8 100
No As-Path 1 524272

u*>i VPLS - - 0
65536:1 - -
192.0.2.2 2 8 100
No As-Path 1 524270

i VPLS - - 0
65536:1 - -
192.0.2.3 3 8 100
No As-Path 1 524272

Routes : 3

The VE-ID of PE-3 is also in the label block covered by block offset VBO =1.

Label calculation = label base + local VE-ID - VBO

=524272 + 3 -1

Egress label used = 524274

This is verified using the following command on PE-3 where egress label toward 192.0.2.1 is 524274.

[1

A:admin@PE-3# show service id 1 sdp
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Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.2 Up Up 524273 524272
32767:4294967295 BgpVpls 192.0.2.1 Up Up 524272 524274

PE-2 service operation verification

The service is operationally up on PE-2, as follows.

[1

A:admin@PE-2# show service id 1 base

Service Basic Information

Service Id H Vpn Id : 0
Service Type : VPLS

MACSec enabled i no

Name : VPLS1 PE-2

---snip---

Admin State : Up Oper State : Up
MTU : 1514

SAP Count 7 SDP Bind Count 1 2
---snip---

Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:1.0 ging 1522 1522 Up Up
sdp:32766:4294967294 SB(192.0.2.3) BgpVpls 0 1556 Up Up
sdp:32767:4294967295 SB(192.0.2.1) BgpVpls 0 1556 Up Up

* indicates that the corresponding row element may have been truncated.

PE-2 de-multiplexer label calculation

In the same way that PE-1 allocates a label base (LB), block size (VBS), and base offset (VBO), PE-2 also
allocates the same parameters for PE-1 and PE-3 to calculate the egress service label required to reach
PE-2.

[1
A:admin@PE-2# show router bgp routes 12-vpn rd 65536:1 hunt

BGP Router ID:192.0.2.2 AS:65536 Local AS:65536
---snip---
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RIB Qut Entries
Route Type VPLS
Route Dist. 1 65536:1
Veld 1 2 Block Size : 8
Base Offset 3 il Label Base : 524270
Nexthop 1 192.0.2.2
To 1 192.0.2.7
Res. Nexthop : n/a
Local Pref. : 100 Interface Name : NotAvailable
Aggregator AS : None Aggregator : None
Atomic Aggr. : Not Atomic MED : 0
AIGP Metric : None IGP Cost i n/a
Connector : None
Community : target:65536:1
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=1514: PREF=0
Cluster : No Cluster Members
Originator Id : None Peer Router Id : 192.0.2.7
Origin : IGP
AS-Path : No As-Path
Route Tag : 0
Neighbor-AS : n/a
Orig Validation: N/A
Source Class HC) Dest Class 0
Routes 4
This is verified using the following command on PE-1 to show the egress label toward PE-2 (192.0.2.2)
where the egress label toward PE-2 = 524270 + 1 — 1 = 524270.
[]
A:admin@PE-1# show service id 1 sdp
Services: Service Destination Points
SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.2 Up Up 524273 524270
32767:4294967295 BgpVpls 192.0.2.3 Up Up 524274 524272
Number of SDPs 2
This is also verified using the following command on PE-3 to show the egress label toward PE-2
(192.0.2.2) where the egress label toward PE-2 = 524270 + 3 — 1 = 524272.
[]
A:admin@PE-3# show service id 1 sdp
Services: Service Destination Points
SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.2 Up Up 524273 524272
32767:4294967295 BgpVpls 192.0.2.1 Up Up 524272 524274
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Number of SDPs : 2

PE-3 service operation verification

The following command shows that the service is operationally up on PE-3:
[]
A:admin@PE-3# show service id 1 base
Service Basic Information
Service Id H Vpn Id : 0
Service Type : VPLS
MACSec enabled i no
Name : VPLS1 PE-3
---snip---
Admin State : Up Oper State : Up
MTU : 1514
SAP Count 7 SDP Bind Count 1 2
---snip---
Service Access & Destination Points
Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:1.0 ging 1522 1522 Up Up
sdp:32766:4294967294 SB(192.0.2.2) BgpVpls 0 1556 Up Up
sdp:32767:4294967295 SB(192.0.2.1) BgpVpls 0 1556 Up Up
* indicates that the corresponding row element may have been truncated.
[]
A:admin@PE-3# show service id 1 sdp
Services: Service Destination Points
SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 0.2.2 Up Up 524273 524272
32767:4294967295 BgpVpls 0.2.1 Up Up 524272 524274
Number of SDPs : 2

PE-3 de-multiplexer label verification

PE-3 also allocates the required parameters for PE-1 and PE-2 to calculate the egress service label

required to reach PE-3.
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This is verified using the following command on PE-1 to show the egress label toward PE-3 (192.0.2.3)
(524272) where egress label toward PE-2 = 524270. The Label Base equals 524272 on PE-3 and 524270
on PE-2.

[]
A:admin@PE-1# show service id 1 sdp

Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.2 Up Up 524273 524270
32767:4294967295 BgpVpls 192.0.2.3 Up Up 524274 524272

This is also verified using the following command on PE-2 to show the egress label toward PE-3
(192.0.2.3) which is using auto-provisioned SDP 32766.

[]
A:admin@PE-2# show service id 1 sdp

Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
32766:4294967294 BgpVpls 192.0.2.3 Up Up 524272 524273
32767:4294967295 BgpVpls 192.0.2.1 Up Up 524270 524273

This example has shown that for VPLS instance with 3 PEs, not all labels allocated by a PE will be used
by remote PEs as de-multiplexer service labels. There will be some wastage of label space, so there is a
necessity to choose VE-IDs that keep this waste to a minimum.

The next example will show an even more wasteful use of labels by using a random choice of VE-IDs.

BGP VPLS using pre-provisioned SDP

It is possible to configure BGP-VPLS instances that use RSVP-TE transport tunnels. In this case, the

SDP must be created with the MPLS LSPs mapped and with signaling set to BGP, as the service labels
are signaled using BGP. The pseudowire template configured within the BGP-VPLS instance must be
configured with provisioned-sdp use. This example also examines the effect of using VE-IDs that are not
all within the same contiguous block.

Figure 33: BGP VPLS using pre-provisioned SDP shows an example of a VPLS instance where SDPs are
pre-provisioned with RSVP-TE signaled transport tunnels.
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Figure 33: BGP VPLS using pre-provisioned SDP
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On the PEs, the following SDPs are configured with RSVP transport tunnels.
# on PE-1:
configure {
service {
sdp 12 {
admin-state enable
description "SDP-PE-1-PE-2 RSVP_BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.2
}
lsp "LSP-PE-1-PE-2" { }
}
sdp 13 {
admin-state enable
description "SDP-PE-1-PE-3 RSVP_BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.3
}
lsp "LSP-PE-1-PE-3" { }
}
# on PE-2:
configure {
service {
sdp 21 {
admin-state enable
description "SDP-PE-2-PE-1 RSVP BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.1
}
lsp "LSP-PE-2-PE-1" { }
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}
sdp

# on PE-3:
configure {
service
sdp

sdp

}

Pre-provisioned BGP-SDPs can also be used with BGP-VPLS. For reference, they are configured as

follows:

# on PE-3:
configure {
service
sdp

}

23 {
admin-state enable
description "SDP-PE-2-PE-3_RSVP_BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.3

}
lsp "LSP-PE-2-PE-3" { }

{
31 {
admin-state enable
description "SDP-PE-3-PE-1 RSVP BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.1

}
lsp "LSP-PE-3-PE-1" { }

32 {
admin-state enable
description "SDP-PE-3-PE-2 RSVP BGP"
delivery-type mpls
signaling bgp
far-end {
ip-address 192.0.2.2

}
lsp "LSP-PE-3-PE-2" { }

{
332 {
admin-state enable
delivery-type mpls
signaling bgp
far-end {

ip-address 192.0.2.2
}

To create an SDP within a service that uses the RSVP transport tunnel, a pseudowire template is required

that has the provisioned-sdp use parameter set. It is also possible to configure the provisioned-sdp
prefer parameter, see chapter LDP VPLS Using BGP Auto-Discovery — Prefer Provisioned SDP.

Once again, an SHG is included to prevent forwarding between pseudowires.

The following pseudowire template is provisioned on all PEs:

# on PE-1, PE-2, and PE-3:

configure {
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service {
pw-template "PW2" {
pw-template-id 2
provisioned-sdp use
split-horizon-group {
name "VPLS-SHG"
}
}

The following output shows the configuration required for a BGP-VPLS service using a pseudowire
template configured for using pre-provisioned RSVP-TE SDPs.

# on PE-1:
configure {
service {
vpls "VPLS2 PE-1" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
route-distinguisher "65536:2"
route-target {
export "target:65536:2"
import "target:65536:2"

pw-template-binding "PW2" {

)
}
bgp-vpls {
admin-state enable
maximum-ve-id 100
ve {
name "PE-1"
id 1
)
}
sap 1/1/4:2.0 {
}

}

The RD and RT extended community values for VPLS 2 are different from the ones in VPLS 1. The VE-ID
value for PE-1 can be the same as the one in VPLS 1, but these must be different within the same VPLS
instance on the other PEs — PE-2 should not have VE-ID = 1.

On PE-2, the configuration is as follows with the VE-ID value equal to 20, which will result in a label from a
different block:

# on PE-2:
configure {
service {
vpls "VPLS2 PE-2" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
route-distinguisher "65536:2"
route-target {
export "target:65536:2"
import "target:65536:2"
)
pw-template-binding "PW2" {
)
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}
bgp-vpls {
admin-state enable
maximum-ve-id 100
ve {
name "PE-2"
id 20
}
}
sap 1/1/4:2.0 {
}
}
On PE-3, the configuration is as follows with the VE-ID value equal to 3:
# on PE-3:
configure {
service {
vpls "VPLS2 PE-3" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
route-distinguisher "65536:2"
route-target {
export "target:65536:2"
import "target:65536:2"
)
pw-template-binding "PW2" {
)
}
bgp-vpls {
admin-state enable
maximum-ve-id 100
ve {
name "PE-3"
id 3
)
}
sap 1/1/4:2.0 {
}
}
The service is operationally up on PE-1, as follows:
[1
A:admin@PE-1# show service id 2 base
Service Basic Information
Service Id 12 Vpn Id : 0
Service Type : VPLS
MACSec enabled : no
Name : VPLS2 PE-1
---snip---
Admin State : Up Oper State : Up
MTU : 1514
SAP Count 1 SDP Bind Count : 2
---snip---
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Service Access & Destination Points
Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:2.0 ging 1522 1522 Up Up
sdp:12:4294967292 S(192.0.2.2) BgpVpls 0 1556 Up Up
sdp:13:4294967293 S(192.0.2.3) BgpVpls 0 1556 Up Up
* indicates that the corresponding row element may have been truncated.

The SDPs 12 and 13 are the pre-provisioned SDPs on PE-1.

The service is operationally up on PE-2, as follows:
[]
A:admin@PE-2# show service id 2 base
Service Basic Information
Service Id 12 Vpn Id : 0
Service Type : VPLS
MACSec enabled : no
Name : VPLS2 PE-2
---snip---
Admin State : Up Oper State : Up
MTU : 1514
SAP Count 1 SDP Bind Count 12
---snip---
Service Access & Destination Points
Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:2.0 ging 1522 1522 Up Up
sdp:21:4294967292 S(192.0.2.1) BgpVpls 0 1556 Up Up
sdp:23:4294967293 S(192.0.2.3) BgpVpls 0 1556 Up Up
* indicates that the corresponding row element may have been truncated.

The service is operationally up on PE-3, as follows:
[]
A:admin@PE-3# show service id 2 base
Service Basic Information
Service Id : 2 Vpn Id 1 0
Service Type : VPLS
MACSec enabled : no
Name : VPLS2 PE-3
---snip---
Admin State : Up Oper State : Up
MTU : 1514
SAP Count H SDP Bind Count 12
---snip---
Service Access & Destination Points
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Identifier Type AdmMTU OprMTU Adm Opr
sap:1/1/4:2.0 ging 1522 1522 Up Up
sdp:31:4294967293 S(192.0.2.1) BgpVpls 0 1556 Up Up
sdp:32:4294967292 S(192.0.2.2) BgpVpls 0 1556 Up Up
* indicates that the corresponding row element may have been truncated.

PE-1 de-multiplexer label calculation
In the case of VPLS 1, all VE-IDs are in the range of a single label block. In the case of VPLS 2, the VE-
IDs are in different blocks, for example, the VE-ID 20 is in a different block to VE-IDs 1 and 3.
As the label allocation is block-dependent, multiple label blocks must be advertised by each PE to
encompass this.
Consider PE-1's BGP update NLRIs.
[1
A:admin@PE-1# show router bgp routes 12-vpn rd 65536:2 hunt
BGP Router ID:192.0.2.1 AS:65536 Local AS:65536
---snip---
RIB Out Entries
Route Type 1 VPLS
Route Dist. : 65536:2
Veld : 1 Block Size : 8
Base Offset 11 Label Base 1 524264
Nexthop : 192.0.2.1
To : 192.0.2.7
Res. Nexthop i n/a
Local Pref. : 100 Interface Name : NotAvailable
Aggregator AS : None Aggregator : None
Atomic Aggr. : Not Atomic MED : 0
AIGP Metric : None IGP Cost i n/a
Connector : None
Community : target:65536:2
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=1514: PREF=0
Cluster : No Cluster Members
Originator Id : None Peer Router Id : 192.0.2.7
Origin : IGP
AS-Path : No As-Path
Route Tag : 0
Neighbor-AS : n/a
Orig Validation: N/A
Source Class : 0 Dest Class : 0
Route Type : VPLS
Route Dist. : 65536:2
Veld : 1 Block Size : 8
Base Offset 1 17 Label Base 1 524256
Nexthop : 192.0.2.1
To : 192.0.2.7
Res. Nexthop i n/a
Local Pref. : 100 Interface Name : NotAvailable
Aggregator AS : None Aggregator : None
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Atomic Aggr. : Not Atomic MED : 0
AIGP Metric : None IGP Cost : n/a
Connector : None
Community : target:65536:2
12-vpn/vrf-imp:Encap=19: Flags=none: MTU=1514: PREF=0
Cluster : No Cluster Members
Originator Id : None Peer Router Id : 192.0.2.7
Origin : IGP
AS-Path : No As-Path
Route Tag : 0
Neighbor-AS : n/a
Orig Validation: N/A
Source Class HC) Dest Class HC)

Two NLRIs updates are sent to the route reflector, with the following label parameters:
1. LB = 524264, VBS = 8, VBO =1

2. LB =524256, VBS = 8, VBO = 17

PE-2 has a VE-ID of 20. Applying the condition VBO < VE-ID < (VBO+VBS)

+ Update 1: LB = 524264, VBS = 8, VBO = 1

* VBO < VE-ID for VE-ID = 20 is true

* VE-ID < (VBO+VBS) for VE-ID = 20 is false.

* PE-2 cannot choose a label from this block.

» Update 2: LB = 524256, VBS = 8, VBO = 17

* VBO < VE-ID for VE-ID = 20 is true

* VE-ID < (VBO+VBS) for VE-ID = 20 is true.

* PE-2 chooses label 524256 + 20 - 17 = 524259 (LB + VEID - VBO)

The egress label chosen is verified by examining the egress label toward PE-1 (192.0.2.1) on PE-2.

[]
A:admin@PE-2# show service id 2 sdp

Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl

21:4294967292  BgpVpls 192.0.2.1 Up Up 524254 524259
23:4294967293  BgpVpls 192.0.2.3 Up Up 524256 524259

PE-3 has a VE-ID of 3. Applying the condition VBO < VE-ID < (VBO+VBS)
+ Update 1: LB = 524264, VBS = 8, VBO = 1

* VBO < VE-ID for VE-ID = 3 is true

* VE-ID < (VBO+VBS) for VE-ID = 3 is true.
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* PE-3 chooses label 524264 + 3 - 1 = 524266 (LB + VEID - VBO)

» Update 2: LB = 524256, VBS = 8, VBO = 17
» VBO < VE-ID for VE-ID = 3 is false

* VE-ID < (VBO+VBS) for VE-ID = 3 is true.

» PE-3 cannot choose a label from this block.

The egress label chosen is verified by examining the egress label toward PE-1 (192.0.2.1) on PE-3.

[]
A:admin@PE-3# show service id 2 sdp

Services: Service Destination Points

SdpId Type Far End addr Adm Opr I.Lbl E.Lbl
31:4294967293 BgpVpls 192.0.2.1 Up Up 524264 524266
32:4294967292 BgpVpls 192.0.2.2 Up Up 524259 524256

To illustrate the allocation of label blocks by a PE, against the actual use of the same labels, consider the
following. When BGP updates from each PE signal the multiplexer labels in blocks of eight, the allocated

label values are added to the in-use pool. First check what label range can be allocated dynamically.

[]
A:admin@PE-1# show router mpls-labels label-range

Label Ranges

Label Type Start Label End Label Aging Available Total

Static 32 18431 - 18400 18400

Dynamic 18432 524287 0 505824 505856
Seg-Route 0 0 - 0 0

Verify which labels in the dynamic range are in use. The label pool of PE-1 can be verified as per the

following output which shows labels used along with the associated protocol:

[1
A:admin@PE-1# show router mpls-labels label 18432 524287 in-use

MPLS Labels from 18432 to 524287 (In-use)

Label Label Type Label Owner
524256 dynamic BGP
524257 dynamic BGP
524258 dynamic BGP
524259 dynamic BGP
524260 dynamic BGP
524261 dynamic BGP
524262 dynamic BGP
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524263 dynamic BGP
524264 dynamic BGP
524265 dynamic BGP
524266 dynamic BGP
524267 dynamic BGP
524268 dynamic BGP
524269 dynamic BGP
524270 dynamic BGP
524271 dynamic BGP
524272 dynamic BGP
524273 dynamic BGP
524274 dynamic BGP
524275 dynamic BGP
524276 dynamic BGP
524277 dynamic BGP
524278 dynamic BGP
524279 dynamic BGP
524280 dynamic RSVP
524281 dynamic RSVP
524282 dynamic ILDP
524283 dynamic ILDP
524284 dynamic ILDP
524285 dynamic ILDP
524286 dynamic ILDP
524287 dynamic ILDP
In-use labels (Owner: All) in specified range 1 32
In-use labels in entire range 1 32

This shows that 24 labels have been allocated for use by BGP. Of this number, 16 labels have been
allocated for use by PEs within VPLS 2 to communicate with PE-1, the blocks with label base 524256 and
with label base 524264.

There are only two neighboring PEs within this VPLS instance, so only two labels will ever be used in the
data plane for traffic destined for PE-1. These are 524259 and 524266. The remaining labels have no PE
with the associated VE-ID that can use them.

Once again, this case emphasizes that to reduce label wastage, contiguous VE-IDs in the range (N..N+7)
per VPLS should be chosen, where N>0.

Conclusion

BGP-VPLS allows the delivery of Layer 2 VPN services to customers where BGP is commonly used. The
examples presented in this chapter show the configuration of BGP-VPLS together with the associated
show outputs which can be used for verification and troubleshooting.
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Black-hole MAC for EVPN Loop Protection

This chapter provides information about Black-hole MAC for EVPN Loop Protection.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written based on SR OS Release 15.0.R4, but the MD-CLI in the current edition
corresponds to SR OS Release 21.2.R2. Black-hole MAC for EVPN loop protection is supported in SR OS
Release 15.0.R1, and later.

Chapters Auto-Learn MAC Protect in EVPN and Conditional Static Black-Hole MAC in EVPN are
prerequisite reading.

Overview

Service providers are migrating VPLS networks to EVPN and require the same or better loop protection
mechanisms, such as mac-move or auto-learn-mac-protect (ALMP). Chapter Auto-Learn MAC Protect in
EVPN describes how traffic is protected in "static" networks, where the CEs do not move to a different port
or PE, and MAC addresses are always learned first on the correct SAP/SDP-bindings. However, ALMP
does not provide a loop protection solution in EVPN networks that require mobility and ALMP has issues
with all-active multi-homing. Since mobility and all-active multi-homing are two of the key advantages of
EVPN compared to VPLS, an alternate loop protection mechanism is required. This chapter describes an
example for the black-hole based loop protection solution, based on draft-snr-bess-evpn-loop-protect.

Figure 34: Black-hole MAC for EVPN loop protection shows a topology using black-hole MAC for EVPN
loop protection.
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Figure 34: Black-hole MAC for EVPN loop protection
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VPLS 1 with EVI 1 is configured on all PEs. A backdoor link exists between PE-2 and PE-3 (in this case,
caused by misconfiguration: additional SAPs are configured in VPLS 1). When CE-20 sends Broadcast,
Unknown unicast, or Multicast (BUM) traffic, its source address MAC2 is learned by PE-2, which sends an
EVPN-MAC route for MAC2 to its BGP peers. PE-2 floods the frame to its EVPN-MPLS destinations (PE-1
and PE-3) as well as its local SAPs (including the backdoor link to PE-3).

PE-3 receives the EVPN-MAC route from PE-2, but due to the backdoor link, it also learns MAC2 on its
local SAP. Following the MAC mobility procedures, PE-3 advertises MAC2 with a higher sequence number
to its BGP peers. PE-3 floods the frame to its EVPN-MPLS destinations and to its local SAPs.

N Note:
The preceding simplified description assumes that PE-3 receives the EVPN-MAC route prior to
learning MAC2 from the backdoor link, which may or may not be the case. Regardless of how
MAC2 is learned, the MAC duplication procedures are invoked.

PE-2 and PE-3 keep learning and advertising MAC2 until the configured number of MAC moves (num-
moves) has been reached. Then, MAC2 is detected as duplicate and will not be advertised again until the
retry interval has expired.

If the mac-duplication blackhole option is enabled, MAC2 will be added to the FDB as black-hole

MAC, so traffic with MAC DA = MAC2 will be discarded. Also, MAC addresses assigned to a black-hole
destination are considered as protected, so traffic with MAC SA = MAC2 will not be forwarded due to one
of the following reasons:

*  When the SAPs/SDP-bindings or BGP-EVPN MPLS/VXLAN destinations are configured with
fdb>protected-src-mac-violation-action discard, the frames are discarded before any MAC SA is
learned or the MAC DA is looked up.

*  When the SAP is configured with fdb>protected-src-mac-violation-action sap-oper-down, an incoming
frame with MAC SA = black-hole MAC causes the system to bring down the corresponding SAP.

Assuming PE-3 detects MAC2 as duplicate and installs it as black-hole MAC, PE-3 will discard the
broadcast frames with MAC SA = MAC2, so the loop is broken, whereas the legitimate traffic between
CE-10 and CE-20 is allowed (assuming PE-2 does not black-hole MAC2).
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Black-hole MAC duplication is enabled with blackhole true in the mac-duplication context, as follows:

[ex:/configure service vpls "VPLS 1" bgp-evpn]
A:admin@PE-3# mac-duplication ?

mac-duplication

blackhole - Enable black hole dup MAC configuration
detect + Enter the detect context
retry - BGP EVPN MAC duplication retry
# on PE-3:
configure {
service {
vpls "VPLS 1" {
bgp-evpn {

mac-duplication {
blackhole true
When enabled, the operation is as follows:

» Each node that learns a MAC address that has been advertised by a BGP peer will send an EVPN-
MAC route for that MAC address with a higher sequence number. When the number of MAC moves
exceeds the configured threshold (by default, five MAC moves in three minutes), the MAC address is
detected as duplicate and no EVPN-MAC routes will be sent for that MAC address until the retry interval
(default nine minutes) has elapsed.

*  When MAC?2 is detected as duplicate, the system will:
— Add MAC2 to the duplicate MAC list

— Add MAC2 in the FDB as protected MAC associated with a black-hole endpoint (type EvpnD:P and
source identifier black-hole)

* Incoming frames with MAC DA = MAC2 will be discarded based on a MAC lookup in the FDB.

+ MAC addresses assigned to a black-hole destination are protected and incoming frames
with MAC SA = MAC2 will be discarded or the system will bring down the SAP/SDP-binding,
depending on the protected-src-mac-violation-action on the SAP/SDP/EVPN endpoint.

The following output shows the FDB with black-hole MAC address ca:fe:02:20:20:20 (type EvpnD:P):

[/1]
A:admin@PE-3# show service id 1 fdb detail

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:01:10:10:10 mpls: Evpn 04/28/21 09:59:12
192.0.2.1:524284
1dp:65537
1 ca:fe:02:20:20:20 black-hole EvpnD:P 04/28/21 09:59:12

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf
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The duplicate MAC address will be removed from the FDB and the process will be restarted in the following
cases:

* Retry interval events:

— When the retry interval expires.

— When the user configures retry never on the service that detected the duplicate MAC address.
*  MAC relearning events:

— When the remote PE withdraws the MAC address (due to aging or clear service fdb). Local
attempts to clear a black-hole MAC (via clear service fdb) will fail because the type of the MAC
entry is not "learned", but "EvpnD:P".

— When configuring a local conditional static MAC address (CStatic:P) prevents the EvpnD:P entry for
the same MAC address from being installed in the FDB as black-hole, if the SAP/SDP-binding where
the MAC is configured is operationally up.

« CPM switchover event

Configuration

Figure 35: Example topology shows the example topology with three PEs and two CEs. A loop will occur
when CE-20 sends Broadcast, Unknown unicast, or Multicast (BUM) traffic. Traffic between PE-2 and
PE-3 will be sent over the regular router interfaces between the PEs, but also over the backdoor link (SAP
1/1/2:1 in VPLS 1 on PE-2 and SAP 1/1/1:1 in VPLS 1 on PE-3).

Figure 35: Example topology
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The initial configuration includes:
» Cards, MDAs, ports
* Router interfaces

» IS-IS on all router interfaces (alternatively, OSPF can be used)
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* LDP on all router interfaces

Enable black-hole MAC duplication detection in EVPN

BGP is configured for address family EVPN on all PEs with PE-3 as route reflector. The following is the
BGP configuration on PE-3:

# on PE-3:
configure {
router "Base" {
autonomous-system 64500
bgp {
rapid-withdrawal true
split-horizon true
rapid-update {
evpn true
}
group "internal" {
peer-as 64500
family {
evpn true
}
cluster {
cluster-id 192.0.2.3
}
}
neighbor "192.0.2.1" {
group "internal"
}
neighbor "192.0.2.2" {
group "internal"
}
}

VPLS 1 is configured on all PEs with BGP-EVPN and MAC duplication enabled; on PE-2, as follows:

# on PE-2:
configure {
service {
vpls "VPLS 1" {
admin-state enable
service-id 1
customer "1"

bgp 1 {
}
bgp-evpn {
evi 1
mac-duplication {
retry 2 # Duplicate MACs are released after retry interval
blackhole true
detect {
num-moves 3 # speed up MAC-duplication detection
window 1 # speed up MAC-duplication detection
}
}
mpls 1 {

admin-state enable
auto-bind-tunnel {

resolution any
}
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fdb {
protected-src-mac-violation-action discard
}
}
}
sap 1/1/2:1 { # backdoor link to PE-3
}
sap 1/2/1:1 { # to CE-20
}

}

To speed up MAC duplication detection, MAC duplication is detected after three MAC moves (default:

five MAC moves). To shorten the retry interval, the time window is reduced to one minute (default: three
minutes). When a MAC address has been detected as duplicated, the system removes the duplicate MAC
entry after a retry interval of two minutes (default: nine minutes). The retry interval must be at least twice
the time window for MAC duplication detection.

On the EVPN-MPLS endpoints, protected-src-mac-violation-action discard must be configured. When
MAC address ca:fe:02:20:20:20 is detected on PE-3 as a duplicate MAC address that is black-holed, the
EVPN-MPLS endpoints on PE-3 should discard all frames with MAC SA ca:fe:02:20:20:20.

The configuration on the other PEs is similar; only the SAPs are different. VPLS 1 on PE-1 has SAP 1/2/1:1
to CE-10, but no SAP to a backdoor link; VPLS 1 on PE-3 has SAP 1/1/1:1 to the backdoor link to PE-2,
but no SAP to a CE.

When CE-20 sends BUM traffic, its MAC SA ca:fe:02:20:20:20 is learned by PE-2 and advertised in EVPN-
MAC routes. Because of the backdoor link to PE-3, PE-3 also learns MAC SA ca:fe:02:20:20:20 and
advertises it to its BGP peers. The MAC-mobility sequence number is increased until the threshold of three
MAC moves is reached. The following BGP EVPN-MAC route with sequence number 2 is sent by PE-2 to
PE-3:

# on PE-2:
17 2021/04/28 09:59:11.599 UTC MINOR: DEBUG #2001 Base Peer 1: 192.0.2.3
"Peer 1: 192.0.2.3: UPDATE
Peer 1: 192.0.2.3 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.2
Type: EVPN-MAC Len: 33 RD: 192.0.2.2:1 ESI: ESI-0, tag: 0, mac len: 48
mac: ca:fe:02:20:20:20, IP len: O, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:2

The FDB on PE-2 shows that MAC ca:fe:02:20:20:20 has been learned on the SAP toward CE-20 (but it
could also have been learned on the backdoor SAP or even be black-holed), as follows:

[/]
A:admin@PE-2# show service id 1 fdb detail

Forwarding Database, Service 1
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ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:01:10:10:10 mpls: Evpn 04/28/21 09:59:12
192.0.2.1:524284
1dp:65537
1 ca:fe:02:20:20:20 sap:1/2/1:1 L/0 04/28/21 09:59:12

No. of MAC Entries: 2

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The following FDB on PE-3 shows that MAC ca:fe:02:20:20:20 has been detected as a duplicate and
protected MAC (type EvpnD:P) associated with a black-hole endpoint:

[/]
A:admin@PE-3# show service id 1 fdb mac ca:fe:02:20:20:20

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:02:20:20:20 black-hole EvpnD:P 04/28/21 09:59:12

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The following BGP-EVPN information for VPLS 1 on PE-3 shows the settings for MAC duplication
detection, and the number of and list of detected duplicate MAC addresses:

[/]
A:admin@PE-3# show service id 1 bgp-evpn

BGP EVPN Table

MAC Advertisement : Enabled Unknown MAC Route : Disabled
CFM MAC Advertise : Disabled

Creation Origin : manual

MAC Dup Detn Moves : 3 MAC Dup Detn Window: 1

MAC Dup Detn Retry : 2 Number of Dup MACs : 1

MAC Dup Detn BH : Enabled

IP Route Advert : Disabled

Sel Mcast Advert : Disabled

EVI 11

Ing Rep Inc McastAd: Enabled
Accept IVPLS Flush : Disabled

Detected Duplicate MAC Addresses Time Detected
ca:fe:02:20:20:20 04/28/2021 09:59:12
---snip---
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The following message is logged in log "99" on PE-3 when VPLS 1 has detected duplicate MACs:

# on PE-3:
69 2021/04/28 10:04:40.266 UTC MINOR: SVCMGR #2331 Base
"VPLS Service 1 has MAC(s) detected as duplicates by EVPN mac-duplication detection."

MAC address ca:fe:02:20:20:20 remains in the FDB as duplicate and black-holed until the retry interval
expires, as follows:

[ex:/configure service vpls "VPLS 1" bgp-evpn mac-duplication]
A:admin@PE-3# retry ?

retry (<number> | <keyword>)

<number> - <2..60> - minutes
<keyword> - never - minutes
Default -9

BGP EVPN MAC duplication retry

By default, the retry interval is nine minutes, but in this example, it is set to two minutes, which is the
minimum value. The retry interval must be at least twice the time window for MAC duplication detection,
which is by default three minutes, but reduced to one minute in this example. The following error is raised
when attempting to configure a retry interval of two minutes for a detection time window of three minutes:

*[ex:/configure service vpls "VPLS 1" bgp-evpn mac-duplication]

A:admin@PE-3# commit

MINOR: MGMT CORE #3001: configure service vpls "VPLS 1" bgp-evpn mac-duplication retry - mac-
duplication detection window should be less than or equal to half of retry time

After the retry interval expires, the MAC duplication is released.
Log "99" shows the following message when VPLS 1 no longer has duplicate MAC addresses:
# on PE-3:

70 2021/04/28 10:06:43.398 UTC MINOR: SVCMGR #2332 Base
"VPLS Service 1 no longer has MAC(s) detected as duplicates by EVPN mac-duplication detection."

MAC address ca:fe:02:20:20:20 remains in the FDB with type Evpn instead of EvpnD:P. BGP routes only
disappear after a withdraw message has been received, whereas locally learned MAC addresses are
flushed.

[/]
A:admin@PE-3# show service id 1 fdb mac ca:fe:02:20:20:20

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:02:20:20:20 mpls: Evpn 04/28/21 10:06:43

192.0.2.2:524284
1dp:65538

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf
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Clear commands

The following FDB entry on PE-3 of type EvpnD:P cannot be cleared with a normal FDB clear command:

[/]
A:admin@PE-3# show service id 1 fdb mac ca:fe:02:20:20:20

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:02:20:20:20 black-hole EvpnD:P 04/28/21 10:07:52

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The following error is raised when attempting to clear this FDB entry:

[/]
A:admin@PE-3# clear service id 1 fdb mac ca:fe:02:20:20:20
MAJOR: LOG #1202: Cannot perform clear operation - Entry is not of learned type

Log "99" shows the following message:

72 2021/04/28 10:08:17.960 UTC INDETERMINATE: LOGGER #2010 Base Clear SVCMGR

"Clear function clearSvcIdFdbMac has been run with parameters: svc-id="1" mac=
"ca:fe:02:20:20:20". The completion result is: failure. Additional error text, if any, is:
Entry is not of learned type"

The following clear command releases the MAC duplication from the entry in the FDB, but it does not
remove the entry from the FDB if it was learned from EVPN. The type is changed from EvpnD:P to Evpn.

[/]
A:admin@PE-3# clear service id 1 evpn mac-dup-detect ieee-address ca:fe:02:20:20:20

[/1]
A:admin@PE-3# show service id 1 fdb mac ca:fe:02:20:20:20

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 ca:fe:02:20:20:20 mpls: Evpn 04/28/21 10:09:50

192.0.2.2:524284
1dp:65538

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

Instead of clearing the MAC duplication state for one specific MAC address, all duplicate MAC addresses
can be cleared by the following command:

[/]
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A:admin@PE-3# clear service id 1 evpn mac-dup-detect all

When the MAC duplication is released, VPLS 1 no longer has duplicate MAC addresses detected, as
follows:

[/]
A:admin@PE-3# show service id 1 bgp-evpn | match "Detected" pre-lines 1 post-lines 4

Log "99" shows the following messages related to the clear commands:

76 2021/04/28 10:10:13.078 UTC INDETERMINATE: LOGGER #2010 Base Clear SVCMGR
"Clear function cliClearSvcIdEvpnDupDetMacAll has been run with parameters: svc-id="1". The
completion result is: success. Additional error text, if any, is: "

75 2021/04/28 10:09:49.947 UTC INDETERMINATE: LOGGER #2010 Base Clear SVCMGR
"Clear function cliClearSvcIdEvpnDupDetMac has been run with parameters: svc-id="1"mac=
"ca:fe:02:20:20:20". The completion result is: success. Additional error text, if any, is:

Restrict Protected Source option

By default, the frames with MAC SA or DA equal to the duplicate MAC address are discarded, but the SAP/
SDP-binding where the frame enters the VPLS remains operationally up. With the protected-src-mac-
violation-action sap-oper-down, the system will bring the SAP down where the frame with duplicate
source MAC enters. The configuration on PE-2 and PE-3 is modified with protected-src-mac-violation-
action sap-oper-down on the SAP to the backdoor link, as follows:

# on PE-2:
configure {
service {
vpls "VPLS 1" {
sap 1/1/2:1 {
fdb {
protected-src-mac-violation-action sap-oper-down

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/1/1:1 {
fdb {
protected-src-mac-violation-action sap-oper-down

When CE-20 sends BUM traffic, PE-3 detects MAC ca:fe:02:20:20:20 as duplicate. Log "99" shows

that a duplicate MAC address has been detected, that protected MAC address ca:fe:02:20:20:20 has
been received on SAP 1/1/1:1 in VPLS 1, and that the status of SAP 1/1/1:1 in VPLS 1 is changed to
operationally down, with flag RxProtSrcMac indicating that a protected source MAC has been received.

80 2021/04/28 10:11:40.885 UTC MINOR: SVCMGR #2203 Base
"Status of SAP 1/1/1:1 in service 1 (customer 1) changed to admin=up oper=down flags=RxProtSrc
Mac *
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79 2021/04/28 10:11:40.885 UTC MINOR: SVCMGR #2208 Base
"Protected MAC ca:fe:02:20:20:20 received on SAP 1/1/1:1 in service 1. The SAP will be
disabled."

78 2021/04/28 10:11:39.886 UTC MINOR: SVCMGR #2331 Base
"VPLS Service 1 has MAC(s) detected as duplicates by EVPN mac-duplication detection."

The following shows that SAP 1/1/1:1 in VPLS 1 on PE-3 is operationally down with flag RxProtSrcMac:

[/]
A:admin@PE-3# show service id 1 sap 1/1/1:1

Service Access Points(SAP)

Service Id 01

SAP 1 1/1/1:1 Encap : q-tag
Description : (Not Specified)

Admin State : Up Oper State : Down
Flags : RxProtSrcMac

Multi Svc Site : None

Last Status Change : 04/28/2021 10:11:41

Last Mgmt Change : 04/28/2021 10:11:19

The only way to re-enable the SAP is to disable and enable the SAP, as follows:

# on PE-3:
configure exclusive
service {
vpls "VPLS 1" {
sap 1/1/1:1
admin-state disable
commit
admin-state enable
commit
[/1]

A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId Svcld Ing. 1Ing. Egr. Egr. Adm Opr
QoS  Fltr QoS  Fltr

Black-hole MAC duplication in all-active multi-homing

Figure 36: Example topology with all-active multi-homing shows the example topology with all-active multi-
homing.
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Figure 36: Example topology with all-active multi-homing
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In this topology, the backdoor link is removed. On PE-1, VPLS 2 is configured without EVPN; on PE-2 and
PE-3, VPLS 2 is configured with EVPN-MPLS. LAG 1 is configured on the PEs and Ethernet Segment (ES)
ESI-23 is created on PE-2 and PE-3, as follows:

# on PE-2, PE-3:
configure {
service {
system {
bgp {
evpn {
ethernet-segment "ESI-23" {
admin-state enable
esi 01:00:00:00:00:23:00:00:00:01
multi-homing-mode all-active
df-election {
es-activation-timer 3

}

association {
lag "lag-1" {
}

}

}

The reason why black-hole MAC duplication should be configured instead of ALMP is the following. When
ALMP is configured on SAP lag-1:2 on PE-2 and PE-3, MAC address ca:fe:01:12:12:12 of CE-12 is
learned and protected on the SAP on both PEs. Traffic sent from CE-12 to CE-22 that is hashed over the
direct link between PE-1 and PE-2 will reach its destination. Traffic that is hashed over the link between
PE-1 and PE-3 will be forwarded by PE-3 to PE-2, but PE-2 will drop the traffic because it contains a MAC
SA that is protected locally, as shown in Figure 37: Traffic dropped when ALMP is configured in all-active
multi-homing.
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Figure 37: Traffic dropped when ALMP is configured in all-active multi-homing
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When black-hole MAC duplication is configured instead of ALMP, traffic hashed on the link to PE-3 is
forwarded to PE-2 and to CE-22. This is because MAC duplication is ES-aware and the same MAC seen
on the same ES in two different PEs will never be detected as duplicate.

The configuration of VPLS 2 in PE-2 is as follows:

# on PE-2:
configure {
service {
vpls "VPLS 2" {
admin-state enable
service-id 2
customer "1"
bgp 1 {
}
bgp-evpn {
evi 2
mac-duplication {
blackhole true

}
mpls 1 {
admin-state enable
auto-bind-tunnel {
resolution any

}
fdb {

protected-src-mac-violation-action discard
}

}
}
sap 1/2/1:2 {
}
sap lag-1:2 {
}
}

The configuration of VPLS 2 on PE-3 is similar.
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Conclusion

Black-hole MAC for EVPN MAC duplication protects EVPN services against customer-created backdoors
or loops, while supporting MAC mobility and all-active multi-homing.
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Conditional Static Black-Hole MAC in EVPN

This chapter provides information about Conditional Static Black-Hole MAC in EVPN.
Topics in this chapter include:

* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written for SR OS Release 14.0.R6, but the MD-CLI in the current edition is
based on SR OS Release 21.2.R1. Conditional static black-hole MAC is supported on EVPN services only,
including EVPN-VXLAN and EVPN-MPLS, in SR OS Release 14.0.R1, and later.

Overview

A static black-hole MAC address is a local FDB record associated with a black-hole instead of a SAP or

SDP-binding. Black-hole MAC addresses offer a scalable way to filter frames in the data plane based on
MAC DA or SA, regardless of how the frame is arriving in the system. Black-hole MAC addresses can be
configured in EVPN in the following ways:

» Static configured black-hole MAC address
* Anti-spoof MAC address in proxy Address Resolution Protocol/Neighbor Discovery (proxy-ARP/ND)

*  MAC-duplication black-hole (supported in SR OS Release 15.0.R1, and later), see chapter Black-hole
MAC for EVPN Loop Protection

When a specific MAC address is configured as a static black-hole MAC address, all frames with MAC
DA equal to this black-hole MAC address will be dropped. Also, black-hole MAC addresses are treated
as protected MAC addresses, which allows filtering on MAC SA; see chapter Auto-Learn MAC Protect in
EVPN.

The default behavior on the SAP/SDP-bindings is Restricted Protected Source Discard Frame (RPS-DF).
Therefore, all frames with MAC SA equal to the black-hole MAC address will, by default, be dropped on the
SAP/SDP-binding where the frames enter the service. Instead of dropping the frames, the entire SAP/SDP-
binding can be brought operationally down, if the SAP/SDP-binding is explicitly configured with Restricted
Protected Source (RPS) with sap-oper-down/sdp-bind-oper-down. The SAP/SDP-binding can only be
brought up manually by disabling and re-enabling the SAP/SDP-binding. On the EVPN endpoints between
PEs, it is possible to configure RPS-DF, not RPS. When configured, the EVPN endpoint will drop frames
with MAC SA equal to the black-hole MAC address.

Black-hole MAC addresses can be used as an alternative to MAC filters, which simplifies the deployment
of proxy-ARP/ND with anti-spoof MAC addresses. ARP/ND spoofing is a technique whereby an attacker
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sends fake ARP/ND messages to a broadcast domain. Generally, the aim is to get the routers in the
broadcast domain to associate the attacker's MAC address with the IP address of another host, causing
any traffic destined to that IP address to be sent to the attacker instead. To prevent this from happening, a
proxy-ARP/ND with duplicate IP detection monitors the number of times the MAC changes for an offending
IP address. When a certain number of MAC moves are detected in a defined period, the system flags the
proxy-ARP entry as duplicate for a defined hold time and an alarm is sent to log 99.

Chapter EVPN for MPLS Tunnels describes the proxy-ARP/ND configuration with the option to define

an anti-spoof MAC (AS-MAC) address for EVPN-MPLS networks using MAC filters, including some
recommended settings. The AS-MAC address will be advertised with the duplicate IP address in gratuitous
ARP (GARP) and ARP replies to all CEs in the EVPN (in the case of proxy-ND, unsolicited Neighbor
Advertisement messages are sent instead of GARP messages).

ARP/ND broadcast traffic is a security issue for Internet eXchange Providers (IXPs) and service providers
with large Layer 2 domains. In such networks, administrators try to avoid ARP/ND flooding. Figure 38:
Proxy-ARP/ND and ARP spoofing shows the proxy-ARP/ND feature where local ARP/ND requests are
responded by the system on behalf of the IP interface owners.

Figure 38: Proxy-ARP/ND and ARP spoofing

IP or IP/MPLS
Core Network

[N e

HEviE <71 Who has IP1?
> MACT has IP1

ProxyYARP/ND

26244

EVPN can suppress ARP/ND flooding within an EVPN service if all the attached hosts advertise their
presence. Therefore, EVPN is preferred in IXPs to mitigate and even eliminate the ARP/ND flooding issue.
The proxy-ARP/ND agent responds to local ARP/ND requests using a proxy-ARP/ND table per service.
This table is populated by EVPN entries (MAC-IP pairs), static entries configured in the service, and
dynamic entries snooped from ARP/GARP/ND messages sent by the ISP routers. The static entries and
snooped dynamic entries are also advertised in EVPN-MAC routes.

As well as the proxy-ARP/ND, SR OS supports an anti-spoofing mechanism that can detect and block an
ARP spoofing attack or a misconfigured duplicated IP address. When using MAC filters, the same anti-
spoof-mac option must be configured in all the PEs and this filter may be configured on all the PE SAPs/
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SDP-bindings to discard all the frames with MAC DA equal to the anti-spoof MAC address. This requires a
lot of configuration and is prone to configuration errors.

Conditional static black-hole MAC addresses can be configured for the anti-spoof MAC address so that
frames with MAC DA equal to the anti-spoof MAC address can be discarded based on a MAC address
lookup in the FDB, as opposed to a MAC filter entry. Less configuration is required and this simplifies the
deployment of proxy-ARP/ND with AS-MAC. The configuration example in this chapter includes proxy-ARP,
but the behavior is similar for proxy-ND.

Configuration

Figure 39: Example topology shows the example topology. Traffic will be sent between the CEs and
may be dropped in the PEs if the MAC DA or MAC SA matches a black-hole MAC address. IP address
172.16.0.10/24 is duplicate (CE-10 and CE-11).

Figure 39: Example topology
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The initial configuration on the nodes includes:
» Cards, MDAs, ports

* Router interfaces

* |IS-IS between PEs

* LDP between PEs

BGP is configured between the PEs for address family EVPN with PE-2 as route reflector (RR). Instead of
an RR, a full mesh can also be configured between the PEs. The BGP configuration on PE-2 is as follows:

# on RR PE-2:
configure {
router "Base" {
autonomous-system 64500
bgp {
rapid-withdrawal true
split-horizon true
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rapid-update {
evpn true
}
group "internal" {
peer-as 64500
family {
evpn true
}
cluster {
cluster-id 1.1.1.1
}
}
neighbor "192.0.2.3" {
group "internal"
}
neighbor "192.0.2.4" {
group "internal"
}
}

VPLS 1 is configured on all PEs and on MTU-1 (MTU-1's VPLS 1 is connected to PE-3 by a SAP). The
VPLS configuration on the PEs includes EVPN-MPLS, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
admin-state enable
service-id 1
customer "1*"
bgp 1 {
}
bgp-evpn {
evi 1
mpls 1 {
admin-state enable
ingress-replication-bum-label true
auto-bind-tunnel {
resolution any
b

)
}
sap 1/2/1:1 {

}
sap 1/2/3:1 {
}

Conditional static black-hole MAC

Conditional static black-hole MAC address is an extension to the conditional static MAC address, but with
the blackhole keyword. It is a scalable way to filter MAC DA or SA in the data plane, regardless of how the
frame is arriving at the system (SAP/SDP-bindings or EVPN termination endpoints).

When the static black-hole MAC is added to the FDB, all Ethernet frames with MAC DA equal to the black-
hole MAC are dropped. Filtering based on the MAC SA is explained in the next section: Conditional static
black-hole MAC in combination with restrict protected source.
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Figure 40: Conditional static black-hole MAC shows the example setup with conditional static black-hole
MAC 00:00:aa:aa:aa:aa.

Figure 40: Conditional static black-hole MAC
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When no conditional static black-hole MAC is configured, CE-30 can receive and send traffic from and to
the other CEs; for instance, from and toward CE-20, as follows:

[/]

A:admin@PE-2# ping 172.16.0.30 router-instance "VPRN 10"
PING 172.16.0.30 56 data bytes

64 bytes from 172.16.0.30: icmp seq=1 ttl=64 time=7.31ms.
64 bytes from 172.16.0.30: icmp seq=2 ttl=64 time=3.33ms.
---snip---

[/1]

A:admin@PE-3# ping 172.16.0.20 router-instance "VPRN 10"
PING 172.16.0.20 56 data bytes

64 bytes from 172.16.0.20: icmp seq=1 tt1=64 time=3.45ms.
64 bytes from 172.16.0.20: icmp seq=2 ttl=64 time=3.13ms.
---snip---

In this example, CE-20 and CE-30 correspond to VPRN 10 configured on PE-2 and PE-3 (using a hairpin
to loop the traffic back to the PE).

Conditional static black-hole MAC 00:00:aa:aa:aa:aa (which corresponds to the MAC address of CE-30) is
configured in VPLS 1 on PE-3 as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
mac 00:00:aa:aa:aa:aa {
blackhole
}
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}
The black-hole MAC is added as a conditional static (CStatic) MAC that is protected (P), as follows:

[/1]
A:admin@PE-3# show service id 1 fdb mac 00:00:aa:aa:aa:aa

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:aa:aa:aa:aa black-hole CStatic: 03/26/21 11:49:43
2]

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The source identifier is black-hole and it is applicable to frames that enter the VPLS on this node,
regardless of how they enter the VPLS (SAP, SDP-binding, or EVPN endpoint).

The conditional static black-hole MAC is advertised to the BGP peers in a BGP-EVPN MAC route with the
sticky/static bit set, as follows:

# on PE-3:
9 2021/03/26 11:49:42.675 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 33 RD: 192.0.2.3:1 ESI: ESI-0, tag: 0, mac len: 48
mac: 00:00:aa:aa:aa:aa, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

The MAC route is added to the FDB on the other PEs as a static (S) and protected (P) MAC; for example,
on PE-2, as follows:

[/]
A:admin@PE-2# show service id 1 fdb mac 00:00:aa:aa:aa:aa

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:aa:aa:aa:aa mpls: EvpnS:P 03/26/21 11:49:43

192.0.2.3:524284
1dp:65537
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Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

When CE-20 sends an ICMP request to CE-30, the MAC DA 00:00:aa:aa:aa:aa is black-holed on PE-3,
and no ICMP request succeeds, as follows:

[/]

A:admin@PE-2# ping 172.16.0.30 router-instance "VPRN 10"
PING 172.16.0.30 56 data bytes

Request timed out. icmp seq=1.

Request timed out. icmp seq=2.

Request timed out. icmp seq=3.

Request timed out. icmp seq=4.

Request timed out. icmp seq=5.

----172.16.0.30 PING Statistics ----
5 packets transmitted, O packets received, 100% packet loss

The port statistics show that the traffic was sent from PE-2 to PE-3, where it entered on port 1/1/3, then
got discarded. To verify this, the port statistics are cleared on PE-2 and PE-3, then 1000 ICMP packets are
sent from CE-20, as follows:

[/]
A:admin@PE-2# ping 172.16.0.30 router-instance "VPRN 10" count 1000 interval 0.1 output-format

summary
---snip---
1000 packets transmitted, O packets received, 100% packet loss

The 1000 packets are received at SAP 1/2/1:1 on PE-2, as follows:

[/]
A:admin@PE-2# show port 1/2/1 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/2/1 1000 106000

0 0

These packets are forwarded to port 1/1/3 toward PE-3, as follows:

[/]
A:admin@PE-2# show port 1/1/3 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/3 13 1306
1013 125254
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On the interfaces between the PEs, other packets are sent besides the ICMP requests, such as IS-IS
messages; therefore, the number of packets is slightly greater than 1000.

On PE-3, these packets are received on port 1/1/3, as follows:

[/1]
A:admin@PE-3# show port 1/1/3 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/3 1024 126444

24 2351

The FDB entry for this MAC DA is black-holed and no traffic is received on SAP 1/2/1:1 toward CE-30;
therefore, the statistics for port 1/2/1 are empty and nothing is displayed, as follows:

[/]
A:admin@PE-3# show port 1/2/1 statistics

It is possible to configure the black-hole MAC address on a different PE; for example, on PE-4 instead
of PE-3. The conditional static black-hole MAC address configuration in VPLS 1 on PE-3 is removed, as
follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
delete mac 00:00:aa:aa:aa:aa {

}
}

The conditional static black-hole MAC is configured on PE-4 instead, as follows:

# on PE-4:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
mac 00:00:aa:aa:aa:aa {
blackhole
}

}

PE-4 sends EVPN-MAC updates to its peers. PE-2 learns that all traffic with MAC DA 00:00:aa:aa:aa:aa
should be redirected to PE-4, as shown in the FDB on PE-2:

[/]
A:admin@PE-2# show service id 1 fdb mac 00:00:aa:aa:aa:aa
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Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:aa:aa:aa:aa mpls: EvpnS:P 03/26/21 11:51:59

192.0.2.4:524284
1dp:65538

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

The port statistics are cleared on all PEs and 1000 ICMP packets are sent from CE-20 to CE-30, as
follows:

[/1]

A:admin@PE-2# ping 172.16.0.30 router-instance "VPRN 10" count 1000 interval 0.1 output-format
summary

---snip---

1000 packets transmitted, O packets received, 100% packet loss

On PE-2, traffic is not forwarded on the direct link (port 1/1/3) toward PE-3, but redirected to PE-4 (port
1/1/1) instead, as follows:

[/1]
A:admin@PE-2# show port 1/1/1 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/1 15 1464

1014 125360
[/]

A:admin@PE-2# show port 1/1/3 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/3 15 1433

16 1589

On PE-4, traffic is received from PE-2 on port 1/1/2, then discarded because the MAC DA equals the static
black-hole MAC in the FDB, as follows. No traffic is forwarded to port 1/1/1 toward PE-3, where CE-30 is
attached.

[/]
A:admin@PE-4# show port 1/1/1 statistics

Port Statistics on Slot 1
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Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/1 22 2192

22 2192
[/1]

A:admin@PE-4# show port 1/1/2 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/2 1025 126476

24 2351

The configuration is restored with conditional static black-hole MAC in VPLS 1 on PE-3, not on PE-4, as
follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
mac 00:00:aa:aa:aa:aa {
blackhole
b

# on PE-4:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {

delete mac 00:00:aa:aa:aa:aa {
}

Conditional static black-hole MAC in combination with restrict protected source

For Ethernet frames with MAC SA equal to the static black-hole MAC, the treatment is the same as for
protected MACs (see chapter Auto-Learn MAC Protect in EVPN), but for conditional static black-hole
MACs, ALMP need not be enabled on the SAP or SDP-binding:

*  When a frame is received with MAC SA equal to the black-hole MAC, it is dropped, because RPS-DF
is enabled on the SAP or SDP-binding, by default. RPS-DF need not be enabled explicitly. An error
message is raised when the following command is entered:

[ex:/configure service vpls "VPLS 1" sap 1/2/1:1 fdb]
A:admin@PE-3# protected-src-mac-violation-action discard
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*[ex:/configure service vpls "VPLS 1" sap 1/2/1:1 fdb]

A:admin@PE-3# commit

MINOR: SVCMGR #12: configure service vpls "VPLS 1" sap 1/2/1:1 fdb protected-src-mac-

violation-action - Inconsistent Value error - not supported on bgp-evpn services - configure
service vpls "VPLS 1" bgp-evpn

*  When RPS is enabled instead of RPS-DF, the SAP or SDP-binding where the frame was received, with
MAC SA equal to the black-hole MAC, is brought operationally down. The SAP or SDP-binding can be
brought up manually by disabling and re-enabling the SAP or SDP-binding. RPS is enabled on SAP
1/2/1:1 as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/1:1 {
fdb {
protected-src-mac-violation-action sap-oper-down

)

}

» Optionally, RPS-DF can be enabled on the EVPN-MPLS endpoint or EVPN-VXLAN endpoint. When
enabled, the EVPN endpoint will discard frames with MAC SA equal to the black-hole MAC. RPS
cannot be configured instead of RPS-DF on EVPN endpoints. It is not an option to bring the EVPN
endpoint down when a frame is received with MAC SA equal to the static black-hole MAC. The
commands to enable RPS-DF on the EVPN-MPLS endpoints and EVPN-VXLAN endpoints are as
follows:

[ex:configure service vpls "VPLS 1" bgp-evpn mpls 1 fdb]
A:admin@PE-3# protected-src-mac-violation-action ?

protected-src-mac-violation-action <keyword>
<keyword> - discard

Action when a relearn request for a protected MAC is received

*[ex:configure service vpls "VPLS 1" vxlan instance 1 fdb]
A:admin@PE-3# protected-src-mac-violation-action ?

protected-src-mac-violation-action <keyword>
<keyword> - discard

Action when a relearn request for a protected MAC is received

With the default configuration (RPS-DF on SAP/SDP-bindings), the behavior is as follows for conditional
static black-hole MAC 00:00:aa:aa:aa:aa configured in VPLS 1 on PE-3. All traffic from CE-30 with MAC
SA 00:00:aa:aa:aa:aa is black-holed on SAP 1/2/1:1 on PE-3, because the default behavior on SAP 1/2/1:1
is RPS-DF, and the frame is discarded. The packets are received on port 1/2/1 (SAP 1/2/1:1) and dropped.
No packets are forwarded to port 1/1/3 toward PE-2 or any other port.

[/]
A:admin@PE-3# ping 172.16.0.20 router-instance "VPRN 10" count 1000 interval 0.1 output-format
summary
---snip---
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1000 packets transmitted, 0 packets received, 100% packet loss

[/1]

A:admin@PE-3# show port 1/1/2 statistics # port toward PE-4

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets

Id Egress Packets Egress Octets

1/1/2 17 1732
17 1732

[/]

A:admin@PE-3# show port 1/1/3 statistics # port toward PE-2

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets

Id Egress Packets Egress Octets

1/1/3 20 1995
18 1787

[/1]

A:admin@PE-3# show port 1/2/1 statistics # SAP 1/2/1:1 toward CE-30

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets

Id Egress Packets Egress Octets

1/2/1 1000 106000
0 0

If the static MAC is configured in VPLS 1 on PE-4 and not on PE-3, PE-3 will still discard the packets with
MAC SA 00:00:aa:aa:aa:aa arriving on SAP 1/2/1:1, because it learned from the EVPN-MAC updates that
MAC 00:00:aa:aa:aa:aa is a protected MAC on PE-4. Therefore, traffic with this MAC SA is not expected

and not allowed on PE-3, as follows:

# on PE-4:
configure {
service

{

vpls "VPLS 1" {

# on PE-3:

3HE 20793 AAAD TQZZA

fdb {
static-mac {

mac 00:00:aa:aa:aa:aa {

blac
b

khole
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configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
delete mac 00:00:aa:aa:aa:aa {
}

[/1]
A:admin@PE-3# show service id 1 fdb mac 00:00:aa:aa:aa:aa

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:aa:aa:aa:aa mpls: EvpnS:P 03/26/21 11:55:22

192.0.2.4:524284
1dp:65538

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

[/1]

A:admin@PE-3# ping 172.16.0.20 router-instance "VPRN 10" count 1000 interval 0.1 output-format
summary

---snip---

1000 packets transmitted, O packets received, 100% packet loss

[/]
A:admin@PE-3# show port 1/1/2 statistics # port toward PE-4

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets

Id Egress Packets Egress Octets

1/1/2 22 2192
22 2192

[/]

A:admin@PE-3# show port 1/1/3 statistics # port toward PE-2

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/3 25 2476

24 2351
[/]

A:admin@PE-3# show port 1/2/1 statistics
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Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/2/1 1000 106000

0 0

The configuration is restored as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
mac 00:00:aa:aa:aa:aa {
blackhole
b

# on PE-4:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {

delete mac 00:00:aa:aa:aa:aa {
}

}

Optionally, RPS-DF can be configured on the EVPN-MPLS endpoints on the PEs, as follows:

configure {
service {
vpls "VPLS 1" {
bgp-evpn {
mpls 1 {
fdb {
protected-src-mac-violation-action discard
}

}

When RPS-DF is configured on the EVPN-MPLS endpoints, frames with MAC SA 00:00:aa:aa:aa:aa can
be discarded by the EVPN endpoints between the PEs. However, in this example this is not required,
because any frame with MAC SA 00:00:aa:aa:aa:aa will be dropped by the local SAP before it can be
forwarded to an EVPN endpoint.

It is possible to configure RPS with sap-oper-down on SAP 1/2/1:1 on PE-3, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
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sap 1/2/1:1 {
fdb {
protected-src-mac-violation-action sap-oper-down
}
}

When CE-30 sends traffic with MAC SA equal to a protected MAC address (black-hole or not), the entire
SAP 1/2/1:1 will be brought operationally down, as follows:

[/]

A:admin@PE-3# ping 172.16.0.20 router-instance "VPRN 10"
PING 172.16.0.20 56 data bytes

Request timed out. icmp seq=1.

Request timed out. icmp seq=2.

---snip---

----172.16.0.20 PING Statistics ----

5 packets transmitted, O packets received, 100% packet loss

[/]
A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId SvcId Ing. 1Ing. Egr. Egr. Adm Opr
QoS  Fltr QoS  Fltr

1/2/1:1 1 1 none 1 none Up Down

1/2/3:1 1 1 none 1 none Up Up

The following information for SAP 1/2/1:1 in VPLS 1 shows that this SAP is operationally down because a
protected source MAC address was received on this SAP (Flags: RxProtSrcMac), as follows:

[/]
A:admin@PE-3# show service id 1 sap 1/2/1:1

Service Access Points(SAP)

Service Id 01

SAP : 1/2/1:1 Encap : q-tag
Description : (Not Specified)

Admin State : Up Oper State : Down
Flags : RxProtSrcMac

Multi Svc Site : None

Last Status Change : 03/26/2021 11:54:35

Last Mgmt Change : 03/26/2021 11:53:50

Log 99 shows that a protected MAC was received on SAP 1/2/1:1 and the SAP went operationally down
with flag RxProtSrcMac, as follows:

90 2021/03/26 11:54:35.164 CET MINOR: SVCMGR #2208 Base
"Protected MAC 00:00:aa:aa:aa:aa received on SAP 1/2/1:1 in service 1. The SAP will be
disabled."
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91 2021/03/26 11:54:35.164 CET MINOR: SVCMGR #2203 Base
"Status of SAP 1/2/1:1 in service 1 (customer 1) changed to admin=up oper=down flags=RxProtSrc
Mac "

The SAP can only be brought up manually by disabling and re-enabling the SAP, as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/1:1 {

admin-state disable
commit
admin-state enable
commit

[/]
A:admin@PE-3# show service id 1 sap

SAP(Summary), Service 1

PortId SvcId Ing. 1Ing. Egr. Egr. Adm Opr
QoS  Fltr QoS  Fltr

1/2/1:1 1 1 none 1 none Up Up

1/2/3:1 1 1 none 1 none Up Up

The default behavior of SAP 1/2/1:1 is RPS-DF, which is configured by removing the RPS configuration, as
follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
sap 1/2/1:1 {
fdb {
delete protected-src-mac-violation-action

}

}

The conditional static black-hole MAC configuration is removed as follows:

# on PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
delete mac 00:00:aa:aa:aa:aa {
}
}
}
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Black-hole MAC in services with proxy-ARP/ND

In this example, only proxy-ARP is shown, not proxy-ND. However, the configuration and procedures for
proxy-ND would be equivalent.

First, the implementation of proxy-ARP and AS-MAC is described without static black-hole MAC
addresses. MAC filters will be required to drop or redirect traffic, but these are not shown in the example.
Configuring MAC filters and applying them on SAP/SDP-bindings is labor-intensive and can be error-prone.
Afterward, the implementation with AS-MAC as static black-hole is described.

Services with proxy-ARP and AS-MAC - no static black-hole MAC

IP duplication works when the IP address moves between:
» Dynamic (learned on SAP) and EVPN

+ EVPN and dynamic

» Dynamic and dynamic

The following example shows IP address moves from dynamic to dynamic between SAP 1/2/1:1 (to CE-10)
and SAP 1/2/1:2 (to CE-11) in VPLS 1 on MTU-1. However, the duplicate IP address could have been

in PE-3 and MTU-1 instead (EVPN or dynamic) and still the IP address would have been detected as
duplicate.

Figure 41: VPLS 1 with proxy-ARP and AS-MAC shows the example setup with duplicate IP address
172.16.0.10/24 for CE-10 and CE-11. VPLS 1 is configured with proxy-ARP with duplicate IP detection in
PE-2 and PE-3 (and possibly also in other PEs). MAC address 00:00:bb:bb:bb:bb is configured as AS-
MAC, which will be used when a duplicate IP address has been detected.

Figure 41: VPLS 1 with proxy-ARP and AS-MAC

PE-3
MTU-1 Proxy-ARP
CE-10 192.0.2.1 192.0.2.3
172.16.0.10/24
Duplicate IP address CE-30
00:00:01:10:10:10 172.16.0.30/24
CE-11 VPLS 1 VPLS 1 00:00:aa:aa:aa:aa

CE-31
172.16.0.31/24
00:00:03:31:31:31

172.16.0.10/24 | I
Duplicate IP address

00:00:01:11:11:11

CE-20
172.16.0.20/24
00:00:02:20:20:20 VPLS 1 VPLS 1 [—— CE-40

CE-21 —— [T} | |

172.16.0.21/24

00:00:02:21:21:21 PE-2 PE-4
Proxy-ARP 192.0.2.4
192.0.2.2
26247
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For IP duplication detection, the following parameters can be customized so that the system can react to
particular conditions in the network. The syntax is as follows:

*[ex:/configure service vpls "VPLS 1" proxy-arp]
A:admin@PE-3# duplicate-detect ?

duplicate-detect

anti-spoof-mac - MAC address to replace the proxy-ARP/ND offending entry's MAC
hold-down-time - Hold down time for a duplicate entry

num-moves - Number of moves required to declare a duplicate entry
static-blackhole - Consider anti-spoof MAC as black-hole static MAC in FDB
window - Time to monitor the MAC address in the anti-spoofing mechanism

In VPLS 1 on PE-2 and PE-3, a proxy-ARP with duplicate IP detection is configured, including an optional
anti-spoof MAC (AS-MAC) 00:00:bb:bb:bb:bb for offending IP addresses, as follows:

# on PE-2, PE-3:
configure {
service {
vpls "VPLS 1" {
proxy-arp {
admin-state enable
dynamic-populate true
duplicate-detect {
anti-spoof-mac 00:00:bb:bb:bb:bb
window 3
num-moves 3
hold-down-time max
}
static-arp {
ip-address 172.16.0.20 {
mac 00:00:02:20:20:20
}

}

The proxy-ARP table contains one static entry (for IP 172.16.0.20). In this case, dynamic ARP populate
is enabled. Therefore, the proxy-ARP table will be updated with ARP entries for IP 172.16.0.10 and MAC
00:00:01:10:10:10 or MAC 00:00:01:11:11:11 for frames originating from CE-10 or CE-11.

When a duplicate IP is detected for IP 172.16.0.10 (after three changes of MAC for IP 172.16.0.10 in a
period of three minutes), the corresponding ARP entry contains the duplicate IP address 172.16.0.10 and
the AS-MAC 00:00:bb:bb:bb:bb and its type is duplicate (dup). Therefore, this ARP entry is always active
until it is removed. Until now, this configuration does not include a static black-hole MAC, and this option
is by default disabled. This configuration for duplicate IP detection can be used in combination with MAC
filters. The configuration with static black-hole MAC is shown in the section Services with proxy-ARP and
AS-MAC configured as static black-hole MAC.

The configured AS-MAC will be advertised in an EVPN-MAC route with the sticky/static bit set and without
any IP address (because there is no IP duplication detected yet), as follows:

# on PE-3:
25 2021/03/26 11:59:16.417 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:

Withdrawn Length = 0

Total Path Attr Length = 124

Flag: 0x90 Type: 14 Len: 79 Multiprotocol Reachable NLRI:

Address Family EVPN
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NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 33 RD: 192.0.2.3:1 ESI: ESI-0, tag: 0, mac len: 48
mac: 02:17:ff:00:03:3a, IP len: 0, IP: NULL, labell: 8388544
Type: EVPN-MAC Len: 33 RD: 192.0.2.3:1 ESI: ESI-0, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: O
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

Without the option static black-hole, the configured AS-MAC is not added to the local FDB, but this MAC
address is treated as a local MAC. The FDB on PE-3 does not contain AS-MAC 00:00:bb:bb:bb:bb, as
follows:

[/1]
A:admin@PE-3# show service id 1 fdb mac 00:00:bb:bb:bb:bb

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age

No Matching Entries

Debugging is enabled for proxy-ARP for IP address 172.16.0.10 in VPLS 1 on PE-3, as follows (in classic
CLI):

A:PE-3# debug service id 1 proxy-arp ip 172.16.0.10

When traffic is sent from CE-11 to CE-21, a dynamic ARP entry for IP address 172.16.0.10 and MAC
00:00:01:11:11:11 is added to the proxy-ARP table for VPLS 1 in PE-3, and an EVPN-MAC update is sent
to the peer PEs, as follows:

# on PE-3:

36 2021/03/26 12:06:35.179 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:01:11:11:11 evpn advertise"

37 2021/03/26 12:06:35.179 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 type: Dyn mac: 00:00:01:11:11:11 Added"

38 2021/03/26 12:06:35.179 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 85
Flag: 0x90 Type: 14 Len: 48 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-0, tag: 0, mac len: 48
mac: 00:00:01:11:11:11, IP len: 4, IP: 172.16.0.10, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
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Flag: 0xcO Type: 16 Len: 16 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS

There is no duplicate IP detected yet.

CE-10 and CE-11 have the same |IP address for different MAC addresses. When CE-10 sends traffic to
CE-20, the ARP entry for IP 172.16.0.10 changes MAC from 00:00:01:11:11:11 to 00:00:01:10:10:10, and
an EVPN-MAC withdraw message is sent, as follows:

# on PE-3:

39 2021/03/26 12:06:35.489 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:01:11:11:11 evpn withdraw"

40 2021/03/26 12:06:35.489 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:11:11:11->00:00:01:10:10:10 "

41 2021/03/26 12:06:35.489 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 46
Flag: 0x90 Type: 15 Len: 42 Multiprotocol Unreachable NLRI:
Address Family EVPN
Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-O, tag: 0, mac len: 48
mac: 00:00:01:11:11:11, IP len: 4, IP: 172.16.0.10, labell: 0

When the MAC changes, the system sends an ARP request for confirmation of the old MAC
00:00:01:11:11:11 for IP 172.16.0.10, as follows:

# on PE-3:

42 2021/03/26 12:06:35.542 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:01:11:11:11 confirm"

When MAC 00:00:01:11:11:11 is confirmed, the MAC in the ARP entry is changed once again to
00:00:01:11:11:11 and another ARP request is sent asking to confirm MAC 00:00:01:10:10:10 for IP
172.16.0.10, as follows:

# on PE-3:

43 2021/03/26 12:06:35.798 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:10:10:10->00:00:01:11:11:11 "

44 2021/03/26 12:06:35.842 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 mac: 00:00:01:10:10:10 confirm"

When CE-10 confirms MAC 00:00:01:10:10:10 for IP 172.16.0.10, IP duplication is detected for IP address
172.16.0.10 (after three MAC moves in a detection period of three minutes), and the following message is
raised in log 99 after a duplicate proxy-ARP entry was detected for IP 172.16.0.10:

# log "99" on PE-3:
107 2021/03/26 12:06:36.108 CET MINOR: SVCMGR #2346 Base
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"A duplicate proxy ARP entry was detected with new MAC 00:00:01:10:10:10 for entry IP
172.16.0.10 MAC 00:00:01:11:11:11 in service 1"

The following proxy-ARP debug messages show that the ARP entry for IP 172.16.0.10 in the proxy-ARP
table changed MAC to the AS-MAC 00:00:bb:bb:bb:bb, and the type from dynamic to duplicate:

# on PE-3:

45 2021/03/26 12:06:36.108 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:bb:bb:bb:bb evpn advertise"

46 2021/03/26 12:06:36.108 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:11:11:11->00:00:bb:bb:bb:bb Type Change:
Dyn->Dup "

47 2021/03/26 12:06:36.108 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 type: Dup Dup Detected"

If a duplicate IP is detected, AS-MAC 00:00:bb:bb:bb:bb is advertised with duplicate IP address
172.16.0.10 in an EVPN-MAC update to the BGP peers with the sticky/static bit set, as follows:

48 2021/03/26 12:06:36.108 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 93
Flag: 0x90 Type: 14 Len: 48 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-O, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 4, IP: 172.16.0.10, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

The difference with the first EVPN-MAC update for AS-MAC is the IP address. Immediately after the AS-
MAC was configured, it was also advertised to the BGP-EVPN peers, but without any IP address.

The proxy-ARP entry is shown with type duplicate (dup) and active status in the proxy-ARP table for VPLS
1 on PE-3, as follows:

[/]
A:admin@PE-3# show service id 1 proxy-arp detail

Proxy Arp
Admin State : enabled
Dyn Populate : enabled
Age Time : disabled Send Refresh : disabled
Table Size : 250 Total 12
Static Count 1 EVPN Count : 0
Dynamic Count : 0 Duplicate Count i1
Dup Detect
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Detect Window : 3 mins Num Moves : 3

Hold down : max

Anti Spoof MAC : 00:00:bb:bb:bb:bb

EVPN

Garp Flood : enabled Req Flood : enabled
Static Black Hole : disabled

EVPN Route Tag 1 0

VPLS Proxy Arp Entries

IP Address Mac Address Type Status Last Update
172.16.0.10 00:00:bb:bb:bb:bb  dup active 03/26/2021 12:06:36
172.16.0.20 00:00:02:20:20:20 stat inActv 03/26/2021 11:59:16

Number of entries : 2

A duplicate entry is always active, regardless of the AS-MAC. When the entry with the duplicate IP address
and the AS-MAC address are installed in the proxy-ARP table as active, every ARP request for the
duplicate IP address will be replied by the system. The entry in the proxy-ARP table is treated as active,
even if the AS-MAC address is not in the FDB (AS-MAC addresses do not consume FDB space). The AS-
MAC address, along with the duplicate IP address, is advertised in EVPN with the sticky/static bit set, as
shown earlier. GARP messages with AS-MAC/IP information are flooded locally to make the CEs update
their ARP caches to use the AS-MAC address for traffic to the duplicate IP 172.16.0.10, as follows.

# on PE-3:

49 2021/03/26 12:06:36.142 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 type: Dup mac: 00:00:bb:bb:bb:bb Gratuitous Update"

e Note:

The AS-MAC address will always be "unique" in the system. When the AS-MAC is configured,
the system will flush any entry with the same MAC address learned through EVPN or dynamic
sources. Conditional static MAC addresses or OAM MAC addresses with the same value as the
AS-MAC address are only allowed when they are configured as black-hole, which is not the case
yet.

When the duplicate proxy-ARP entry is cleared from the list (hold-down timer expires, or clear command,
or replacement of the duplicate entry for a static entry), an ARP request asking who has IP 172.16.0.10 is
flooded by the proxy-ARP agent. This ARP refresh triggers an ARP reply from the IP owner, which will be
learned in the proxy-ARP table and advertised in EVPN. The system will also send a GARP to local SAP/
SDP-bindings. This will correct all host ARP caches in the network. In this example, the duplicate proxy-
ARP entry is manually cleared, as follows:

[/1]
A:admin@PE-3# clear service id 1 proxy-arp duplicate

Log 99 shows that the clear function has been run and the duplicate proxy-ARP entry 172.16.0.10 is
cleared. The system forces a refresh and, if the condition with the duplicate IP address remains, this is
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detected almost immediately and a message is logged that a duplicate proxy-ARP entry was detected, as
follows:

# on PE-3:

108 2021/03/26 12:07:54.958 CET INDETERMINATE: LOGGER #2010 Base Clear SVCMGR

"Clear function clearSvcIdProxyArpDups has been run with parameters: svc-id="1" ip-address=""
The completion result is: success. Additional error text, if any, is: "

109 2021/03/26 12:07:54.958 CET MINOR: SVCMGR #2347 Base
"A duplicate proxy ARP entry 172.16.0.10 is cleared in service 1"

110 2021/03/26 12:07:55.146 CET MINOR: SVCMGR #2346 Base
"A duplicate proxy ARP entry was detected with new MAC 00:00:01:11:11:11 for entry IP
172.16.0.16 MAC 00:00:01:10:10:10 in service 1"

The following debug messages for proxy-ARP on PE-3 show the process in more detail. Initially, an EVPN-
MAC route withdraw message is sent and the proxy-ARP entry is deleted.

# on PE-3:

50 2021/03/26 12:07:54.958 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:bb:bb:bb:bb evpn withdraw"

51 2021/03/26 12:07:54.958 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 type: Dup mac: 00:00:bb:bb:bb:bb Deleted"

The following BGP-EVPN MAC update is sent by PE-3 to indicate that the AS-MAC is withdrawn for IP
172.16.0.10 (multiprotocol unreachable NLRI):

# on PE-3:
53 2021/03/26 12:07:54.958 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 46

Flag: 0x90 Type: 15 Len: 42 Multiprotocol Unreachable NLRI:
Address Family EVPN

Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-O, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 4, IP: 172.16.0.10, labell: 0

Removing the active duplicate entry from the proxy-ARP table triggers an ARP flooding request asking who
has IP 172.16.0.10 in VPLS 1, as follows:

# on PE-3:

52 2021/03/26 12:07:54.958 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 flood request"

The result of the ARP flooding request is that the IP owners reply with their MAC, at the local or a remote
PE. In this case, the reply from CE-10 is received first (IP 172.16.0.10 - MAC 00:00:01:10:10:10), a
dynamic proxy-ARP entry is added, and the MAC/IP route is advertised, as follows:

# on PE-3:

54 2021/03/26 12:07:54.961 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 mac: 00:00:01:10:10:10 evpn advertise"
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55 2021/03/26 12:07:54.961 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 type: Dyn mac: 00:00:01:10:10:10 Added"

When CE-11 answers with its MAC 00:00:01:11:11:11, the MAC/IP route is withdrawn for IP 172.16.0.10,
and the MAC address in the proxy-ARP entry for IP 172.16.0.10 is changed from MAC 00:00:01:10:10:10
to MAC 00:00:01:11:11:11, as follows:

# on PE-3:

56 2021/03/26 12:07:54.961 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:01:10:10:10 evpn withdraw"

57 2021/03/26 12:07:54.961 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:10:10:10->00:00:01:11:11:11 "

Any change of MAC address in a proxy-ARP entry triggers an ARP request asking for confirmation of the
old MAC address for IP 172.16.0.10, in this case for MAC 00:00:01:10:10:10, as follows:

# on PE-3:

58 2021/03/26 12:07:55.042 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:01:10:10:10 confirm"

MAC address 00:00:01:10:10:10 is confirmed for IP address 172.16.0.10; therefore, the MAC address is
changed in the proxy-ARP entry from 00:00:01:11:11:11 to 00:00:01:10:10:10, and an ARP confirmation is
asked for the old MAC address 00:00:01:11:11:11, as follows:

# on PE-3:

59 2021/03/26 12:07:55.045 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:11:11:11->00:00:01:10:10:10 "

60 2021/03/26 12:07:55.142 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 mac: 00:00:01:11:11:11 confirm"

MAC address 00:00:01:11:11:11 is confirmed and, therefore, three MAC moves occurred within
three minutes. Duplicate IP 172.16.0.10 is detected and the proxy-ARP entry has the AS-MAC
00:00:bb:bb:bb:bb and type duplicate (Dup), as follows:

# on PE-3:

61 2021/03/26 12:07:55.146 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:

svc: 1 ip: 172.16.0.10 mac: 00:00:bb:bb:bb:bb evpn advertise"

62 2021/03/26 12:07:55.146 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 Mac Change: 00:00:01:10:10:10->00:00:bb:bb:bb:bb Type Change:
Dyn->Dup "

63 2021/03/26 12:07:55.146 CET MINOR: DEBUG #2001 Base proxy arp
"proxy arp:
svc: 1 ip: 172.16.0.10 type: Dup Dup Detected"

64 2021/03/26 12:07:55.146 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
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Withdrawn Length = 0
Total Path Attr Length = 93
Flag: 0x90 Type: 14 Len: 48 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-0, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 4, IP: 172.16.0.10, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: O0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

A GARP update is sent for IP 172.16.0.10 and AS-MAC 00:00:bb:bb:bb:bb, as follows:

# on PE-3:

65 2021/03/26 12:07:55.242 CET MINOR: DEBUG #2001 Base proxy arp

"proxy arp:

svc: 1 ip: 172.16.0.10 type: Dup mac: 00:00:bb:bb:bb:bb Gratuitous Update"

The AS-MAC address is optionally configured and populates all the host ARP caches when a duplicate
IP address is detected. All traffic destined to the suspicious IP address 172.16.0.10 will have the AS-MAC
address 00:00:bb:bb:bb:bb as MAC DA. The user can configure MAC filters on all SAP/SDP-bindings
where the CEs are connected to drop, log, or redirect traffic destined to the AS-MAC. This will block any
interception or man-in-the-middle attack (due to ARP spoofing) in the network.

The AS-MAC address is independently configured on each PE for the same service. When a different
AS-MAC address is configured per PE for the same service, the user will need to filter all the AS-MAC
addresses in the service at each PE, which increases the complexity of the filters. Nokia recommends
using the same AS-MAC address for the same service in all the PES where duplicate detect is active
and MAC filters need to be configured. However, this recommendation is suspended when the AS-MAC
address is configured as static black-hole MAC address, as described in the following section.

Services with proxy-ARP and AS-MAC configured as static black-hole MAC

With the AS-MAC address configured as static black-hole MAC address, MAC-filters do not need to be
configured to discard frames with MAC DA equal to the AS-MAC address. Instead, the user can decide
whether to use the same AS-MAC address on all the PEs. This scalability is not limited by the number of
filters, but by the number of FDB entries.

The static-blackhole parameter is optional and disabled by default. In the example, the static-black-hole
option is not configured yet for the AS-MAC address and the behavior is as follows:

» The AS-MAC address is added to the MAC DB as local, but not programmed in the FDB.

» The AS-MAC address is advertised in EVPN (initially without an IP address, and with an IP address as
soon as the IP is detected as duplicate).

» The AS-MAC address cannot be overridden by any other MAC address.
» The AS-MAC address value cannot be configured on a static MAC address, because that MAC address
is reserved for the proxy-ARP, as follows:

# on PE-3:
*[ex:/configure service vpls "VPLS 1" fdb static-mac mac 00:00:bb:bb:bb:bb]
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A:admin@PE-3# sap 1/2/3:1 monitor forward-status

*[ex:/configure service vpls "VPLS 1" fdb static-mac mac 00:00:bb:bb:bb:bb]

A:admin@PE-3# commit

MINOR: MGMT CORE #4001: configure service vpls "VPLS 1" proxy-arp duplicate-detect anti-spoof-
mac - antispoof-mac conflicts with static-mac - configure service vpls "VPLS 1" fdb static-mac
mac 00:00:bb:bb:bb:bb

# on PE-3:
*[ex:/configure service vpls "VPLS 1" fdb static-mac mac 00:00:bb:bb:bb:bb]
A:admin@PE-3# blackhole

*[ex:/configure service vpls "VPLS 1" fdb static-mac mac 00:00:bb:bb:bb:bb]

A:admin@PE-3# commit

MINOR: MGMT CORE #4001: configure service vpls "VPLS 1" proxy-arp duplicate-detect anti-spoof-
mac - antispoof-mac conflicts with static-mac - configure service vpls "VPLS 1" fdb static-mac
mac 00:00:bb:bb:bb:bb

When the static-blackhole option is not configured, the AS-MAC address is considered as a local MAC
address and cannot be overridden. The MAC address priority is as follows:

1. Local MAC address (including AS-MAC addresses without static-black-hole, es-bmacs, src-bmacs,
OAM, and so on)

Conditional static MAC addresses (including AS-MAC addresses with static-black-hole)
Auto-Learn Protected MAC addresses

EVPN-MAC addresses with sticky/static bit set

Data plane learned MAC addresses (regular learning on SAP/SDP-binding)
EVPN-MAC addresses without sticky/static bit set

To configure an AS-MAC address with static-black-hole option, a static black-hole MAC address needs to
be configured. The following error is raised when no static black-hole MAC has been configured for AS-
MAC 00:00:bb:bb:bb:bb:

o 9~ wDbd

# on PE-3:
*[ex:/configure service vpls "VPLS 1" proxy-arp duplicate-detect]
A:admin@PE-3# static-blackhole true

*[ex:/configure service vpls "VPLS 1" proxy-arp duplicate-detect]

A:admin@PE-3# commit

MINOR: MGMT CORE #4001: configure service vpls "VPLS 1" proxy-arp duplicate-detect static-

blackhole - blackhole conditional static mac needs to be configured - configure service vpls
"VPLS 1"

The VPLS service is configured with proxy-ARP and AS-MAC as static black-hole on PE-2 and PE-3, as
follows:

# on PE-2, PE-3:
configure {
service {
vpls "VPLS 1" {
fdb {
static-mac {
mac 00:00:bb:bb:bb:bb {
blackhole
}

)
}
proxy-arp {
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admin-state enable

dynamic-populate true

duplicate-detect {
anti-spoof-mac 00:00:bb:bb:bb:bb
window 3
num-moves 5
hold-down-time max
static-blackhole true

}

static-arp {
ip-address 172.16.0.20 {

mac 00:00:02:20:20:20

}

}

When the AS-MAC address is configured with the static black-hole option, the AS-MAC will be added not
only to the MAC DB, but also to the FDB as CStatic, and associated with a black-hole endpoint, as follows:

[/1]
A:admin@PE-3# show service id 1 fdb mac 00:00:bb:bb:bb:bb

Forwarding Database, Service 1

ServId MAC Source-Identifier Type Last Change
Transport:Tnl-Id Age
1 00:00:bb:bb:bb:bb black-hole CStatic: 03/26/21 12:09:35
2]

Legend: L=Learned 0=0am P=Protected-MAC C=Conditional S=Static Lf=Leaf

Any frame with MAC DA equal to the AS-MAC with static black-hole will be dropped, regardless of the
ingress endpoint and without any need for a filter. This mechanism is the only way to filter MAC DAs on
EVPN endpoints, because MAC filters cannot be configured on EVPN endpoints.

The AS-MAC with static black-hole will be advertised in EVPN with the sticky/static bit set, as follows:

# on PE-3:
87 2021/03/26 12:09:34.970 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 89
Flag: 0x90 Type: 14 Len: 44 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 33 RD: 192.0.2.3:1 ESI: ESI-O, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 0, IP: NULL, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static
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When a duplicate IP address is detected, the EVPN-MAC update contains the IP address 172.16.0.10, as
follows:

91 2021/03/26 12:10:10.674 CET MINOR: DEBUG #2001 Base Peer 1: 192.0.2.2
"Peer 1: 192.0.2.2: UPDATE
Peer 1: 192.0.2.2 - Send BGP UPDATE:
Withdrawn Length = 0
Total Path Attr Length = 93
Flag: 0x90 Type: 14 Len: 48 Multiprotocol Reachable NLRI:
Address Family EVPN
NextHop len 4 NextHop 192.0.2.3
Type: EVPN-MAC Len: 37 RD: 192.0.2.3:1 ESI: ESI-O, tag: 0, mac len: 48
mac: 00:00:bb:bb:bb:bb, IP len: 4, IP: 172.16.0.10, labell: 8388544
Flag: 0x40 Type: 1 Len: 1 Origin: 0
Flag: 0x40 Type: 2 Len: 0 AS Path:
Flag: 0x40 Type: 5 Len: 4 Local Preference: 100
Flag: 0xcO Type: 16 Len: 24 Extended Community:
target:64500:1
bgp-tunnel-encap:MPLS
mac-mobility:Seq:0/Static

The local CEs receive a GARP update with the AS-MAC address. The ARP table of CE-30 and CE-31
have an entry for the duplicate IP address 172.16.0.10 with the AS-MAC address 00:00:bb:bb:bb:bb, as
follows:

[/1
A:admin@PE-3# show router 10 arp

ARP Table (Service: 10)

IP Address MAC Address Expiry Type Interface
172.16.0.10 00:00:bb:bb:bb:bb 03h43m02s Dyn[I] int-CE-30-PE-3
172.16.0.30 00:00:2a:aa:aa:aa 00hOOMOOs Oth[I] int-CE-30-PE-3

No. of ARP Entries: 2

[/1]
A:admin@PE-3# show router 11 arp

ARP Table (Service: 11)

IP Address MAC Address Expiry Type Interface

172.16.0.10 00:00:bb:bb:bb:bb 03h47m43s Dyn[I] int-CE-31-PE-3
172.16.0.31 00:00:03:31:31:31 00h0OmMOOs Oth[I] int-CE-31-PE-3

No. of ARP Entries: 2

CE-30 and CE-31 cannot reach CE-10 or CE-11, because the MAC DA will be the AS-MAC address and
all traffic to this MAC DA is black-holed instead of forwarded to SAP 1/2/3:1 toward CE-10 or CE-11. When
1000 ICMP packets are sent by CE-30, they arrive in SAP 1/2/1:1 on PE-3 and are then discarded, as
follows:

[/]
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A:admin@PE-3# ping 172.16.0.10 router-instance "VPRN 10" count 1000 interval 0.1 output-format
summary

PING 172.16.0.10 56 data bytes

---snip---

----172.16.0.10 PING Statistics ----

1000 packets transmitted, 0 packets received, 100% packet loss

[/1]
A:admin@PE-3# show port 1/1/2 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/2 13 1274

13 1274
[/]

A:admin@PE-3# show port 1/1/3 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/1/3 16 1537

16 1537
[/]

A:admin@PE-3# show port 1/2/1 statistics

Port Statistics on Slot 1

Port Ingress Packets Ingress Octets
Id Egress Packets Egress Octets
1/2/1 1000 106000

0 0

No packets were forwarded to SAP 1/2/3:1 toward MTU-1; therefore, there are no statistics for port 1/2/3.

Conclusion

Static black-hole MAC addresses can be applied in EVPN for security as a scalable alternative to MAC
filters. Static black-hole MAC addresses are programmed in the FDB and all frames with MAC DA equal to
the static black-hole MAC address are dropped, regardless of how the frame arrived at the system (SAP/
SDP-binding or EVPN endpoint). Also, static black-hole MAC addresses are treated like protected MAC
addresses and, in combination with RPS(-DF), filtering on MAC SA is performed in the data plane. Black-
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hole MAC addresses can be an option for an AS-MAC address in services with proxy-ARP/ND enabled,
which simplifies the configuration because MAC filters are not required.

© 2025 Nokia.
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Data Center Interconnect Using Dual EVPN-VXLAN
Instance VPLS

This chapter provides information about Data Center Interconnect using dual EVPN-VXLAN instance
VPLS.

Topics in this chapter include:
* Applicability

*  Overview

» Configuration

« Conclusion

Applicability

This chapter was initially written for SR OS Release 16.0.R7, but the MD-CLI in the current edition is based
on SR OS Release 21.7.R1. Dual EVPN-VXLAN instances are supported in SR OS Release 16.0.R2, or
later.

This chapter describes the redundancy based on an Anycast solution, as supported in SR OS Release
16.0, and later. For I-ES based redundancy scenarios as supported in SR OS Release 19.10, and later,
see the EVPN Interconnect Ethernet Segments in Dual EVPN-VXLAN Instance VPLS Services chapter.

Overview

Chapter EVPN-MPLS Interconnect for EVPN-VXLAN VPLS Services describes a Data Center Interconnect
(DCI) scenario using VXLAN in the DCs and MPLS in the WAN. This chapter describes a similar scenario,
where the core is an IP network that does not use MPLS, and where end-to-end VXLAN is used instead.
The DC Gateways (GWs) contain VPLS services with two EVPN-VXLAN instances and two BGP
instances: one EVPN-VXLAN instance faces the DC and the other EVPN-VXLAN instance faces the WAN.

Figure 42: Dual EVPN-VXLAN instance VPLS 1 shows the example topology with two DCs. On PE-1 and
PE-6, VPLS 1 is configured with one VXLAN instance and one BGP instance. On the DC GWs, VPLS 1
is configured with two VXLAN instances and two BGP instances: one toward the DC and one toward the
WAN.

© 2025 Nokia.
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Figure 42: Dual EVPN-VXLAN instance VPLS 1
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For example, on DC GW PE-2, VPLS 1 is configured with VXLAN instance 1 using BGP instance 1 and
VXLAN 2 using BGP instance 2. In this example, the BGP instance ID matches the VXLAN instance ID,
but that is not required. Each VXLAN instance has a different VNI and a different BGP instance.

# on PE-2:
configure {
service {
system {
bgp-auto-rd-range {
ip-address 10.0.0.1
community-value {
start 60000
end 65000

}

}
vpls "VPLS 1" {
admin-state enable
description "dual evpn-vxlan VPLS"
service-id 1
customer "1"
vxlan {
instance 1 {
vni 11

instance 2 {

vni 12
}
}
bgp 1 {
route-distinguisher auto-rd
route-target {
export "target:64500:11"
import "target:64500:11"
}
}
bgp 2 {
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route-distinguisher auto-rd
route-target {
export "target:64500:12"
import "target:64500:12"
}
}
bgp-evpn {
evi 1
vxlan 1 {
admin-state enable
vxlan-instance 1

vxlan 2 {

admin-state enable
vxlan-instance 2

}

When different BGP instances are configured, the auto-derived route distinguishers (RDs) in BGP instance
1 and BGP instance 2 are different, as follows:

[/]

A:admin@PE-2# show service id 1 bgp 1 | match "Route Dist"
Route Dist : auto-rd

Oper Route Dist : 10.0.0.1:60000

[/]

A:admin@PE-2# show service id 1 bgp 2 | match "Route Dist"
Route Dist : auto-rd

Oper Route Dist : 10.0.0.1:60001

Dual EVPN-VXLAN instance VPLSs can contain SAPs in SR OS Release 19.10.R1, and later. However,
dual EVPN-VXLAN instance VPLSs cannot contain any SDP bindings in SR OS Release 21.7.R1, as
follows:

*[ex:/configure service vpls "VPLS 1" spoke-sdp 21:1]
A:admin@PE-2# commit
MINOR: MGMT CORE #4001: configure service vpls "VPLS 1" - multiple bgp-evpn instances not

supported with local mesh or spoke sdp
MINOR: MGMT CORE #4001: configure service vpls "VPLS 1" - multi-instance vxlan not supported

with sdp-bindings in service

N Note:
This chapter describes the redundancy based on an Anycast solution, as supported in SR OS
Release 16.0, and later. For I-ES based redundancy scenarios as supported in SR OS Release
19.10, and later, see chapter EVPN Multi-Homing on Dual EVPN-VXLAN BGP Instance VPLS.

To provide DC GW redundancy, an anycast IP address can be configured for the dual EVPN-VXLAN
instance VPLSs on the DC GWs.

EVPN route types 2 and 3 are processed by dual EVPN-VXLAN VPLS services as follows:
* Route type 2: MAC/IP routes

— MACI/IP routes received in a BGP instance will be imported and — according to the selection rules
— installed in the FDB.

— Active MAC routes are re-advertised in the other BGP instance with new BGP attributes (RD, route
target (RT), and so on).
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Only the best EVPN MAC route is redistributed.

The MAC!/IP information and the sticky bit are propagated. The only exception is the Ethernet
Segment Identifier (ESI). A non-zero ESI will be reset unless the auto-disc advertise command is
enabled.

When an attribute has changed for a redistributed MAC route, the MAC route will be updated if it
is still the best route. For example, an update of the sequence number or the sticky bit can trigger
a redistribution.

* Route type 3: inclusive multicast routes

— EVPN inclusive multicast routes are generated independently for each instance with the proper BGP
extended communities.

— Ingress Replication (IR) or Assisted Replication (AR) Inclusive Multicast Ethernet Tag (IMET) routes
are supported.

— The inclusive multicast originating IP can be configured with an anycast address:

The configured originating IP address is encoded in the originating IP field of the IMET-IR routes;
the originating IP field of the IMET-AR routes is still derived from the assisted replication IP value
in the service system settings for VXLAN.

If a router receives two IMET routes with the same originating IP address, different RDs, and
different next-hops, it sets up two bindings: one to each next-hop.

If a router receives two IMET routes with the same originating IP address, the same RD, but
different next-hops, it sets up one binding to the next-hop with the lowest IP address.

If a router receives two IMET routes with the same originating IP address, different RDs, but the
same next-hop, it sets up one binding to the next-hop.

A DC GW will not set up a binding to its DC GW peer if the received originating IP equals its own
originating IP, regardless of whether the local RD and the remote RD are the same or different.

Configuration

Figure 43: Example topology with VPLS 1 and anycast addresses shows the example topology.
Redundancy is based on anycast: on the DC GWs PE-2 and PE-3, anycast address 23.23.23.23 is
configured as inclusive multicast originating IP; on PE-4 and PE-5 in DC-2, the anycast address is
45.45.45.45. However, no Ethernet segments are used in this example.
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Figure 43: Example topology with VPLS 1 and anycast addresses
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The initial configuration includes:

» Cards, MDAs, ports

* Router interfaces

* IS-IS as IGP (level 1 in the DCs and level 2 in the WAN)
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