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About this document

Purpose

The NSP NFM-P Statistics Management Guide describes statistics management using the NFM-P.
Supported performance and accounting statistics are searchable in the Statistics Search Tool
delivered with the on-product documentation.

Safety information

For your safety, this document contains safety statements. Safety statements are given at points
where risks of damage to personnel, equipment, and operation may exist. Failure to follow the
directions in a safety statement may result in serious consequences.

Document support

Customer documentation and product support URLs:

• Customer Documentation Welcome Page

• Technical support

How to comment

Documentation feedback

• Documentation feedback
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Part I: Statistics overview

Overview

Purpose

This volume contains an overview of NFM-P statistics management.

Contents

Chapter 1, Safety information 9

Chapter 2, Statistics management 11
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1 Safety information

1.1 Structure of safety statements

1.1.1 Overview

This topic describes the components of safety statements that appear in this document.

1.1.2 General structure

Safety statements include the following structural elements:

Item Structure element Purpose

1 Safety alert symbol Indicates the potential for personal injury
(optional)

2 Safety symbol Indicates hazard type (optional)

3 Signal word Indicates the severity of the hazard

4 Hazard type Describes the source of the risk of damage or
injury

5 Safety message Consequences if protective measures fail

6 Avoidance message Protective measures to take to avoid the hazard

7 Identifier The reference ID of the safety statement
(optional)

SAMPLE
Lifting this equipment by yourself can result in injury
due to the size and weight of the equipment.

Always use three people or a lifting device to transport
and position this equipment. [ABC123]

CAUTION

Lifting hazard

NFM-P Safety information
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1.1.3 Signal words

The signal words identify the hazard severity levels as follows:

Signal word Meaning

DANGER Indicates an extremely hazardous situation which, if not avoided, will
result in death or serious injury.

WARNING Indicates a hazardous situation which, if not avoided, could result in
death or serious injury.

CAUTION Indicates a hazardous situation which, if not avoided, could result in
minor or moderate injury.

NOTICE Indicates a hazardous situation not related to personal injury.

Structure of safety statements NFM-P
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2 Statistics management

2.1 Statistics management in the NFM-P

2.1.1 Overview

The NFM-P provides a scalable platform for reliable statistics collection from managed NEs, and
also provides statistics for monitoring NFM-P system processes and functions.

Depending on the statistics type, you can do the following with the collected data:

• Use an NFM-P GUI client to:
− Schedule or perform on-demand collection.

− View raw counter values in tabular format on the Statistics tab of an object properties form.

− View multiple series of historical or real-time counter values in graphical format using the
Statistics Plotter.

− Save the tabular data or graphical representation to a file.

• Use an OSS client to retrieve the data for processing and analysis.

• Use the Analytics application to generate comprehensive, customized reports for traffic
monitoring and trend analysis.

Note: Before you configure statistics collection, you must consider the NFM-P resource
constraints; see 2.3 “NFM-P statistics scalability” (p. 16) for general information, and the NSP
NFM-P Planning Guide for release-specific scalability guidelines.

The NFM-P can collect the following statistics types:

• performance statistics—collected by polling NE MIBs and transferred to the NFM-P using
SNMP, or, for wireless PM counters, transferred from NEs to the NFM-P using FTP

• accounting statistics—collected in files on NEs and transferred to the NFM-P using FTP or
SCP

• flow statistics—forwarded by NEs to a target file server for retrieval by an OSS, or to the
NFM-P for use by the Analytics application

• server performance statistics—collected by NFM-P system processes and stored in the
NFM-P database

See 2.2 “NFM-P statistics types” (p. 13) for more information about each statistic type.

Policy-based collection

To collect statistics such as NE performance or accounting statistics, the NFM-P uses policies that
specify the following:

• the network or service objects to collect statistics from

• the statistics counters to collect

• the collection rate

• how long the NFM-P is to retain the collected statistics data

NFM-P Statistics management
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From the Statistics tab of an object properties form, you can use the following buttons to perform an
on-demand collection of network or server performance statistics:

• Collect—returns one statistics record

• Collect All—returns one statistics record for each statistic type that the object supports

Note: On-demand statistics collection may yield inconsistent results the first time it is run
against an object. To obtain valid results, you must run the on-demand statistics collection
more than once.

Statistics are stored for a configurable retention period that is defined in an NFM-P statistics policy.
When the retention period elapses, the statistics are removed. However, statistics that are collected
for real-time display are not stored; the statistics are available only for the duration of the current
session, and only for the operator that initiates the session.

Figure 2-1 Basic statistics-collection architecture

FTP, HTTP/SOAP,
SFTP, or HTTPS

OSS applications

19719

NFM-P server/database

Source: Internal format
Type: NFM-P performance statistics

Network element

SNMP FTP and
SCP

Source: MIB
Type: Performance statistics

Source: Accounting files
Type: Accounting statistics

NFM-P client
graphical (jpeg) and
tabular (csv, html) views
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2.2 NFM-P statistics types

2.2.1 Overview

Table 2-1 Characteristics of statistics types

Characteristic Statistics type

Performance Accounting

• service

• network

• subscriber

• AA

Server
performance

Flow

• AA Cflowd

Typical uses NE monitoring

NE
troubleshooting

Billing

SLA compliance

Trend analysis

NFM-P system
monitoring

NFM-P system
troubleshooting

Traffic monitoring

Data analytics

Source NE MIBs All but AA: NE
accounting files
and NE MIBs

AA: ISA-AA MIBs

Internal NFM-P
system metrics

Traffic samples

On-demand collection Yes No Yes No

Scheduled collection Yes

Requires Statistics
or Specific MIB
policy

Yes

Requires File and
Accounting
policies

Yes

Requires Server
Performance
Statistics policy

Yes

Requires NSP
flow collector

Real-time graphing Yes Yes, if MIB-based Yes No

Historical graphing Yes Yes Yes No

Available via the XML
API

Yes Yes Yes No

Collection default Off Off On Off

2.2.2 Performance statistics

Performance statistics counters record NE data, for example, physical equipment status and routing
throughput, for monitoring and troubleshooting. Use the performance statistics search tool provided
with the on-product help to view device-specific lists of the MIB-based performance statistics that
the NFM-P supports.

Performance statistics, except for AA network performance statistics, are collected from NE MIBs
using SNMP. The collection can be scheduled, or performed on demand.
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You can graphically display performance statistics in real time, or export the data using the XML
API. Historical performance statistics can be viewed in tabular or graphical form in the NFM-P client
GUI.

Wireless PM counters

The device types that are part of the NFM-P LTE and Small Cell solutions support the collection of
performance management statistics, which are called PM counters in the device documentation.
The PM counters are collected in PM files, transferred to the NFM-P and stored in the following
locations:

• The PM files from eNodeB and 9471 WMM NEs are stored in the NFM-P main server file
system.

• The PM files from Small Cell gateway and access point NEs are stored in the NFM-P auxiliary
server file system.

PM statistics are not available for display or plotting in the NFM-P GUI; however, the files can be
made available to other systems such as the 9959 NPO. See the following guides for device-
specific information about performance management statistics collection:

• NSP NFM-P LTE RAN User Guide—eNodeB

• NSP NFM-P LTE EPC User Guide—9471 WMM

• NSP NFM-P Small Cells User Guide—Small Cell devices

2.2.3 Accounting statistics

Accounting statistics counters typically record service or subscriber usage data for billing or to
ensure SLA compliance. Use the accounting statistics search tool provided with the on-product help
to view device-specific lists of the accounting statistics that the NFM-P supports.

Accounting policies define the schedules that NEs use for the regular collection of accounting
statistics. File policies specify how NEs store the accounting statistics data. An NE can perform
scheduled accounting statistics collection only when a file policy and an accounting policy are
deployed to the NE.

The NFM-P uses FTP or SCP to collect accounting statistics files from NEs. See the device
documentation for information about accounting file creation and storage on a device.

You can view historical and real-time accounting statistics in tabular or graphical form in the NFM-P
client GUI.

The supported accounting statistics types are:

• service accounting statistics—collected on each queue of each SAP that is associated with an
accounting policy; provide queue throughput and drop information, and can be used for billing
and SLA verification

• network accounting statistics—collected on each SDP queue or network port associated with an
accounting policy; measure FC queue usage, which is of use for monitoring link utilization,
identifying traffic patterns and trends, capacity planning, and traffic engineering

Note:

SDP statistics collection is supported only on devices that are in chassis mode B, C, or D.

• subscriber accounting statistics—collected on a subscriber profile for residential subscriber
instances; used for billing and SLA verification

NFM-P statistics types NFM-P
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• application assurance, or AA, accounting statistics—collected from applications, application
groups, and protocols on ISA-AA MDAs; AA network performance statistics are also available for
monitoring the AA processing load on an ISA-AA MDA

See the on-product IPDR Reference for comprehensive information about AA accounting and AA
network performance statistics.

You can customize the statistics record in a service, subscriber, or AA accounting policy by
specifying the counters that are collected and the data thresholds for collection. See the NSP
NFM-P User Guide for information about creating custom accounting records.

2.2.4 Flow statistics

Flow statistics measure the activity associated with traffic flows. A traffic flow is essentially a series
of packets that have the same source address, destination address, and payload type, for example,
a specific VoIP or social-networking application.

AA Cflowd statistics

ISA-AA groups support Cflowd sampling and TCP performance data collection for AA applications
and application groups. NEs use the IPFIX protocol to send the statistics data in XDR-encoded
binary records to one or more NSP flow collectors. An NSP Flow Collector can forward the statistics
data to an OSS or third-party system for analysis or reporting purposes, and retain the data in an
NFM-P auxiliary database for use by the Analytics application, which provides reports based on AA
Cflowd and AA network performance statistics.

See the NSP NFM-P System Architecture Guidefor information about NSP flow collector and
auxiliary database communication, and the NSP NFM-P Planning Guide for deployment and scaling
guidelines.

The on-product IPDR Reference has comprehensive information about AA Cflowd and AA network
performance statistics types and the associated counters.

2.2.5 Server performance statistics

You can collect server performance statistics such as the following from main and auxiliary servers
in an NFM-P system:

• server statistics, which include memory usage and alarm counters

• network activity statistics, which include SNMP trap counters, accounting and SNMP polled
statistic record counters, statistics collection counters, application assurance statistics collection
counters, and NE resynchronization counters

You can collect server performance statistics on demand, or schedule regular collection using a
policy. Server performance statistics can also be collected and graphically displayed in real time, or
exported using the XML API. Historical server performance statistics can be viewed in tabular or
graphical form in the NFM-P client GUI.
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2.3 NFM-P statistics scalability

2.3.1 Overview

The overall volume of collected statistics is limited by the available storage resources. Therefore,
the number of objects and collection frequency must be specified to meet operational requirements
and remain within the storage constraints.

When a statistics collection policy or an accounting policy applies to a large number of objects, the
collection interval must be sufficient to collect all of the data during the collection period. If the
statistics collection time exceeds the collection interval, the NFM-P raises an alarm.

The maximum number of statistics the NFM-P can collect is specified in the NSP NFM-P Planning
Guide. To prevent statistics loss and NFM-P performance degradation, it is recommended that you
stay within the specified maximum guidelines and ensure that each collection interval is sufficient
for the number of statistics to be collected during the interval.

You can use NFM-P auxiliary servers to reduce the statistics collection load on a main server.
Auxiliary server deployment is supported only in a distributed NFM-P system. See the NSP NFM-P
Planning Guide and NSP NFM-P System Architecture Guide for information about auxiliary servers.

Real-time statistics collection and graphical display are supported for many network and service
objects. An NFM-P client can open up to five real-time plotter windows, and each window can
display up to eight counters. If multiple open statistics plotters point to the same NE or the same
object on an NE, the NE receives a large number of SNMP requests. It is recommended that you
limit the number of open statistics plotters for the same NE. You can use a span of control to limit
operator access to specific NEs and thereby reduce the number of simultaneous real-time
collections from a specific NE.

Note: The NFM-P limits the number of active MIB-based accounting statistics plots per NE to
four among all NFM-P clients. For example, when two NFM-P clients each have two active
MIB-based accounting statistics plots associated with the same NE, no other client can open a
plot of the same type for the NE.

2.3.2 Accounting statistics

If you need to collect large numbers of accounting statistics, for example, more than one million, it
is recommended that you enable the statistics collection in a staggered manner. This helps to
prevent the first-time collection delays associated with building the initial cache. For example, if you
need to collect 6 million statistics in a 15–min interval, enable 500 000 statistics and wait until the
interval completes before you add the next 500 000 statistics, and so on.

You can use custom accounting records to limit the processing requirements of service, subscriber,
or AA accounting statistics collection. See Chapter 5, “Accounting statistics” for information about
custom accounting records.

The NFM-P uses FTP or SCP to retrieve an NE statistics file when the NE notifies the NFM-P of the
new file. The NFM-P retrieves and processes the files in the order that it receives the notifications.
An NE retains files only for the period specified in the file policy; after this period, the NE deletes the
files. The statistics data in the files is lost if the files are not retrieved from the NE during this time.

NFM-P statistics scalability NFM-P
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Note: After an extended loss of connectivity to an NE that has an active accounting policy, the
NFM-P resumes accounting statistics file retrieval by starting with the most recent statistics
file.

When an accounting statistics counter is not supported by an NE or is excluded from collection
using a custom record, the counter value is not included in a statistics record or displayed in the
NFM-P client GUI.

2.3.3 Performance statistics

When a performance statistics collection interval is too short, statistics data may be lost.
Performance statistics that remain to be collected at the end of a collection interval ares skipped,
and the next collection begins.

2.4 NFM-P statistics and OSS applications

2.4.1 Overview

The NFM-P can provide statistics to OSS applications using it XML API. See the NSP NFM-P XML
API Developer Guide for information about using the XML API to retrieve statistics data from the
NFM-P.
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Part II: Statistics collection configuration

Overview

Purpose

This volume describes statistics collection in the NFM-P.

Contents

Chapter 3, Statistics collection 21

Chapter 4, Performance statistics collection 31

Chapter 5, Accounting statistics 43

Chapter 6, Flow statistics collection 63

Chapter 7, Server performance statistics 77
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3 Statistics collection

3.1 Statistics collection in the NFM-P

3.1.1 Overview

The NFM-P can be configured to collect statistics counters from managed Nokia NEs and NFM-P
servers. Statistics collection requires the configuration and deployment of various policies.

Statistics policies can be configured in the following ways:

• for an entire network, or top-down, using the forms available through the Tools→Statistics menu
option

• for a specific object, or bottom-up, using the Statistics tab of an object configuration form

An NFM-P operator can create statistics collection policies only for NEs that are within the span of
control of the current NFM-P user. However, an operator can view statistics from NEs that are not
within the current span of control.

By default, the NFM-P stores performance and accounting statistics data in the NFM-P database. If
required, you can disable the NFM-P database storage of accounting statistics, performance
statistics, or both, to prevent unnecessary database growth. For example, if you use an OSS client
to retrieve statistics from the NFM-P, and do not require the NFM-P statistics presentation functions
such as historical plotting, you may want to disable database storage for one or both statistics
types. See the NSP NFM-P System Administrator Guide for information about configuring NFM-P
system preferences.

3.1.2 Using the NFM-P XML OSS interface to collect statistics

An OSS application can use the XML API to collect statistics. See the NSP NFM-P XML API
Developer Guide for information about using the XML API to transfer statistics records to an OSS
client.

3.1.3 Dynamic custom statistics aggregators

Some functions, for example NFM-P Analytics reporting, may require aggregated statistics data.
You can define and create custom aggregators for performance, accounting, AA accounting, and AA
Cflowd statistics data, and apply them dynamically.

Note: The aggregated statistics data persists through NFM-P system upgrades.

To create one or more custom aggregators, you must define the aggregators in a file and apply the
definitions. An aggregator definition file has the format shown in Figure 3-1, “Custom aggregator
definition format” (p. 22).
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Figure 3-1 Custom aggregator definition format

<aggregators>

<aggregator aggregationName="AggregationName"

description="Aggregation description"

displayName="Aggregation name to display"

aggregationKeys="key_1, key_2, ..."

counters="counter1, counter2, ..."

sumFields="counter2, counter4, ..."

maxFields="counter2, counter4, ..."

minFields="counter2, counter4, ..."

varianceFields="counter6, counter7, ..."

avgFields="counter2, counter7, ..."

absAvgFields="counter4, counter4, ..."

stddevFields="counter2, counter3, ..."

absoluteValue=”true or false”

applyFunctions="function1,function2,..."

<dataSource sourceName="Aggregation source table" sourceType="table

| class"/>

</aggregator>

</aggregators>

Table 3-1, “Custom aggregator attributes” (p. 21) lists and describes the attributes in a custom
aggregator definition.

Note: The values in a list attribute are comma-separated.

Table 3-1 Custom aggregator attributes

Attribute Description Mandatory

aggregationName Unique aggregator name; must not contain a space character

The hourly, daily, weekly, and monthly aggregation table names
have the following format:

aggregationName_timescale

where timescale is hour, day, week, or month

Yes

description Aggregator description shown by the Aggregation Manager in
the client GUI

Yes

displayName Aggregator displayed name shown by the Aggregation
Manager in the client GUI

Yes

aggregationKeys Composite attribute that acts as a primary key for data
aggregation; analogous to a ‘group by’ query function

Yes

counters List of aggregation columns; the aggregation functions
specified in the applyFunctions attribute are each applied to the
counter values

No

sumFields List of sum aggregation fields; sum aggregation is performed
against each specified field

No

Statistics collection in the NFM-P NFM-P
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Table 3-1 Custom aggregator attributes (continued)

Attribute Description Mandatory

maxFields List of max aggregation fields; max aggregation is performed
against each specified field

No

minFields List of min aggregation fields; min aggregation is performed
against each specified field

No

varianceFields List of variance aggregation fields; variance aggregation is
performed against each specified field

No

avgFields List of average aggregation fields; average aggregation is
performed against each specified field

No

absAvgFields List of absolute aggregation fields; absolute average
aggregation is performed against each specified field

No

stddevFields List of standard deviation aggregation fields; standard deviation
aggregation is performed against each specified field

No

absoluteValue Whether aggregation is to use a periodic data table as the data
source; the value is true or false

Setting the attribute to true indicates that the specified source
table contains only absolute values. The aggregation is run
against the associated sourceName_PERIODIC tables instead
of against the raw data source specified in the XML file.

No; default is false if
not specified

applyFunctions List of aggregation functions to apply against the specified
counters

The supported values are sum, max, min, avg, absavg, stddev,
and variance

No; default is sum if
not specified

sourceName Name of aggregation data source; statistics class name or
auxiliary database table name

Yes

sourceType Defines the type of data source; the value is table or class Yes

Figure 3-2, “Table-sourced aggregator definition” (p. 23) shows the contents of a single-aggregator
definition file in which an auxiliary database table is the data source.

Figure 3-2 Table-sourced aggregator definition

<aggregators>

<aggregator aggregationName="analytics_cflowd_aa_wifi_tcp_ag"

description="Measures WiFi TCP performance per app group"

displayName="WiFi TCP Performance per Application Group

Aggregator"

aggregationKeys="siteId, ipVers, subType, obsSubId,

observationSide, groupId, partId, appGrpName"

counters="flowCount, avgFlowDuration"

maxFields="maxCtd, maxStd"

minFields="minCtd,maxStd, maxFlowBytesC2s" />

<dataSource sourceName="analytics_cflowd_aa_wifi_tcp_ag"

sourceType="table"/>

</aggregator>
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</aggregators>

Figure 3-3, “Class-sourced aggregator definitions” (p. 23) shows the contents of a file that contains
two aggregator definitions; each definition specifies a statistics class as the data source.

Figure 3-3 Class-sourced aggregator definitions

<aggregators>

<aggregator aggregationName="acct_statistics_egress_ag"

description="Complete Service Egress Packets"

displayName="CompServEgPktAgg"

aggregationKeys="monitoredobjectpointer,queueid,svcid,

sapid"

counters="alloctetsforwarded, inprofilepktsoffered,

inprofilepktsforwarded, inprofilepktsdropped, allpktsdropped"

absoluteValue="true"

applyFunctions="max,min,avg" >

<dataSource sourceName="service.CompleteServiceEgressPack-

etOctets" sourceType="class"/>

</aggregator>

<aggregator aggregationName="acct_stats_ingress_ag"

description="Complete Service Ingress Packets"

displayName="CompServIngPktAgg"

aggregationKeys="monitoredobjectpointer,queueid,svcid,

sapid"

counters="alloctetsforwarded, inprofilepktsoffered,

inprofilepktsforwarded, inprofilepktsdropped, allpktsdropped"

absoluteValue="true"

applyFunctions="max,min,avg" >

<dataSource sourceName="service.CompleteServiceIngressPack-

etOctets" sourceType="class"/>

</aggregator>

</aggregators>

Creating and managing aggregator definitions

After you create an aggregator definition file, you must use a main server configuration utility to
apply the definitions in the file. Subsequently, you can modify and re-apply the file to update the
existing definitions, or remove definitions. See 3.2 “To create and manage custom statistics
aggregators” (p. 25) for information.

When you apply a definition and an aggregator with the same name does not exist, a new
aggregator is created. If an aggregator with the same name exists, any changes to the aggregator
are applied to the existing aggregator.

After you apply a definition, you can view and manage the aggregator using the Aggregation
Manager in the NFM-P client GUI.
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3.2 To create and manage custom statistics aggregators

3.2.1 Steps

1

Create an aggregator definition file using the format described in 3.1.3 “Dynamic custom
statistics aggregators” (p. 21).

2

Log in to the standalone or primary main server as the nsp user.

3

Open a console window.

4

Navigate to the /opt/nsp/nfmp/server/nms/bin directory.

5

To apply new or modified definitions, enter the following:

bash$ ./nmsserver.bash dynamic_aggregation create definition_file ↵

where definition_file is the absolute path and name of the aggregator definition file

The aggregator definition is applied.

6

To remove a definition, enter the following:

bash$ ./nmsserver.bash dynamic_aggregation remove aggregationName ↵

where aggregationName is the aggregationName value in the aggregator definition

Note: Only dynamically created aggregators can be removed.

The aggregator definition is removed.

7

Close the console window.

8

To view and manage the aggregators using the client GUI, choose
Tools→Analytics→Aggregation Manager from the NFM-P main menu to open the Aggregation
Manager form.

END OF STEPS
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3.3 Statistics policies

3.3.1 Overview

You can configure the following policy types for statistics collection:

• accounting policy—specifies the accounting record type and collection interval

• file policy—specifies the storage criteria for accounting statistics files on NEs

• statistics policy—specifies the storage criteria for statistics in the NFM-P

• MIB statistics policy—specifies the collection of MIB-based statistics counters from managed
NEs, and is one of the following:

− NE MIB statistics policy—applies to all NE objects of the specified type

− specific MIB statistics policy—applies to a specific NE object

• server performance statistics policy—specifies the collection criteria for statistics related to
NFM-P server performance

Table 3-2 Statistics policies per statistic type

Statistics type Policy

Accounting File Statistics MIB
statistics

Server
performance
statistics

Accounting

• service

• network

• subscriber

• AA

✓ ✓ ✓ — —

Performance — — ✓ ✓ —

Server performance — — ✓ — ✓

3.3.2 Accounting policies

NEs collect accounting statistics using an accounting policy and an associated file policy that are
assigned to a SAP, SDP, network port, or subscriber profile.

An accounting policy specifies an accounting statistics record type, a collection interval, an
administrative state, and a file policy.

The NFM-P supports the following accounting policy types:

• service accounting policies—apply to SAPs, and specify the accounting records to collect for
services

• network accounting policies—apply to network ports and SDPs, and specify the accounting
records to collect for network resources
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• subscriber accounting policies—apply to subscriber profiles and specify the accounting records
to collect for residential subscribers

• AA accounting policies—apply to applications, application groups, and protocols, and specify the
accounting records to collect for flows

An NE collects accounting statistics based on a specified collection interval and writes the statistics
data in XML format to a file on the NE. After the rollover period specified in a file policy, the NE
closes and compresses the file. The NE notifies the NFM-P that a new file is ready for processing,
the NFM-P uses FTP or SCP to obtain the file from the NE, and adds the file contents to the NFM-P
database. A third-party application can gather the statistics data and process it according to your
specifications.

Note: To conserve NE and NFM-P resources, Nokia recommends that you disable an
accounting policy on an object when statistics for the object are not required.

When an accounting policy is administratively disabled, accounting statistics data is not written to a
file on the NE. When the accounting policy is re-enabled, the new accounting data represents traffic
activity since the re-enabling of the policy. Because the statistics data accumulates in rolling
counters, no information is lost.

You can customize the record in a service, subscriber, or AA accounting policy by specifying the
counters that are collected and the data thresholds for collection. See Chapter 5, “Accounting
statistics” for more information.

Changes to an accounting policy that is disabled apply immediately to all objects to which the policy
is applied. Changes to an accounting policy that is enabled take effect at the beginning of the next
collection period.

Consider the following before you configure an accounting policy.

• An accounting policy requires a file policy. If you deploy an accounting policy in the absence of a
file policy, a default file policy is automatically created.

• For service and network accounting policies, there can be one default policy. Default accounting
policies are not in effect until they are distributed to the NEs by the NFM-P operator.

• There is a one-to-many relationship between accounting policies and accounting objects. For
example, one service accounting policy can apply to many SAPs, but a SAP can have only one
service accounting policy.

Note: When you configure an accounting policy, Nokia recommends that you specify the
same value for the Collection Interval parameter in the accounting policy and the Rollover
parameter in the file policy. Failure to align these values may result in resource contention
when a file rollover occurs.

3.3.3 File policies

A file policy specifies the relative size, storage location, and backup location of the files on the NE
that contain accounting statistics data. An NE collects accounting statistics based on the collection
interval specified for a SAP, network port, or subscriber in an accounting policy, and writes the
statistics data in XML format to a file on the NE. After the rollover period specified in a file policy, the
NE closes and compresses the file. The NE then notifies the NFM-P that a new file is ready for
processing.
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One file policy can be defined as a default policy and is automatically associated with an accounting
policy if no file policy is specified.

Note: When configuring both an Accounting Policy and a File Policy, Nokia recommends that
the intervals for both policies are aligned. Failure to align these intervals may result in a
resource contention at the file Rollover time.

3.3.4 Statistics policies

A statistics policy specifies a retention period and alarm thresholds for a statistics record. The
retention period defines how long the NFM-P database retains the statistics record after collection,
which affects the database storage requirements.

When statistics collection is enabled, the oldest statistics records are periodically removed from the
database. When the collection interval is short and the retention period is long, more disk space is
required to store the statistics data.

Note: You can configure the length of time that the NFM-P database globally retains
accounting statistics data. See the NSP NFM-P System Administrator Guide for information
about configuring the accounting statistics data retention period.

3.3.5 MIB statistics policies

The collection of performance statistics from NEs is controlled by MIB statistics polices that specify
an administrative state, polling synchronization start time, and collection interval. There are two
types of MIB statistics policies:

• NE MIB statistics policies

• specific MIB statistics policies

Each type of MIB statistics policy contains a list of MIB entry policies. A MIB entry policy defines the
collection criteria for a specific MIB row. In an NE MIB policy, a MIB entry policy applies to all
objects on the NE that use the MIB entry. In a specific MIB policy, the MIB entry policy applies only
to the specified objects on the NE. For example, the sapEgrQosPlcyQueueStatsEntry MIB entry
applies to L2 and L3 SAPs. In an NE MIB statistics policy, selecting this MIB entry enables
collection of the entry on all L2 and L3 SAPs on the NE. In a specific MIB statistics policy, selecting
this MIB entry enables collection only on the selected L2 or L3 SAPs.

If the statistics collection time required for a MIB entry exceeds the collection interval specified in
the MIB statistics policy, the NFM-P raises an alarm. An NFM-P operator can change the polling
interval for a statistics class to prevent this. See Chapter 4, “Performance statistics collection” for
information about modifying polling criteria.

The collection of MIB statistics counters is disabled by default. See Chapter 4, “Performance
statistics collection” for information about enabling performance statistics collection.

NE MIB statistics policies

An NE MIB statistics policy defines the global collection of specific statistics on specific NEs, for
example, the port statistics from all ports in a group of NEs. In such a collection scenario,
configuring NE MIB policies rather than specific MIB policies is more efficient and uses fewer
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collection resources. Nokia recommends using NE MIB policies for general performance statistics
collection on groups of NEs, and specific policies to enable or disable collection for specific NE
objects.

After an NE MIB statistics policy is applied to an NE, statistics are collected for all objects on the
NE, except for objects that have a specific MIB statistics policy. This prevents statistics from being
collected twice—once by the NE MIB policy and once by the specific MIB policy.

Each NE requires an NE MIB statistics policy. The NFM-P has a default policy that it applies to an
NE automatically when no NE MIB statistics policy is specified. The collection interval for each
counter in the default policy is 15 min, and collection is disabled by default to conserve NE
resources.

Specific MIB statistics policies

A specific MIB statistics policy defines the collection of selected performance statistics from specific
objects on specific NEs to achieve a high statistics-collection granularity. For example, to collect
port statistics at one rate for access ports and another rate for network ports, you can configure two
policies that specify different collection intervals, and explicitly specify the access or network ports
to which each policy applies. When a new access or network port is enabled, an NFM-P operator
can add the port to the specific MIB statistics policy to enable statistics collection on the port.

The settings in a specific MIB statistics policy override the settings in an NE MIB statistics policy,
and can be used to disable statistics collection for specific objects. For example, you enable
statistics collection globally for an NE using an NE MIB statistics policy, and then disable the
collection of specific statistics using a specific MIB statistics policy.

Distributing the collection of performance statistics

You can distribute the polling load on the NFM-P by creating multiple MIB statistics policies to
define the collection of performance statistics across the network. This allows you to configure the
Polling Synchronization Time parameter in each MIB statistic policy to have a different start time
and to have the policy only poll for statistics from one NE type. For example, you can create three
policies: one policy polling 7750 SR NEs at 00:00, the second policy polling 7705 SAR NEs at
01:00 and the third policy polling 1830 PSS NEs at 04:00.

3.3.6 Server performance statistics policies

Server performance statistics provide information about NFM-P server performance. You can
specify the type of server statistics that are collected and the collection interval for each type.

Each type of server performance statistic has the following:

• a collection policy that specifies a synchronization time and a collection interval

• a statistics policy that specifies the NFM-P database retention period
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4 Performance statistics collection

4.1 Collecting performance statistics

4.1.1 Overview

Performance statistics provide information about physical equipment, routing, and other NE
properties for monitoring and troubleshooting purposes. See the Statistics Search Tool for the MIB-
based performance statistics that the NFM-P supports.

Performance statistics collection is enabled using a MIB statistics collection policy and associating
the policy with one or more NEs or specific objects within the NEs, for example, ports. For greater
efficiency and collection granularity, the following types of MIB statistics policies are available:

• NE MIB statistics policies—define collection at the NE level

An NE MIB statistics policy contains a list of the MIB entry policies that are invoked for all objects
on the NE.

• specific MIB statistics policies—define collection at the object level

A specific MIB statistics policy contains the same list of MIB entry policies as an NE MIB
statistics policy, but the MIB entry policies are applied only to the objects specified in the specific
MIB statistics policy. A specific MIB statistics policy uses the concept of a monitored class, which
is the type of object on which to collect statistics, for example, a port or service site. The
monitored object instances must be specified in the specific MIB statistics policy. For example, if
port is selected as the monitored object, then the actual ports in the network to which the policy
applies must be specified, and become part of the policy.

Before the NFM-P performs a statistics collection based on a MIB statistics policy, it checks for
duplicate collection requests, such as when the same object is included in an NE MIB policy and a
specific MIB policy. If a duplicate is found, the NFM-P performs the collection on the object based
on the specific policy rather than on the NE policy.

For performance reasons, Nokia recommends using NE MIB policies to collect statistics from all
instances of an object on an NE, and specific policies to enable or disable collection for specific NE
objects. This is a much more efficient use of NE resources than using a specific policy in which
each object instance is specified. For example, you can configure an NE MIB policy to collect OSPF
routing statistics on all the routing instances of the NE, and use a specific MIB policy to collect
statistics on a subset of the routing instances.

Specific and NE MIB policies can operate together to streamline statistics collection. For example,
to collect network port statistics at 5-min intervals and access port statistics at 15-min intervals, you
can create an NE MIB policy for all ports with a 15-min collection interval and create a specific
policy for network ports with a 5-min collection interval. At every third interval, when the two policy
activations coincide, the NE policy is used and duplicate collection is prevented.

NE MIB policies can be specified in NE discovery rules to ensure that statistics collection starts
immediately after the NE is discovered. Specific MIB polices must be updated manually for specific
objects on the new NE after it is discovered or new objects are created.

Specific MIB policy settings override NE MIB policy settings.
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Table 4-1 MIB statistics policy overrides

For a given object

NE MIB policy Specific MIB policy Action

Collect Collect Statistic is collected once

Do not collect Do not collect Statistic is not collected

Collect Do not collect Statistic is not collected

Do not collect Collect Statistic is collected

For top-down performance statistics configuration, choose Tools→Statistics→MIB Policies from the
NFM-P main menu to systematically configure statistics for the network. For bottom-up performance
statistics configuration, configure the MIB entry policy from the Statistics tab of the properties form
for a specific object.

4.1.2 GNE performance statistics support

The NFM-P supports the collection of a limited set of statistics counters from standard system,
interface, and routing MIBs on GNEs. These statistics are processed and presented in the same
manner as statistics from other devices. You can view GNE statistics on the Statistics tab of a GNE
interface properties form, retrieve them using the XML API, and display them graphically using the
NFM-P Statistics Plotter.

Note: If persistent SNMP indexes are not enabled on a GNE, one or more GNE interface
indexes may change after a GNE reboots. This can cause a mismatch between the statistics
records collected before the reboot and the current interface indexes. The NFM-P takes no
action to identify or correct such a mismatch.

4.2 Workflow for performance statistics collection

4.2.1 Process

1

Configure the MIB statistics policy for NEs. See 4.3 “To create or modify an NE MIB statistics
policy using a top-down method” (p. 33) for the top-down method. See 4.4 “To modify an NE
MIB statistics policy using a bottom-up method” (p. 34) for the bottom-up method.

2

Configure the MIB statistics policy for specific objects. See 4.5 “To create or modify a specific
MIB statistics policy using a top-down method” (p. 35) for the top-down method. See 4.6 “To
create or modify a specific MIB statistics policy using a bottom-up method” (p. 36) for the
bottom-up method.

3

Specify the MIB statistics policy polling interval. See 4.8 “To configure polling for a MIB
statistics class” (p. 38) for more information.
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4

Configure the statistics policy for an object. See 4.9 “To configure a statistics policy for MIB
statistics” (p. 39) for more information.

5

If required, use an NFM-P client to view on-demand, scheduled, and real-time performance
statistics. See Chapter 8, “Statistics presentation” for information about viewing statistics.

6

Use the XML API to retrieve the performance statistics records from the NFM-P for processing
by a third-party application. See the NSP NFM-P XML API Developer Guide for information
about using the XML API to transfer statistics records from the NFM-P database to an OSS
client application.

4.3 To create or modify an NE MIB statistics policy using a top-down
method

4.3.1 Steps

1

Choose Tools→Statistics→MIB Policies from the NFM-P main menu. The Manage MIB
Statistics Policies form opens.

2

Choose NE MIB Statistics Policy (SNMP).

3

Specify a filter to create a filtered list of MIB statistics policies, if required, and click Search. A
list of MIB statistics policies is displayed.

4

Click Create, or choose a MIB statistics policy from the list and click Properties. The NE MIB
Statistics Policy (Create|Edit) form opens.

Note: When you change a MIB statistics policy for an NE, the change affects all of the
NEs to which the policy is assigned.
When you change a MIB statistics policy for a statistics class of an object, the change
applies to all objects that use the same statistics class.

5

Configure the required parameters:

6

Click Apply. The form refreshes to display additional tabs.
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7

Click on the Network Elements tab.

8

Click Assign Sites. A filter form opens.

9

Configure the filter criteria and click OK. The Assign policy_name form opens with a list of NEs
displayed.

10

Select one or more NEs from the Unassigned Sites list, and click the right arrow. The selected
NEs move to the Assigned Sites list.

Note: You can also assign an NE MIB policy to NEs using a discovery rule. Doing this
does not affect the previously discovered NEs. See the NSP NFM-P User Guide for
information about device discovery.

11

Click OK. The Assign policy_name form closes and the NE MIB Statistics Policy form
reappears.

12

Save your changes and close the forms.

END OF STEPS

4.4 To modify an NE MIB statistics policy using a bottom-up method

4.4.1 Steps

1

Choose Administration→Discovery Manager from the NFM-P main menu. The Discovery
Manager form opens.

2

Click on the Managed State tab.

3

Choose an NE from the list and click Properties. The Node Discovery Control (Edit) form opens.

4

Click on the MIB Statistics Policy tab.
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5

Click Select. The Configure MIB Statistics Policy form opens.

6

Select a policy in the list and click OK. The Configure MIB Statistics Policy form closes and the
Node Discovery Control form reappears.

7

Save your changes and close the forms.

END OF STEPS

4.5 To create or modify a specific MIB statistics policy using a top-
down method

4.5.1 Steps

1

Choose Tools→Statistics→MIB Policies from the NFM-P main menu. The Manage MIB
Statistics Policies form opens.

2

Choose Specific MIB Statistics Policy (SNMP).

3

Specify a filter to create a filtered list of MIB statistics policies, if required, and click Search. A
list of MIB statistics policies is displayed.

4

Click Create, or choose a MIB statistics policy from the list and click Properties. The Specific
MIB Statistics Policy form (Create|Edit) opens.

Note: When you change a MIB statistics policy for an object statistics class, the change
applies to each object that uses the statistics class.

5

Configure the required parameters.

6

Click Select. The Specific Stats Polling Policy form opens.
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7

Choose an object type from the list and click OK. The Specific Stats Polling Policy form closes
and the Specific MIB Statistics Policy form reappears with the object type displayed in the
Monitored Class Name field.

8

Click Apply. The Specific MIB Statistics Policy form refreshes to display additional tabs.

9

Click on the Monitored Objects tab.

10

Click Add. The Select monitored_object for Specific MIB Statistics Policy form opens.

11

Configure the filter criteria and click Search. A list of monitored objects is displayed.

12

Select one or more objects in the list and click OK. The Select monitored_object for Specific
MIB Statistics Policy form closes and the Specific MIB Statistics Policy form reappears with the
selected objects listed.

13

Click OK.

14

Save your changes and close the forms.

END OF STEPS

4.6 To create or modify a specific MIB statistics policy using a
bottom-up method

4.6.1 Steps

1

Choose an object on which to configure the MIB statistics policy.

2

Right-click on the object and choose Properties. The properties form for the object opens.

3

Click on the Statistics tab.
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4

Click Statistics Policies and choose Manage Specific MIB Policy. The Manage Specific MIB
Policy form opens.

5

Choose Specific MIB Statistics Policy (SNMP) from the object drop-down menu.

6

Click Create or choose a MIB statistics policy and click Properties. The Specific MIB Statistics
Policy (Create|Edit) form opens.

Note: When you change a MIB statistics policy for an object statistics class, the change
applies to each object that uses the statistics class.

7

Configure the required parameters.

8

Click Select. The Specific Stats Polling Policy form opens.

9

Choose an object type from the list and click OK. The Specific Stats Polling Policy form closes
and the Specific MIB Statistics Policy form reappears with the object type displayed in the
Monitored Class Name field.

10

Click Apply. The Specific MIB Statistics Policy form refreshes to display additional tabs.

11

Click on the Monitored Objects tab.

12

Click Add. The Select monitored_object for Specific MIB Statistics Policy form opens.

13

Configure the filter criteria and click Search. A list of monitored objects is displayed.

14

Select one or more objects in the list and click OK. The Select monitored_object for Specific
MIB Statistics Policy form closes and the Specific MIB Statistics Policy form reappears with the
selected objects displayed.
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15

Save your changes and close the forms.

END OF STEPS

4.7 To assign the default 1830 VWM OSU performance management
policy to 1830 VWM devices

4.7.1 Steps

1

Choose Tools→Statistics→VWM OSU Performance Management Policies from the NFM-P
main menu. The VWM OSU Performance Management Policies form opens.

2

Click Search, choose the Default SFTP policy, and click Properties. The 1830 VWM
Performance Management Policy - 1 (Edit) form opens.

3

Configure the required parameters.

4

Click on the 1830 VWM Elements tab and click Assign 1830 VWM OSUs. The Assign “Default
SFTP” Filter form open.

5

Configure the filter criteria as required in the Assign “Default SFTP” form.

6

Click Apply to deploy the 1830 VWM performance management policy to the assigned 1830
VWM devices.

7

Save your changes and close the forms.

END OF STEPS

4.8 To configure polling for a MIB statistics class

4.8.1 Steps

1

Choose an object on which to configure the MIB statistics polling interval.
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2

Right-click on the object and choose Properties. The properties form for the object opens.

3

Click on the Statistics tab.

4

Choose a statistics class from the object drop-down menu.

5

Click Statistics Policies and choose MIB Entry Policy. The MIB Entry Policy form opens.

Note: The MIB Entry Policy menu item is dimmed if you choose an invalid performance
statistics class.

6

Configure the required parameters.

7

Save your changes and close the forms.

END OF STEPS

4.9 To configure a statistics policy for MIB statistics

4.9.1 Steps

1

Choose the object on which to configure the statistics policy.

2

Right-click on the object and choose Properties. The properties form for the object opens.

3

Click on the Statistics tab.

4

Choose a statistics class from the object drop-down menu.

5

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.
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6

Configure the required parameters.

7

Click on the Thresholds tab. The Thresholds tab contains a threshold parameter for each
counter in the statistics class. When a statistics counter threshold is exceeded, the NFM-P
raises a threshold-crossing alarm.

8

Configure one or more threshold parameters by selecting the check box beside a parameter
and then entering a threshold value.

9

Save your changes and close the forms.

END OF STEPS

4.10 To delete performance statistics records

4.10.1 Steps

1

Open the properties form of the object that has the statistics records to delete.

2

Click on the Statistics tab.

3

Choose a statistics class from the object drop-down menu.

4

Click Statistics Policy. The Statistics Policy form opens.

5

Click Purge Statistics Records. The Statistics Policy filter form opens.

6

Configure the filter and click OK. A confirmation message is displayed.

7

Click Yes. The statistics records are deleted.
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8

Close the open forms.

END OF STEPS
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5 Accounting statistics

5.1 Accounting statistics collection

5.1.1 Description

Accounting statistics provide packet and octet throughput information for queues that are
associated with the following objects:

• SAPs or SDPs, which provide service accounting statistics

• network ports, which provide network accounting statistics

• subscriber profiles, which provide subscriber accounting statistics

• subscribers, SAPs, and spoke SDP bindings, which provide application assurance, or AA,
accounting statistics

See the NSP NFM-P User Guide for information about AA accounting statistics. See the Accounting
statistics volume in this guide for lists of the MIB-based accounting statistics that the NFM-P
supports.

To collect accounting statistics, you need to create and apply the following:

• an accounting policy

• a file policy

• a statistics policy

See Chapter 3, “Statistics collection” for a description of each policy type.

Note: Not all managed NEs collect accounting statistics. See the Accounting statistics volume
of this guide for information about NEs that collect accounting statistics.

5.1.2 Queue filters

You can use the NFM-P to configure queue filters for accounting statistics so that NEs use queues
that do not have to be monitored. The NEs generate accounting data files that include all of the
configured queues. When you configure a queue filter, the queue of each statistics record is
checked; the queues that do not match the filter are discarded and are not processed.

You can specify a queue filter in the NFM-P main server configuration file. For example, you can
enable the processing of queues 1 and 2 for combinedServiceEgressOctets and
completeSubscriberIngressPacketOctets, and queues 1, 2, and 3 for
completeSubscriberEgressPacketOctets:

<accountingStatsFilter

combinedServiceEgressOctets="1,2"

completeSubscriberEgressPacketOctets="1,2,3"

completeSubscriberIngressPacketOctets="1,2" />
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CAUTION

CAUTION

Service Disruption

Contact Nokia technical support before you attempt to modify a server configuration file. Modifying
the server configuration can have serious consequences that can include service disruption.

5.1.3 Custom accounting records

You can customize the record in an accounting policy to contain only the accounting data that you
require. This reduces the statistics-collection processing load and the volume of data that collection
generates. Custom accounting records allow you to specify the following in an accounting policy:

• the counters to include in each record, for example, packet but not octet counters

• the queues to monitor for collection

• significant-change criteria that define when an NE saves the data to a file:
− significant change threshold

− reference counters

− reference queues

• HSMDA scheduler override counters and queues

The following accounting policy types support custom records:

• Custom Record Service

• Custom Record Subscriber

• Custom Record AA Subscriber

Note: In a Custom Record AA Subscriber accounting policy, you can specify optional
attributes to include in each record; for example, the application profile or ASO associated with
an AA subscriber.

5.1.4 Dynamic periodic accounting statistics calculations

You can define periodic value calculations for accounting statistics data and dynamically apply
them. Periodic values, which represent the difference between the current and previous counter
values, are available for functions such as reporting by the Analytics application.

Note: The periodic data values persist through NFM-P system upgrades.

Note: The periodic data values are not retrievable using the NFM-P XML API.

The dynamic calculation definitions for one or more statistics classes must be specified in an XML
file that has the format shown in Figure 5-1, “Dynamic periodic calculation definition format” (p. 45).
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Figure 5-1 Dynamic periodic calculation definition format

<classes>

<className name="accounting statistics class name"

periodicFields="counters for which to calculate periodic

values"

dataFields="list of additional fields to include in

periodic tables"/>

</classes>

Note: The dataFields entry is optional, and specifies data fields to include other than counters
that are required for reports or data aggregations; for example, a SAP or port ID.

Figure 5-2, “Dynamic periodic definition example” (p. 44) shows a periodic calculation definition
example that defines periodic values to calculate for four statistics classes.

Figure 5-2 Dynamic periodic definition example

<classes>

<className name="service.CompleteServiceEgressPacketOctets"

periodicFields="inProfilePktsOffered,inProfilePktsForwarded,inProfileP-

ktsDropped"

dataFields="svcId,sapId,portId"/>

<className name="service.CompleteServiceIngressPacketOctets"

periodicFields="inProfilePktsOffered,inProfilePktsForwarded,inProfileP-

ktsDropped "

dataFields="svcId,sapId,portId"/>

<className name="service.ServiceEgressOctets"

periodicFields="allOctetsForwarded,allOctetsDropped,allOctetsOf-

fered"

dataFields="svcId,sapId"/>

<className name="service.ServiceIngressOctets"

periodicFields="allOctetsForwarded,allOctetsDropped"

dataFields="svcId,sapId"/>

</classes>

The following sample periodic calculation file is available on an NFM-P main server:

/opt/nsp/nfmp/server/nms/config/accountingPeriodicSample.xml

Creating and managing definitions

After you create a definition file, you must use a main server configuration utility to apply the
definitions in the file. Subsequently, you can modify and re-apply the file to update the existing
definitions, or remove definitions. See 5.2 “To create and manage periodic accounting statistics
calculations” (p. 46) for information.

Note: If you re-apply a definition for a statistics class that has a statically defined periodic
calculation, any additional columns in the definition are added, but no statically defined
columns are removed.
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You can view and manage static and dynamically defined periodic calculations using the
Periodic Counters Manager in the client GUI.

5.2 To create and manage periodic accounting statistics calculations

5.2.1 Steps

1

Create a periodic counter definition file using the format described in 5.1.4 “Dynamic periodic
accounting statistics calculations” (p. 44).

2

Log in to the standalone or primary main server as the nsp user.

3

Open a console window.

4

Enter the following:

bash$ cd /opt/nsp/nfmp/server/nms/bin ↵

5

To apply new or modified definitions, enter the following:

bash$ ./nmsserver.bash accountingPeriodic create definition_file ↵

where definition_file is the absolute path and name of the periodic counter definition file

The periodic counter definition is applied.

6

To remove a definition, enter the following:

bash$ ./nmsserver.bash accountingPeriodic remove class_name ↵

where class_name is the class of a periodic counter definition

The periodic counter definition is removed.

7

Close the console window.

8

To view and manage the periodic counter definitions using the client GUI, choose Tools→
Analytics→Periodic Counters Manager from the NFM-P main menu.

END OF STEPS
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5.3 Workflow for accounting statistics collection

5.3.1 Process

1

Ensure that FTP is enabled on the NEs from which you want to collect accounting statistics.
See the NSP NFM-P User Guide for information about device commissioning and enabling FTP.

2

Configure polling policies to enable NFM-P FTP or SCP access to the NEs, as required. See
the NSP NFM-P User Guide for information about configuring polling policies.

3

Enable statistics collection on the object. See the NSP NFM-P User Guide for information about
enabling statistics collection on an object.

4

Configure a file policy with rollover and retention values that are appropriate for the traffic
volume, number of objects, and available file storage space. See 5.4 “To configure a file
policy” (p. 49) .

5

Configure an accounting policy. See 5.5 “To configure an accounting policy” (p. 50) .

6

Note: Nokia recommends this method of applying an accounting policy rather than
distributing the policy to NEs. The NFM-P distributes the policy to an NE when the policy
is applied to an object.

Apply the accounting policy. You can apply one accounting policy to a SAP, SDP, network object
such as a port, or a subscriber profile.

a. For service accounting statistics, apply the service accounting policy to a SAP or SDP.

1. Administratively disable accounting on the SAP.

2. Choose the newly created accounting policy.

b. For network accounting statistics, apply the accounting policy to a network object such as a
port. You can specify a network accounting policy when you configure a port in network
mode.

1. Administratively disable accounting for the network object.

2. Choose the newly created accounting policy.
For network accounting statistics on LSPs, see 5.13 “To configure ingress and egress
accounting policies for an LSP” (p. 59) .

c. For subscriber accounting statistics, apply the accounting policy to a subscriber profile.

1. Administratively disable accounting on the subscriber.
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2. Choose the newly created accounting policy.

d. For AA accounting statistics, apply the accounting policy to an AA group or partition.

See the NSP NFM-P User Guide for information about applying an accounting policy to an
object.

7

Configure a statistics policy to define the retention requirements for the accounting statistics
records.

a. For service accounting statistics, see 5.6 “To configure a statistics policy for accounting
statistics on a SAP or an SDP” (p. 52) .

b. For network accounting statistics, see 5.7 “To configure a statistics policy for accounting
statistics on a network interface” (p. 53) .

c. For subscriber accounting statistics, see 5.8 “To configure a statistics policy for accounting
statistics on a subscriber” (p. 54) .

d. For AA accounting statistics per subscriber, see 5.9 “To configure a statistics policy for AA
accounting statistics on a subscriber” (p. 55) .

e. For AA accounting statistics for an application, see 5.10 “To configure a statistics policy for
an AA accounting statistics application” (p. 56) .

f. For AA accounting statistics for an application group, see 5.10 “To configure a statistics
policy for an AA accounting statistics application” (p. 56) .

g. For AA accounting statistics for a protocol, see 5.12 “To configure a statistics policy for an
AA accounting statistics protocol” (p. 58) .

8

View the status of accounting statistics collection for NEs. See the NSP NFM-P System
Administrator Guide for more information.

9

If required, use the NFM-P client to view accounting statistics. See Chapter 8, “Statistics
presentation” of the NSP NFM-P User Guide for more information.

10

Use the XML API to retrieve the accounting statistics records from the NFM-P for processing by
a third-party application.

See the NSP NFM-P XML API Developer Guide for information about using the XML API to
transfer statistics records from the NFM-P database to an OSS client application.

11

As required, create or manage periodic accounting statistics calculations; see 5.2 “To create
and manage periodic accounting statistics calculations” (p. 46).
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5.4 To configure a file policy

5.4.1 Purpose

Perform this procedure to configure a file policy that controls the management of accounting
statistics files on one or more NEs.

Note: You cannot modify or delete a file policy when the policy is associated with an
accounting policy that is administratively enabled. You must set the Administrative State
parameter of the corresponding accounting policy to Down before you can modify or delete
the file policy. See 5.5 “To configure an accounting policy” (p. 50) for more information.

5.4.2 Steps

1

Choose Tools→Statistics→File Policies from the NFM-P main menu. The File Policies form
opens.

2

Click Create, or choose an existing file policy and click Properties. The File Policy (Create) form
opens.

3

Configure the parameters.

Note: Ensure that the NE resources are sufficient to support the file policy and associated
accounting policy specifications. The collection, retention, and rollover intervals must be
appropriate, and the statistics must be regularly retrieved from the NEs.

Note: Some 7210 SAS devices are equipped with USB flash memory (uf1). In the
equipment tree and on Alarm Info forms, the NFM-P displays only Flash Memory. The
display does not distinguish between compact flash memory (cf) and USB flash memory
(uf).

4

Click Apply.

5

Distribute the policy to NEs, as required.

6

Close the open forms.

END OF STEPS
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5.5 To configure an accounting policy

5.5.1 Steps

1

Choose Tools→Statistics→Accounting Policies from the NFM-P main menu. The Manage
Accounting Policies form opens.

2

Click Create, or choose an existing accounting policy and click Properties. The Accounting
Policy (Create) form opens.

3

Specify a file policy.

Note: If you do not specify a file policy, a file policy with default values is automatically
created and associated with the accounting policy. When a file policy is automatically
created, you must verify that the file policy settings are appropriate for the accounting
policy.

4

Configure the required parameters.

5

Click Apply. The form displays additional tabs.

6

If the policy type is not a Custom Record policy type, go to Step 13 .

7

Click on the Custom Record tab. The Significant Change Criteria tab is displayed.

8

Configure the significant change criteria, if required.

1. Configure the Significant Change Criteria and Significant Change Delta parameters.

2. In the Reference Queue panel, select the All Queues parameter to monitor all queues for
significant change, or click Select to choose one queue.

3. In the Reference Queue panel, select the Ingress Counters and Egress Counters to
monitor.

4. In the Reference Override panel, select the All Overrides parameter to monitor all override
counters for significant change, or click Select to choose one override counter.

5. In the Reference Override panel, select the Ingress Counters and Egress Counters to
monitor.
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9

If the policy type is Custom Record AA Subscriber, specify the AA counters to monitor.

1. Click on the Application Assurance tab.

2. Select one or more Application Assurance, To Subscriber, and From Subscriber counters to
monitor.

3. Specify the Optional Attributes to include in the record.

10

Configure queue counters to monitor, if required.

1. Click on the Queue Counter Config tab.

2. Click Create. The CustomQueue Config (Create) form opens.

3. Configure the ID parameter to specify a queue.

4. Specify one or more Ingress and Egress counters to monitor.

5. Click OK to save your changes and close the form.

11

Configure override counters to monitor, if required.

1. Click on the Override Counter Config tab.

2. Click Create. The Custom Override Config (Create) form opens.

3. Configure the ID parameter to specify an override.

4. Specify one or more Ingress and Egress counters to monitor.

5. Click OK to save your changes and close the form.

12

Click Apply.

13

Distribute the policy to NEs, as required.

14

Close the open forms.

END OF STEPS
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5.6 To configure a statistics policy for accounting statistics on a SAP
or an SDP

5.6.1 Steps

1

Choose Manage→Service→Services from the NFM-P main menu. The Manage Services form
opens.

2

Specify a filter to create a filtered list of services and click Search. A list of services is displayed.

3

Select a service in the list and click Properties. The service properties form opens.

4

Click on one of the following tabs:

Note: The tabs that are displayed depend on the type of service that is chosen.

• L2 Access Interfaces

• L3 Access Interfaces

• Mesh SDP Bindings

• Spoke SDP Bindings

The properties form for the object opens.

5

Click on the Statistics tab.

6

Choose a statistics class from the object drop-down menu.

7

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

8

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
statistics class type are not stored in the NFM-P database. The statistics cannot be viewed in
the NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.
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9

Click on the Thresholds tab. The Thresholds tab contains a threshold parameter for each
counter in the statistics class. When a statistics counter threshold is exceeded, the NFM-P
raises a threshold-crossing alarm.

10

Configure one or more threshold parameters by selecting the check box beside a parameter
and then entering a threshold value.

11

Click OK.

12

Save your changes and close the forms.

END OF STEPS

5.7 To configure a statistics policy for accounting statistics on a
network interface

5.7.1 Steps

1

In the navigation tree routing view, navigate to the required network interface.

2

Right-click on the interface icon and choose Properties. The Network Interface (Edit) form
opens.

3

Click on the Statistics tab.

4

Choose a statistics class from the object drop-down menu.

5

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

6

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
statistics class type are not stored in the NFM-P database. The statistics cannot be viewed in
the NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
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However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.

7

Click on the Thresholds tab. The Thresholds tab contains a threshold parameter for each
counter in the statistics class.

8

Configure the threshold parameters. When a statistics counter threshold is exceeded, the
NFM-P raises a threshold-crossing alarm.

9

Save your changes and close the forms.

END OF STEPS

5.8 To configure a statistics policy for accounting statistics on a
subscriber

5.8.1 Steps

1

Choose Manage→Residential Subscribers from the NFM-P main menu. The Manage
Residential Subscribers form opens.

2

Choose Residential Subscriber Instance (Residential Subscriber) and click Search. A list of
subscriber instances is displayed.

3

Select a subscriber instance in the list and click Properties. The Residential Subscriber
Instance form opens.

4

Click on the Statistics tab.

5

Choose a statistics class from the object drop-down menu.

6

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.
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7

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
statistics class type are not stored in the NFM-P database. The statistics cannot be viewed in
the NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.

8

Click on the Thresholds tab. The Thresholds tab contains a threshold parameter for each
counter in the statistics class.

9

Configure the threshold parameters. When a statistics counter threshold is exceeded, the
NFM-P raises a threshold-crossing alarm.

10

Click OK.

END OF STEPS

5.9 To configure a statistics policy for AA accounting statistics on a
subscriber

5.9.1 Steps

1

Choose Manage→Residential Subscribers from the NFM-P main menu. The Manage
Residential Subscribers form opens.

2

Choose Residential Subscriber Instance (Residential Subscriber) and click Search. A list of
subscriber instances is displayed.

3

Select a subscriber instance in the list and click Properties. The Residential Subscriber
Instance form opens.

4

Click on the Statistics tab.

5

Choose an AA statistics class from the object drop-down menu.
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6

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

7

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
statistics class type are not stored in the NFM-P database. The statistics cannot be viewed in
the NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.

8

Click OK.

9

Save your changes and close the forms.

END OF STEPS

5.10 To configure a statistics policy for an AA accounting statistics
application

5.10.1 Steps

1

Choose Policies→ISA Policies→Application Assurance from the NFM-P main menu. The
Application Assurance Policies form opens.

2

Choose AA Group Policy and click Search. A list of application group policies is displayed.

3

Select a policy in the list and click Properties. The global AA Group Policy (Edit) form opens.

4

Click on the Local Definitions tab.

5

Select a local policy definition in the list and click Properties. The local AA Group Policy (Edit)
form opens.

6

Click on the Applications tab.
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7

Select an application in the list and click Properties. The Application (Edit) form opens.

8

Click on the Statistics tab.

9

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

10

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
application are not stored in the NFM-P database. The statistics cannot be viewed in the
NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.

11

Click OK.

12

Save your changes and close the forms.

END OF STEPS

5.11 To configure a statistics policy for an AA accounting statistics
application group

5.11.1 Steps

1

Choose Policies→ISA Policies→Application Assurance from the NFM-P main menu. The
Application Assurance Policies form opens.

2

Choose AA Group Policy and click Search. A list of application group policies is displayed.

3

Select a policy in the list and click Properties. The global AA Group Policy (Edit) form opens.

4

Click on the Local Definitions tab.
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5

Select a local policy definition in the list and click Properties. The local AA Group Policy (Edit)
form opens.

6

Click on the Application Groups tab.

7

Select an application group in the list and click Properties. The Application Group (Edit) form
opens.

8

Click on the Statistics tab.

9

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

10

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
application group are not stored in the NFM-P database. The statistics cannot be viewed in the
NFM-P GUI or exported to an NFM-P XML API client using find or findToFile operations.
However, if an NFM-P XML API client registers using registerLogToFile, the accounting
statistics data is exported to files.

11

Click OK.

12

Save your changes and close the forms.

END OF STEPS

5.12 To configure a statistics policy for an AA accounting statistics
protocol

5.12.1 Steps

1

In the navigation tree equipment view, expand device→ISA-AA Groups→ISA_group.
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2

Right-click on the ISA-AA Group icon and choose Properties. The ISA-AA Group (Edit) form
opens.

3

Click on the Statistics tab.

4

Choose AA Protocol Stats (Application Assurance) from the object drop-down menu. A list of AA
protocols is displayed.

5

Select a protocol in the list.

6

Click Statistics Policies and choose Statistics Policy. The Statistics Policy form opens.

7

Configure the required parameters.

If the Administrative State parameter is set to Down, accounting statistics for the selected
protocol are not stored in the NFM-P database. The statistics cannot be viewed in the NFM-P
GUI or exported to an NFM-P XML API client using find or findToFile operations. However, if an
NFM-P XML API client registers using registerLogToFile, the accounting statistics data is
exported to files.

8

Click OK.

9

Save your changes and close the forms.

END OF STEPS

5.13 To configure ingress and egress accounting policies for an LSP

5.13.1 Purpose

Perform this procedure to configure accounting policies for an LSP. Collecting statistics on an LSP
requires configuring an egress accounting policy on the LSP and a separate ingress accounting
policy on the MPLS instance at the LSP destination.
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5.13.2 Steps

1

Configure a file policy, as described in 5.4 “To configure a file policy” (p. 49) .

2

Create an accounting policy for the ingress statistics, as described in 5.5 “To configure an
accounting policy” (p. 50) . Configure the Type parameter of the policy to Combined MPLS LSP
Ingress, and use the file policy you created in Step 1 .

3

Create a second accounting policy for the egress statistics. Configure the Type parameter to
Combined MPLS LSP Egress, and use the file policy you created in Step 1 .

4

From the routing view, expand NE→Routing Instance→MPLS.

5

Right-click on the MPLS instance and choose Properties. The MPLS (edit) form opens.

6

Click on the Accounting tab.

7

Click Create. The IngStatsPolicy, Routing Instance (Create) form opens.

8

Configure the required parameters in the LSP Information panel.

9

Configure the required parameters in the Ingress Accounting Statistics panel.

10

Click OK. Close the MPLS form.

11

Navigate to the LSP.

12

Right-click on the LSP and choose Properties. The LSP (edit) form opens.
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13

Click on the Accounting tab.

14

Configure the required parameters in the Egress Accounting Statistics panel.

The Ingress Accounting Statistics panel displays a read-only view of the ingress accounting
policy you configured on the MPLS router.

15

Click OK.

16

Save your changes and close the forms.

END OF STEPS

5.14 To delete accounting statistics records

5.14.1 Steps

1

Open the properties form of the object that has the statistics records to delete.

2

Click on the Statistics tab.

3

Choose a statistics class from the object drop-down menu.

4

Click Statistics Policy. The Statistics Policy form opens.

5

Click Purge Statistics Records. The Statistics Policy filter form opens.

6

Configure the filter and click OK. A confirmation message is displayed.

7

Click Yes. The statistics records are deleted.
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8

Close the open forms.

END OF STEPS
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6 Flow statistics collection

6.1 Flow statistics collection in the NFM-P

6.1.1 Introduction

The NFM-P can collect flow statistics from managed NEs. Although other criteria may apply, a flow
is basically a series of IP packets that share a common source, destination, and type of payload, for
example, traffic that is specific to an application.

When an NE is configured to collect flow statistics, the NE monitors the traffic on one or more
interfaces to identify the flows, aggregates the flow data, and regularly exports flow data records to
an external system.

An NSP Flow Collector can collect the following flow statistics from managed NEs:

• system Cflowd, for example, per-AS or per-subnet

• AA

See the on-product IPDR Reference for comprehensive information about AA statistics types.

6.1.2 Functional description

The NFM-P supports flow statistics collection on the following devices:

• 7450 ESS, Release 13.0 or later

• 7750 SR, Release 13.0 or later, 7750 SR-1 chassis excepted

• 7750 MG, Release 8.0 or later

An NSP Flow Collector extracts the managed-network information upon initialization, and receives
regular updates to the information from an NFM-P main server via JMS notifications. Depending on
the configuration, the NSP Flow Collector subsequently collects system Cflowd or AA Cflowd
statistics from NEs using the IPFIX protocol.

Note: If the IP address of an NFM-P main server changes, you must update the IP address in
the configuration of each associated NSP Flow Collector and perform a manual snapshot
extraction, as described in 6.11 “To control NSP Flow Collector functions” (p. 72).

The collected statistics data is managed using one or both of the following methods:

• Forwarding the statistics records in IPDR, EDR, or 5670 RAM format to a target file server

• Storing the data in an NFM-P auxiliary database for use by the Analytics application

Fault tolerance through redundancy

The NFM-P can forward statistics data to redundant targets for retrieval by an OSS or third-party
application. Additionally, you can use multiple NSP Flow Collectors to collect statistics from the
same set of NEs and forward the data to the redundant targets. Such a configuration provides a
high degree of fault tolerance in the event of an NFM-P component failure. See the NSP NFM-P
System Administrator Guide for more information about NFM-P redundancy mechanisms.
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Note: When multiple NSP Flow Collectors forward statistics to one OSS, it is recommended
that you configure the OSS to organize the statistics data by saving the statistics from each
server in a separate directory.

6.1.3 Exporting IPDR file contents to other formats

For compatibility with an OSS application, you can use an NFM-P tool to export the contents of
XDR-encoded IPDR statistics files to files in a format such as CSV or XML. Because the export
process is resource-intensive, you must observe the following requirements before you attempt to
use the tool.

• It is strongly recommended that you use the tool only on a standby NFM-P main server, whether
collocated with a main database or in a distributed deployment.

• The system that receives the exported files must meet the following requirements.
− The system must be dedicated to the export operation.

− The output location must have sufficient space for the output files; a large network-attached
storage system is recommended. An exported file is approximately six times the size of the
associated input file.

• The user of the tool requires full access permissions on the input and output directories.

CLI- and GUI-based versions of the tool are available; see 6.12 “To export IPDR statistics files to a
different format” (p. 73) for information about how to export IPDR files.

6.2 Workflow to configure flow statistics collection

6.2.1 Stages

1

Open the NSP Flow Collector web UI; see 6.4 “To open the NSP Flow Collector web UI”
(p. 66) .

2

Specify whether the statistics in a domain are stored for Analytics use or forwarded to a file
server; see 6.5 “To configure the flow data persistence” (p. 66).

3

Specify the NEs from which to collect flow statistics; see 6.6 “To specify the NEs and MDAs for
flow statistics collection” (p. 67).

4

Configure the aggregation parameters; see 6.7 “To configure flow statistics aggregation”
(p. 68).

5

Configure a special-study policy, if required; see 6.8 “To configure an AA Cflowd special-study
policy” (p. 69).
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6

Configure AA application or protocol filters as required; see 6.9 “To configure an AA application
or protocol filter” (p. 70).

7

If you require a similar configuration on multiple NSP Flow Collectors, copy one or more
configuration files to the servers; see 6.10 “To distribute a configuration to multiple NSP Flow
Collectors” (p. 71).

8

If required, configure redundant destinations for the statistics collected by each NSP Flow
Collector. See the NSP NFM-P System Administrator Guide.

9

Control NSP Flow Collector functions such as the following; see 6.11 “To control NSP Flow
Collector functions” (p. 72):

• enable or disable statistics collection

• enable or disable JMS event monitoring

• initiate network information retrieval

6.3 Workflow to configure AA Cflowd special study statistics
collection

6.3.1 Purpose

Use this workflow along with 6.2 “Workflow to configure flow statistics collection” (p. 64) to
configure collection of Special Study AA Cflowd statistics. Special study configuration is required for
DNS Performance or VOIP OTT reports in the Analytics application. See the NSP NFM-P Analytics
Report Catalog for more information about Analytics reports.

6.3.2 Stages

1

Select the Enable Application Performance Reporting for Residential Groups parameter in each
AA group policy associated with the special-study subscribers.

2

Open the NSP Flow Collector web UI; see 6.4 “To open the NSP Flow Collector web UI”
(p. 66).

3

Specify the NEs from which to collect AA Cflowd statistics; see 6.6 “To specify the NEs and
MDAs for flow statistics collection” (p. 67).
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4

Configure a special-study policy; see 6.8 “To configure an AA Cflowd special-study policy”
(p. 69).

For Analytics reports, the following considerations apply:

• The Filter Type parameter must be set to All Traffic per Application and the Subscriber Type
and Subscriber ID parameters must be set to N/A.

• To collect DNS statistics, add applications that have been created to model DNS server
types.

• To collect OTT VoIP statistics, enter the names of the VoIP OTT applications, for example,
Skype Calls, you want to report on.

• The application name you configure in the NSP Flow Collector web UI must match the
application name exactly, including blanks, as seen in the report prompt in the Analytics
application.

5

Proceed with statistics collection configuration, for example, configure AA application or
protocol filters.

6.4 To open the NSP Flow Collector web UI

6.4.1 Steps

1

Use a browser to open the following URL:

https://server:8443/dcp-admin/admin

where server is the NSP Flow Collector IP address or hostname

2

If a login form opens, enter the required user credentials and click OK. The NSP Flow Collector
page opens.

END OF STEPS

6.5 To configure the flow data persistence

6.5.1 Purpose

Perform this procedure to specify, for one or more statistics domains, whether the NFM-P retains
the collected data for Analytics application reporting, forwards the data to a target file server, or
both.
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6.5.2 Steps

1

Open the NSP Flow Collector web UI.

2

Click on the Collector Configuration link. The main configuration page opens.

3

Click on the Results Persistence tab. The AA Cflowd statistics domains are listed.

4

Select or deselect the persistence options for each statistics domain, as required.

• Select IPDR to enable data forwarding to a target file server.

• Select Aux DB to enable data storage for use by the Analytics application.

5

Click Save Configuration. The persistence settings are applied.

6

Save your changes and close the forms.

END OF STEPS

6.6 To specify the NEs and MDAs for flow statistics collection

6.6.1 Steps

1

Open the NSP Flow Collector web UI.

2

Click on the Collector Configuration link. The main configuration page opens.

3

Add NEs and IS-AA MDAs, as required.

1. Click Add. A new table row is displayed.

2. Configure the following parameters:
• System ID

• Description
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• Source IPFIX Address
The System ID value must match the System ID that the NFM-P associates with the NE, for
example, as shown on the NE properties form in the GUI.

You can specify multiple MDAs on one NE by adding one table row for each MDA and
using the same System ID in each row.

The Source IPFIX Address value is the MDA IP address from which the NE is to send IPFIX
traffic to the NSP Flow Collector.

3. If the NSP Flow Collector is to collect system Cflowd statistics, use the Flow Protocol drop-
down to choose a protocol.

4

To delete an NE, select the Delete on save check box beside the NE.

5

Click Save Configuration. The configuration is saved.

END OF STEPS

6.7 To configure flow statistics aggregation

6.7.1 Steps

1

Open the NSP Flow Collector web UI.

2

Click on the Collector Configuration link. The main configuration page opens.

3

Click on the Aggregation Policy tab.

4

Perform one of the following:

a. If the NSP Flow Collector is to collect system Cflowd statistics, select the required
aggregation types from the tabs in the lower panel.

b. If the NSP Flow Collector is to collect AA statistics, select one or more statistics classes in
the Subscriber Collection panel to enable aggregation for the classes.

5

Use the Interval drop-down menus in the Aggregation Intervals panel to specify the aggregation
interval for each statistic type, as required.

To configure flow statistics aggregation NFM-P
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Note: The default interval is 15 min for each system Cflowd statistics type except for
Estimated Bitrate, which has a default of 1 min.

Note: The default interval is 15 min for each AA statistics type except the following:

• Comprehensive—Hourly

• IP Detail Top N—Daily

• PGW-EDR—5 min

6

The Interval Closing Timeout parameter specifies a latency value that is applied at the end of a
collection interval to ensure that any queued statistics are written to the current file. Typically,
the default value of one second is adequate; configure the parameter only at the request of
technical support.

7

Specify the aggregations for each statistic type, as required.

1. Click on the tab in the lower panel that corresponds to the statistic type.

2. Select or deselect aggregations, as required.

8

Click Save Configuration. The configuration is saved.

END OF STEPS

6.8 To configure an AA Cflowd special-study policy

6.8.1 Steps

1

Open the NSP Flow Collector web UI.

2

Click on the Collector Configuration link. The main configuration page opens.

3

Click on the Special Study Policy tab.

4

Click Add. A new table row is displayed.

5

Configure the Filter Type parameter.
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6

If the Filter Type parameter is set to something other than All Traffic per Subscriber, configure
the Application / Application Group Name parameter.

7

Configure the Subscriber Type parameter.

8

Configure the Subscriber ID parameter.

Note: In the mobile domain, the subscriber ID must be prefixed by IMSI, MSISDN, or
IMEI. For example, IMSI 88123398891xxxx.

9

If the Subscriber Type value is SAP, SDP Binding, or Business Transit Sub, configure the
System ID parameter by specifying the system IP address of the host NE.

10

To delete a policy, select the Delete on save check box beside the policy.

11

Click Save Configuration. The configuration is saved.

END OF STEPS

6.9 To configure an AA application or protocol filter

6.9.1 Steps

1

Open the NSP Flow Collector web UI.

2

Click on the Collector Configuration link. The main configuration page opens.

3

Click on the Application / Protocol Filters tab.

4

Click Add. A new table row is displayed.

5

Configure the Filter Type parameter.
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6

Configure the Application / Protocol Name parameter.

7

To delete a filter, select the Delete on save check box beside the filter.

8

Click Save Configuration. The filters are applied to the next scheduled collection.

END OF STEPS

6.10 To distribute a configuration to multiple NSP Flow Collectors

6.10.1 Purpose

Perform this procedure to distribute all or part of the configuration on one NSP Flow Collector to
another NSP Flow Collector.

The following scenarios require a duplicate configuration.

• The two servers are to independently collect the same statistics from different sets of NEs.

• One NSP Flow Collector is to act as a redundant backup of the other in the event of a failure.

Note: The two servers must collect the same statistics type, for example, system Cflowd or
AA Cflowd.

CAUTION

Misconfiguration Risk

In a redundancy scenario, if the two statistics-collection configurations do not match, the collected
data or server redundancy may be compromised in the event of a failure. For example:

• Using different collection intervals may cause data duplication.

• Enabling the collection of different aggregations effectively defeats the redundancy function.

The file transfer configurations may differ, but the statistics collection and NFM-P communication
configurations must be identical.

6.10.2 Steps

1

Log in to the NSP Flow Collector station as the root user.

2

Navigate to the /opt/nsp/flow/jboss-6.4.0/standalone/configuration/dcp directory.
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3

Copy the following files to the same directory on the other NSP Flow Collector, as required:

• CfdResultsPersistencePolicy.xml—Results Persistence settings

• CfdEdrResultsTransfer.properties—EDR file transfer settings

• CfdIpdrResultsTransfer.properties—IPDR file transfer settings

• CfdSpecialStudyPolicy.xml—Special Study Policy settings

• CfdUappsPolicy.xml—Application / Protocol Filters settings

• SamHostInfoCfg.xml—NFM-P Configuration settings

4

If the NSP Flow Collector collects system Cflowd statistics, copy the following additional file to
the same directory:

• SysCfdAggregationPolicy.xml—global system Cflowd aggregation policy

5

If the NSP Flow Collector collects AA Cflowd statistics, copy the following additional file to the
directory:

• AaCfdAggregationPolicy.xml—global AA Cflowd aggregation policy

6

Perform one of the following:

a. If the new NSP Flow Collector is to be a redundant backup of the existing server, copy the
appropriate local policy file to the same directory on the other server:

• If the servers collect system Cflowd statistics:
− SysCfdCollectionPolicy.xml

• If the servers collect AA Cflowd statistics:
− AaCfdCollectionPolicy.xml

b. If the new NSP Flow Collector is not to be a redundant backup server, use the web UI of the
other NSP Flow Collector to specify the NEs from which to collect AA Cflowd statistics. See
6.6 “To specify the NEs and MDAs for flow statistics collection” (p. 67).

END OF STEPS

6.11 To control NSP Flow Collector functions

6.11.1 Steps

1

Open the NSP Flow Collector web UI.
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2

Click on the Collector Configuration link. The main configuration page opens.

3

Click on the Operations tab. The Operations page is displayed.

4

CAUTION

Service Disruption

The Force Snapshot Extraction option consumes NFM-P main server resources, and is typically
required only as recommended by technical support.

Ensure that you choose Force Snapshot Extraction only if required, and only during a period of
low NFM-P system activity.

Perform one or more of the following, as required:

a. To stop the statistics collection, click Disable Statistics Collection.

b. To start the statistics collection, click Enable Statistics Collection.

c. To start monitoring NFM-P JMS events, click Start Event Collector.

d. To stop monitoring NFM-P JMS events, click Stop Event Collector.

e. To force the NSP Flow Collector to retrieve all network information from the NFM-P, click
Force Snapshot Extraction.

END OF STEPS

6.12 To export IPDR statistics files to a different format

6.12.1 Purpose

CAUTION

Data Loss

The tool used in the procedure deletes all .xdr files in the output directory before starting the export
operation.

If the output directory contains files that you want to retain, copy the files to another location before
you use the tool.

Use this procedure to convert XDR-encoded IPDR statistics files to a different format for
compatibility with an OSS application.

Note: If you use the GUI version of the tool over a remote connection, you must first enable
X.11 or native X display redirection on the main server as the root user.
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Note: You require root user privileges and full access permissions on the input and output
directories that you specify.

Note: Command lines use the # symbol to represent the RHEL CLI prompt for the root user.
Do not type the leading # symbol when you enter a command.

6.12.2 Steps

1

Log in to the NFM-P main server station as the root user.

2

Open a console window.

3

To export files using the CLI-based tool, perform the following steps.

1. Enter the following:

# /opt/nsp/nfmp/server/nms/bin/ipdrDecode.bash input_dir output_dir

format ↵

where

input_dir is the absolute path of a directory that contains the IPDR files to export, or the
absolute path of a file to export

output_dir is the directory that is to contain the exported files

format is the output file format, either txt or xml; if omitted, the default is xml

The following message and prompt are displayed:

INFO: This utility decodes all *.xdr files in the specified

directory.

Do you wish to proceed <y/n> ?

2. Enter y ↵.

The tool begins to convert and export files. As each file is processed, messages like the
following are displayed:

Decoding file...

...finished successfully!

The export of all files is complete when the following is displayed:

...finished decoding!

4

To export files using the GUI-based tool, perform the following steps.

1. Enter the following:

# /opt/nsp/nfmp/server/nms/bin/ipdrDecodeGui.bash ↵

The following message and prompt are displayed:
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INFO: This utility decodes all *.xdr files in the specified

directory.

Do you wish to proceed <y/n> ?

2. Enter y ↵.

The IPDR/XDR File Decoder window opens.

3. Use the Output Format drop-down to specify the required output file format.

4. To convert and export one file, click Decode a File... and use the file browser form that
opens to choose an input file.

5. To convert and export all files in a directory, click Decode XDR Files in Dir... and use the file
browser form that opens to choose an input directory.

6. The tool begins to convert and export files. As each file is processed, messages like the
following are displayed:

Decoding file...

...finished successfully!

The export of all files is complete when the following is displayed:

...finished decoding!

7. Close the IPDR/XDR File Decoder window.

5

Close the console window.

END OF STEPS
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7 Server performance statistics

7.1 Server performance statistics collection

7.1.1 Overview

Server performance statistics are collected from the NFM-P main servers in an NFM-P system. To
collect server performance statistics, you need to create and apply the following policies:

• statistics policy

• server performance collection policy

See Chapter 3, “Statistics collection” for more information about the policies.

7.2 Workflow for server performance statistics collection

7.2.1 Process

1

Configure the statistics policy associated with the statistics data. See 7.3 “To configure a
statistics policy for server performance statistics” (p. 77) for more information.

2

Configure the server performance collection policy that is associated with the statistics data.
See 7.4 “To configure a statistics collection policy for server performance statistics” (p. 78) for
more information.

3

Delete statistics records, as required. See 7.5 “To delete server performance statistics records”
(p. 79) for more information.

7.3 To configure a statistics policy for server performance statistics

7.3.1 Steps

1

Choose Tools→Statistics→Server Performance Statistics from the NFM-P main menu. The
Server Performance Statistics form opens.

2

Choose one of the statistics classes from the object drop-down menu.
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3

Click Statistics Policy. The Statistics Policy form opens.

4

Configure the required parameters.

5

Click on the Thresholds tab. The Thresholds tab contains a threshold parameter for each
counter in the statistics class. When a statistics counter threshold is exceeded, the NFM-P
raises a threshold-crossing alarm.

6

Configure one or more threshold parameters by selecting the check box beside a parameter
and then entering a threshold value.

7

Save your changes and close the forms.

END OF STEPS

7.4 To configure a statistics collection policy for server performance
statistics

7.4.1 Steps

1

Choose Tools→Statistics→Server Performance Statistics from the NFM-P main menu. The
Server Performance Statistics form opens.

2

Choose a statistics class from the object drop-down menu.

3

Click Collection Policy. The Collection Policy form opens.

4

Configure the required parameters.

5

Save your changes and close the forms.

END OF STEPS
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7.5 To delete server performance statistics records

7.5.1 Steps

1

Choose Tools→Statistics→Server Performance Statistics from the NFM-P main menu. The
Server Performance Statistics form opens.

2

Choose a statistics class from the object drop-down menu.

3

Click Statistics Policy. The Statistics Policy form opens.

4

Click Purge Statistics Records. The Statistics Policy filter form opens.

5

Configure the filter and click OK. A confirmation message is displayed.

6

Click Yes. The statistics records are deleted.

7

Close the open forms.

END OF STEPS
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Part III: Statistics presentation

Overview

Purpose

This volume describes the presentation of statistics in the NFM-P.

Contents

Chapter 8, Statistics presentation 83

Chapter 9, Viewing statistics 87

Chapter 10, Graphing statistics 101
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8 Statistics presentation

8.1 Statistics presentation in the NFM-P

8.1.1 Overview

You can view all NFM-P-supported statistics types in a table or graph. A table lists specific values
that you can filter and sort. A graph can display multiple statistics counters simultaneously, and
helps to identify trends. A graph can also use dual, independently scaled axes that allow an NFM-P
operator to visually compare statistics with high numbers, such as throughput statistics, to statistics
with very low numbers, such as dropped packet statistics.

You can display statistics for multiple objects in one list, and can export table data or a graph image
to a file in multiple formats.

There are two ways to choose the statistics to view in a table or graph.

• bottom-up method—uses the Statistics tab of an object properties form; applies to performance
and accounting statistics

• top-down method—uses the NFM-P Statistics Manager; applies to all statistics types

8.1.2 Tabular statistics view

Statistics records for an object are listed on the Statistics tab of the object properties form. Each
statistics class in the object drop-down menu corresponds to an NE MIB table or accounting file.

From the Statistics tab, you can use the Collect button to collect on-demand network or server
performance statistics, and the Collect All button to collect one on-demand statistics record for each
statistic type that the object supports.

Note: On-demand collection is not available for accounting statistics, because accounting
statistics are available only after an NE transfers an accounting statistics file to the NFM-P.

You can sort and filter the listed records, for example, to display only the statistics collected during a
specific period, and can export the list to a file.

A Properties button on the Statistics tab enables you to view a selected record. Depending on the
number and types of counters that a record contains, the counters are displayed on separate tabs
of the record properties form. The General tab displays information about the record, for example,
the record type and collection time, and the other tabs each display a group of counters, for
example, octet-based or packet-based counters, to facilitate finding a specific counter.
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8.1.3 Graphical statistics view

NOTICE

Service-disruption hazard

When multiple NFM-P clients each have multiple open plotters that display multiple counters, a
large volume of statistics is collected from the NEs. If the data for multiple plotters is from one NE,
the independent polls of the NE by each plotter may affect performance. You can use a scope of
command role to limit plotter access to specific NFM-P user groups. See the NSP NFM-P System
Administrator Guide for scope of command role information.

The NFM-P Statistics Plotter creates graphs using statistics data. The plotter can display multiple
performance, accounting, and server performance statistics simultaneously, using dual Y axes to
represent different value scales. The plotter also displays the numerical value of each point on the
graph in a table, and can display minimum, maximum, and average values for a plot area. Multiple
Statistics Plotter windows can be simultaneously active in one client GUI.

You can use the NFM-P main menu, contextual menu options, or the Plotter button on a form to
open the Statistics Plotter and create graphs of real-time or historical statistics. Historical plots use
data from previous scheduled collections. Real-time plots collect statistics data while the plotter
window is open and plot the data as it is collected.

Note: Historical plots use only statistics data from scheduled collections, not data from on-
demand collections.

User-defined plotter profiles specify the plot attributes for a type of object. Plotter profiles are a
convenient way to open the same type of plot for different objects of the same type. Right-click
menu options for objects in navigation trees and maps open a plotter window for the object and
optionally display the plots defined in one or more plotter profiles.

Graphical presentation options

You can plot raw values, and periodic counter values, which the NFM-P calculates by subtracting
the previous counter value from the current counter value. In graphical form, periodic data is
typically more informative than raw counter data for troubleshooting and trend analysis. You can
also plot values such as the following, which provide a more comprehensive view of network
activity:

• link utilization

The NFM-P uses ingress and egress port and channel statistics to calculate utilization values for
plotting. Plotted utilization values provide a convenient view of the bandwidth usage.

• throughput data expressed as a flow rate

When you need to monitor a data flow rate, you can choose to plot normalized counter data,
such as the number of octets per second received on a port, using a scale that is appropriate for
the flow rate.

• event-based data expressed as a rate

You can plot normalized event-based counter data, such as the number of received DHCP
requests or dropped packets per second.

• matching counter data for the opposite endpoint of a link

Statistics presentation in the NFM-P NFM-P

3HE-12009-AAAE-TQZZA

Release 17.12
December 2017

84 Issue 1



When you create a plot of endpoint data from an object such as a physical or optical link that
terminates on a physical port, you can use a button in the plotter window to create a plot of the
same data for the opposite endpoint, and create a profile that you can use to automatically plot
both endpoints of other links. This function can help to isolate throughput issues.

See Chapter 10, “Graphing statistics” for information about using the NFM-P Statistics Plotter.
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9 Viewing statistics

9.1 Viewing statistics in the NFM-P

9.1.1 Overview

Statistics can be viewed as numerical data in a table, which is useful for obtaining raw counter
values. The tabular data can be sorted, filtered, and exported to files in different formats.

AA statistics can be viewed from the Statistics tab of a local AA policy object, such as an
application, application group, or protocol.

9.2 Workflow for viewing statistics

9.2.1 Process

1

Monitor on-demand performance statistics. See 9.3 “To view on-demand statistics” (p. 88) for
more information.

2

Monitor statistics for sets of objects. See 9.4 “To view statistics for a set of objects” (p. 89) for
more information.

3

Monitor scheduled collection for the following statistics types, as required:

• performance—see 9.6 “To view performance statistics” (p. 91) for more information

• service accounting—see 9.8 “To view service accounting statistics” (p. 93) for more
information

• specific-object—see 9.5 “To view network accounting statistics” (p. 90) for more information

• subscriber accounting—see 9.9 “To view subscriber accounting statistics” (p. 94) for more
information

• AA accounting—see 9.9 “To view subscriber accounting statistics” (p. 94) to 9.13 “To view
AA accounting statistics for a protocol” (p. 99) for more information

4

Monitor NFM-P server performance statistics using the GUI. See 9.7 “To view server
performance statistics” (p. 92) for more information.
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9.3 To view on-demand statistics

9.3.1 Steps

1

Open the properties form of the object for which you want to view statistics. The General tab is
displayed.

2

Click on the Statistics tab.

3

Choose a statistics class from the object drop-down menu.

Note: The Collect and Collect All buttons are not displayed when you choose a statistics
class that does not support on-demand statistics collection.

4

Specify a filter to create a filtered list of statistics records, if required.

5

Perform one of the following:

a. Click Collect to collect the statistics for only the specified class.

b. Click Collect All to collect statistics for all classes.

The statistics records are displayed in a list.

6

Identify a statistics record to view.

7

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

8

Close the object properties form.

END OF STEPS
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9.4 To view statistics for a set of objects

9.4.1 Steps

1

Choose Tools→Statistics→Statistics Manager from the NFM-P main menu. The Statistics
Manager form opens.

2

Configure the Statistics Type parameter.

3

Do one of the following:

a. Choose a statistics class from the object drop-down tree.

b. Choose a statistics class by clicking Filter for Object Type.

4

Click Search. A list of entries is displayed.

5

Identify an entry to view.

6

Do one of the following:

a. Scroll horizontally to view the values that the entry contains.

b. Open the entry to view it.

1. Select the entry and click Properties. The appropriate form opens, based on the Statistics
Type parameter setting.

2. View the form contents.

3. Close the form.

7

Close the Statistics Manager form.

END OF STEPS
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9.5 To view network accounting statistics

9.5.1 Steps

1

Choose Manage→Service Tunnels from the NFM-P main menu. The Manage Service Tunnels
form opens.

2

Specify a filter to create a filtered list of service tunnels and click Search. A list of service
tunnels is displayed.

3

Select a service tunnel in the list and click Properties. The service tunnel properties form opens.

4

Click on the Statistics tab.

5

Choose a statistics class from the object drop-down menu.

6

Specify a filter to create a filtered list of statistics classes, if required.

7

Click Search. A list of statistics records is displayed.

8

Identify a statistics record to view.

9

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

10

Close the service tunnel properties form.
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11

Close the Manage Service Tunnels form.

END OF STEPS

9.6 To view performance statistics

9.6.1 Steps

1

Right-click on an object in the navigation tree and choose Properties. The properties form for
the object opens.

2

Click on the Statistics tab.

3

Choose a statistics class from the object drop-down menu.

Note: The Collect and Collect All buttons are not displayed when you choose a statistics
class that does not support on-demand statistics collection.

4

Specify a filter to create a filtered list of statistics classes.

5

Perform one of the following:

a. Click Collect to collect the statistics for only the specified class.

b. Click Collect All to collect statistics for all classes.

The statistics records are displayed in a list.

6

Identify a statistics record to view.

7

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.
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8

Close the object properties form.

END OF STEPS

9.7 To view server performance statistics

9.7.1 Steps

1

Choose Tools→Statistics→Server Performance Statistics from the NFM-P main menu. The
Server Performance Statistics form opens.

2

Choose a statistics class from the object drop-down menu.

3

Specify a filter to create a filtered list of statistics records, if required.

4

Perform one of the following:

a. Click Search to list statistics records for scheduled collections of the statistics class.

b. Click Collect to perform an on-demand collection for the statistics class.

5

Identify a statistics record to view.

6

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

7

Close the Server Performance Statistics form.

END OF STEPS
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9.8 To view service accounting statistics

9.8.1 Steps

1

Choose Manage→Service→Services from the NFM-P main menu. The Manage Services form
opens.

2

Specify a filter to create a filtered list of services and click Search. A list of services is displayed.

3

Select a service in the list and click Properties. The service properties form opens.

4

Click on the L2 Access Interfaces or L3 Access Interfaces tab, as required, to display a list of
access interfaces.

5

Select an interface in the list and click Properties. The appropriate access interface properties
form opens.

6

Click on the Statistics tab.

7

Choose a statistics class from the object drop-down menu.

8

Specify a filter to create a filtered list of statistics classes, if required.

9

Click Search. A list of statistics records is displayed.

10

Identify a statistics record to view.

11

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.
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2. View the statistics record.

3. Click Close to close the Statistics Record form.

12

Save your changes and close the forms.

END OF STEPS

9.9 To view subscriber accounting statistics

9.9.1 Steps

1

Choose Manage→Residential Subscribers from the NFM-P main menu. The Manage
Residential Subscribers form opens.

2

Choose Residential Subscriber Instance (Residential Subscriber) and click Search. A list of
subscriber instances is displayed.

3

Select a subscriber instance in the list and click Properties. The Residential Subscriber
Instance properties form opens.

4

Click on the Statistics tab.

5

Choose a statistics class from the object drop-down menu.

6

Specify a filter to create a filtered list of statistics classes, if required.

7

Click Search. A list of statistics records is displayed.

8

Identify a statistics record to view.

9

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

To view subscriber accounting statistics NFM-P

3HE-12009-AAAE-TQZZA

Release 17.12
December 2017

94 Issue 1



b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

10

Save your changes and close the forms.

END OF STEPS

9.10 To view per-subscriber AA accounting statistics

9.10.1 Steps

1

Choose Manage→Residential Subscribers from the NFM-P main menu. The Manage
Residential Subscribers form opens.

2

Choose Residential Subscriber Instance (Residential Subscriber) and click Search. A list of
subscriber instances is displayed.

3

Select a subscriber instance in the list and click Properties. The Residential Subscriber
Instance properties form opens.

4

Click on the Statistics tab.

5

Choose an AA statistics class from the object drop-down menu.

6

Specify a filter to create a filtered list of statistics classes, if required.

7

Click Search. A list of statistics records is displayed.

8

Identify a statistics record to view.
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9

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

10

Save your changes and close the forms.

END OF STEPS

9.11 To view AA accounting statistics for an application

9.11.1 Steps

1

Choose Policies→ISA Policies→Application Assurance from the NFM-P main menu. The
Application Assurance Policies form opens.

2

Choose AA Group Policy and click Search. A list of AA group policies is displayed.

3

Select a policy in the list and click Properties. The AA Group Policy (Global) form opens.

4

Click on the Local Definitions tab.

5

Select a local policy definition in the list and click Properties. The local AA Group Policy form
opens.

6

Click on the Applications tab.

7

Choose an application in the list and click Properties. The Application properties form opens.
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8

Click on the Statistics tab.

9

Specify a filter to create a filtered list of statistics classes, if required.

10

Click Search. A list of statistics records is displayed.

11

Identify a statistics record to view.

12

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

13

Close the forms.

END OF STEPS

9.12 To view AA accounting statistics for an application group

9.12.1 Steps

1

Choose Policies→ISA Policies→Application Assurance from the NFM-P main menu. The
Application Assurance Policies form opens.

2

Choose AA Group Policy and click Search. A list of AA group policies is displayed.

3

Select a policy in the list and click Properties. The AA Group Policy (Global) form opens.

4

Click on the Local Definitions tab.
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5

Select a local policy definition in the list and click Properties. The local AA Group Policy form
opens.

6

Click on the Application Groups tab.

7

Choose an application group in the list and click Properties. The Application Group properties
form opens.

8

Click on the Statistics tab.

9

Specify a filter to create a filtered list of statistics classes, if required.

10

Click Search. A list of statistics records is displayed.

11

Identify a statistics record to view.

12

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record form.

13

Close the forms.

END OF STEPS

To view AA accounting statistics for an application group NFM-P

3HE-12009-AAAE-TQZZA

Release 17.12
December 2017

98 Issue 1



9.13 To view AA accounting statistics for a protocol

9.13.1 Steps

1

In the navigation tree equipment view, expand device→ISA-AA Groups→ISA_group.

2

Right-click on the ISA-AA Group icon and choose Properties. The ISA-AA Group (Edit) form
opens.

3

If the ISA-AA group is partitioned, click on the ISA-AA Partitions tab. A list of ISA-AA partitions is
displayed.

4

Select an ISA-AA partition and click Properties. The ISA-AA Group Partition (Edit) form opens.

5

Click on the Statistics tab.

6

Perform one of the following:

a. Scroll horizontally to view the statistics counter values for the statistics record.

b. Open the statistics record to view it.

1. Select the statistics record and click Properties. The Statistics Record - AA Protocol Stats
form opens.

2. View the statistics record.

3. Click Close to close the Statistics Record - AA Protocol Stats form.

7

Close the ISA-AA Group form.

END OF STEPS
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10 Graphing statistics

10.1 Graphing statistics overview

10.1.1 Overview

The NFM-P Statistics Plotter displays statistics data in graphical form. Figure 10-1, “NFM-P
Statistics Plotter” (p. 101) shows the Statistics Plotter window, which has the following panels:

• configuration—allows you to specify the counters to plot

• detail—contains the plotted graph points, axes, and grid lines

• overview—provides an overview of the entire data range

• data list—displays the graph data in tabular form

Figure 10-1 NFM-P Statistics Plotter

Detail
panel

Start
historical
plotting

Reset zoom

Zoom in

Zoom out

Legend showing
monitored object

name

Slider

Overview
panel

Data list
panel

Start
real-time
plotting

Stop
plotting

Configuration
panel

Save current
view

23546

NFM-P Graphing statistics

Release 17.12
December 2017
Issue 1 1013HE-12009-AAAE-TQZZA



The Statistics Manager form, and the Statistics tab of an object properties form, each have a
statistics class drop-down menu. An icon beside each statistics class in the menu indicates the plot
types that the class supports; the icons are shown in Figure 10-2, “Plotting support indicators”
(p. 101) .

10.1.2 About the NFM-P Statistics Plotter

The NFM-P Statistics Plotter allows you to plot counter values for real-time or historical statistics.
An NFM-P GUI client can open up to five Statistics Plotter windows, and each window can
simultaneously plot up to eight counters. You can maximize or minimize a panel in the Statistics
Plotter by clicking on the up or down arrow on the left side of the divider bar between it and the
neighboring panel.

You can open a new plot for a specific object using the following:

• contextual menu option in network navigation tree or map

• NFM-P clipboard paste function

• Plotter button on the Statistics tab of the object properties form

Note: Objects that are not stored in the NFM-P database, such as LSN subscriber hosts, have
no Statistics tab on the object properties form; the Plotter button for such an object is on the
home tab of the properties form.

See 10.3 “To create a statistics graph” (p. 106) and 10.4 “To modify a statistics graph” (p. 111) for
information about creating and modifying plots.

Configuration panel

You use the configuration panel to specify the objects and statistics counters in a graph. You can
enter up to eight counters in the panel. If more than one counter from the same monitored object is
required, you can click Duplicate and choose the new counter and class. After you choose the
counters, you can close the panel to increase the space available for the graph panels. The
configuration panel contains the following columns:

• Marker—shows the symbol that marks each data point when markers are enabled

• Plot Name—identifies the plot

• Y Axis—allows you to choose the Y axis for a plot; see “Choosing the Y axis” (p. 103) in this
section for information

Figure 10-2 Plotting support indicators
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• Monitored Object—identifies the object of a plot; if an object has child objects that support
plotting, the Monitored Object in a new plot is a drop-down menu of the child objects, as shown
for plot 4 in Figure 10-1, “NFM-P Statistics Plotter” (p. 101)

• Statistics Group—allows you to choose the statistics class; an icon beside each class indicates
the supported plot types, as described in Figure 10-2, “Plotting support indicators” (p. 102)

• Statistics Counter—allows you to choose the statistics counter

• Data Format—allows you to choose how the statistics data is quantified; see “Statistics data
formats” (p. 104) in this section for information

Detail panel

The detail panel contains the plotted statistics line graphs. The panel can contain historical or real-
time graphs, but not both.

Real-time statistics are plotted as they are collected. Historical plotting uses the data stored in the
NFM-P database. For real-time statistics, you can enable or disable automatic scrolling.
See “Overview panel” (p. 103) in this section for more information.

You can zoom in and out on a graph, and can enable or disable the display of markers and a
legend that includes the monitored object name. Markers are useful for identifying different lines, for
example, when a graph is printed in black and white. You can save a graph as an image, with or
without the legend information or markers.

You can enable or disable the X, Y1, and Y2 grid lines. The Y1 and Y2 grid lines are displayed only
when the corresponding Y axis is enabled. See “Choosing the Y axis” (p. 103) for more information
about the Y1 and Y2 axes.

Overview panel

The overview panel displays a high-level view of the plot data. The shaded box in the panel, which
is called the slider, contains the plot area that is displayed in the detail panel. When you double-
click on the slider, you can set automatic scrolling to on or off. The slider is green when automatic
scrolling is enabled, and red when it is disabled. You can click on the slider and drag it horizontally
to change the display in the detail panel. When the slider is not selected and real-time statistics are
being plotted, the slider automatically scrolls to show the latest statistics. When automatic scrolling
is disabled, the detail panel statically displays the plot area shown in the slider.

Data list panel

The data list panel displays the plotted statistics values in a tabular format. You can save the table
data to a file in CSV or HTML format. See the NSP NFM-P User Guide for information about using
the contextual menu in the plot value list heading.

Choosing the Y axis

A statistics graph has one X axis, but can have one or two Y axes. The X axis is a time scale, and a
Y axis is a scale for data values. The second Y axis facilitates the viewing of plots whose data
scales differ widely, for example, when one set of plotted values is in the range of 900 000 to
1 000 000, and another set of values is in the range of 100 to 500. Figure 10-1, “NFM-P Statistics
Plotter” (p. 101) shows the two Y axes; Y axis 1 is on the left side of the detail panel, and Y axis 2 is
on the right side.
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You specify the Y axis for a plot using the Y Axis drop-down menu in the configuration panel. The
graph legend indicates which Y axis is associated with each plot, as shown in Figure 10-1, “NFM-P
Statistics Plotter” (p. 101) .

Statistics data formats

Using the Data Format column in the configuration panel, you can choose how the statistics data is
represented in a plot. Depending on the type of object and statistics counter, the following options
are available:

• Raw—displays the current counter value, which is cumulative

• Periodic—displays the periodic counter value, which is the difference between the current and
previous raw counter values

• Rate (units)—displays a normalized throughput value; you can choose from rates such as bps,
kbps, Mbps, or Gbps

10.1.3 Plotting real-time statistics data

The Statistics Plotter has a configurable polling interval and retention period for real-time statistics
collection. The retention period specifies how long the NFM-P collects real-time statistics before it
deletes the oldest sample. For example, at a sampling rate of 10 seconds, the plotter stores 8640
samples per counter in one day. The retention period and a default polling interval are configured
on the User Preferences form; see the NSP NFM-P User Guide.

The detail and data list panels indicate when a real-time statistic is missing from a plot. The detail
panel plot markers in the plot list panel Markers column change from solid to dark grey with the
marker color as the border. The data list panel displays N/A or Data Missing instead of a data value.

• N/A indicates that events are skewed. For example, there is data event plot for plot 1 and plot 2
at time T1, and a data event plot for plot 3 and plot 4 at time T2. Accordingly, the table row
displays N/A for plot 3 and plot 4 at time T1, and for plot 1 and plot 2 at time T2. N/A is displayed
whenever the same graph plots counters from different classes or different NEs.

• Data Missing indicates an error during statistics collection. Data Missing is displayed when an
NE reports an error or when the polling interval elapses before the response to a previous poll
arrives.

You can remove a plot at any time during real-time statistics collection; the plot disappears
immediately from the detail and data list panels.

10.1.4 Plotting utilization statistics

The NFM-P can plot ingress and egress utilization statistics using calculated values. Plotted
utilization statistics provide a quickly accessible view of the bandwidth usage, on a specified port or
channel, in graphical and tabular form.

Ingress utilization statistics represent the received total octets during a collection interval,
expressed as a percentage of the port bandwidth. Egress utilization statistics represent the
transmitted total octets during a collection interval, expressed as a percentage of the port
bandwidth.

You can plot the utilization statistics for all physical ports. Utilization statistics are available for
members of the following objects, but not for the objects themselves:
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• LAGs

• bundles

• TDM channel groups

• CCAGs

• SONET TUG3s

• SONET tributaries

See 10.5 “To plot utilization statistics” (p. 112) for information about how to plot utilization statistics.

10.1.5 Plotter profiles

The NFM-P provides default statistics plotter profiles that you can use to generate customized
statistics plots. This enables you to save a specific plotter configuration, for example, a set of
queues to monitor, and later apply it to the same type of object. After you save a customized profile,
you can use a right-click menu option on an object of the same type to open a plotter window. The
window is automatically populated with the statistics counter information in the profile.

The right-click contextual menu for plotter profiles is available for objects in the network navigation
tree and map, depending on the object type. The menu is available to all users, but a user with the
Administrator or Statistics Plotter Profile Management role can specify whether a specific profile is
included in the menu for other users.

Note: Only an Administrator or Statistics Plotter Profile Management user can create and
delete customized profiles.

You cannot delete a default profile.

To list and view profiles, use the Statistics Plotter Profiles form, which lists all profiles, or a
contextual menu option that lists the profiles that are specific to a type of object. Default profiles are
available for objects that include the following:

• dynamic LSPs

• L3 SAPs

• MPLS interfaces

• physical and virtual ports

You can create a customized profile directly from the plotter window, or use a default profile as a
template to create a customized profile. See 10.6 “To create a customized plotter profile” (p. 113)
for information about creating customized plotter profiles. See 10.7 “To plot statistics using a
plotter profile” (p. 114) for information about how to create a plot using a plotter profile.

Link endpoint profiles

When you create a plot for a port that is a link endpoint, you can enable the automatic plotting of
the same counters for the port at the other end of the link. If the function is enabled in a plotter
profile, the profile is accessible from links of the same type in topology maps. Using a right-click
menu option, you can quickly plot and compare counter data for both endpoints of a link to monitor
or troubleshoot the link.
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10.2 Workflow for graphing statistics

10.2.1 Process

1

Configure statistics collection for the equipment or logical object that is the source of the
statistics data to be plotted.

2

Create a real-time or historical statistics graph; see 10.3 “To create a statistics graph” (p. 105) .

3

Modify a real-time or historical statistics graph; see 10.4 “To modify a statistics graph” (p. 111) .

4

Create a customized plotter profile, if required; see 10.6 “To create a customized plotter profile”
(p. 113) .

5

Use a default or customized plotter profile to plot statistics; see 10.7 “To plot statistics using a
plotter profile” (p. 114) .

10.3 To create a statistics graph

10.3.1 Steps

1

Perform one of the following:

a. Use a contextual menu option. Right-click on a map or network navigation tree object and
choose Plotter→New Plot or Plotter→profile_name. The Statistics Plotter form opens with a
plot entry for the object listed in the configuration panel.

b. Use the Copy to Clipboard function:

1. Right-click on a GUI object and choose Copy to Clipboard from the contextual menu, or
select an object on a list form and click Copy to Clipboard.

2. Choose Tools→Statistics→Statistics Plotter→New Plot from the NFM-P main menu. The
Statistics Plotter form opens.

3. Click Paste from Clipboard or right-click in the configuration panel and choose Paste from
Clipboard. A plot entry for the object is listed in the configuration panel.

c. Click Plotter:

1. Open the properties form for an object.

2. Click on the Statistics tab.
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Note:

Objects that are not stored in the NFM-P database, such as LSN or ESM subscriber
hosts, have no Statistics tab on the object properties form; the Plotter button for such an
object is on the home tab of the properties form.

3. Choose a statistics class from the object drop-down menu, if required.

Note:

The icon beside each class indicates the plot types that the class supports. See Figure
10-2, “Plotting support indicators” (p. 102) for the icon descriptions.

4. Click Search to view statistics record entries for scheduled collections of the selected
statistics class.

5. Select a statistics record.

6. Click Plotter and choose New Plot. The Statistics Plotter form opens with a plot entry for
the object listed in the configuration panel.

2

If the Monitored Object field for the plot entry displays a drop-down arrow, as shown for plot 4 in
Figure 10-1, “NFM-P Statistics Plotter” (p. 101) , the object has child objects. Use the
Monitored Object drop-down menu to specify a child object, if required.

3

Use the Statistics Group drop-down menu to specify a statistics group.

Additional configurable columns are displayed in the configuration panel if the chosen statistics
group has filterable attributes. The columns allow you to filter the statistics. Configure a filter, as
required:

1. Click on an up or down arrow in a column heading to specify an enumerated entry such as
a queue ID.

2. Double-click in a text-based column heading and type in a value.

Note:

The NFM-P does not validate a typed entry. You must type an entire entry correctly to
generate the expected filter output.

4

Use the Statistics Counter drop-down menu to specify a statistics counter.

5

Use the Data Format drop-down menu to specify how the counter data is quantified.

6

Use the Y Axis drop-down menu to specify the Y axis that the plot is to use.

7

Add a plot to the graph, if required. Perform one of the following:
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a. Use an existing plot as a template:

1. Select a plot entry in the list and click Duplicate. A duplicate plot entry is created.

2. Customize the plot parameters, as described in Step 2 to Step 6 .

b. Add a plot using a new object. Repeat Step 1 to Step 6 .

8

Repeat Step 7 to add another plot, as required.

Note: A statistics graph can contain up to eight plots. Each plotted Statistics Counter and
Managed Object combination must be unique.

9

Perform one of the following:

Note: Real-time statistics plotting is supported for network performance, server
performance, and MIB-based accounting statistics.
Historical statistics plotting is supported for network performance, server performance,
and accounting statistics.
Each plot must be unique. The NFM-P deletes the older plot if you attempt to create a
duplicate a plot in this step.

a. To create a real-time statistics graph:

1. Choose a polling interval from the Real-time Polling Interval drop-down menu, or enter a
value between 10 and 3600.

The default polling interval is configured on the User Preferences form; see the NSP
NFM-P User Guide.

2. Click Real-time Plot. The detail panel displays the plotted statistics using the configured
polling interval.

Note:

You do not have to stop real-time statistics collection to add or remove plots.

b. To create a graph using historical statistics:

1. Configure the historical plot start time using the left-hand time field in the configuration
panel.

2. Configure the historical plot end time using the right-hand time field in the configuration
panel.

3. Click Historical Plot. The statistics are retrieved from the database and plotted in the
detail panel.

10

If you are plotting statistics data for an object that has physical endpoints, such as a physical
link or an optical link, you can plot statistics data for the other endpoint:

1. Select the plot in the configuration panel that you want to duplicate for the opposite
endpoint.

To create a statistics graph NFM-P
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2. Click Plot Other Endpoint(s). A plot entry for the other link endpoint is added to the
configuration panel, and the plot is added to the graph.

11

Perform one or more of the following to modify the detail panel display.

a. To display a plot tool tip, move the mouse pointer over the data points in the detail panel. A
tool tip identifies the plot number, the statistics collection interval, and the data value at that
point.

b. To change the view displayed in the detail panel, click on the slider in the overview panel and
drag it horizontally.

Note: When the slider is not selected and real-time statistics are being collected, the
slider autoscrolls to display the latest statistics.

c. To turn off autoscrolling, double-click on the slider. The slider color changes to red.

d. To resize the objects in the detail panel, click Zoom in Tool or Zoom out Tool; click Reset
Zoom tool to return to the default zoom level.

e. To display the data points for each plot using markers, select the Markers check box.

f. To display the legend elements:

1. Select the Legend check box.

2. To include the minimum, maximum, and average plot values in the legend, select the
MinMaxAvg check box.

Note:

The source of the values in the legend is the plot range displayed in the detail panel. If
you move the slider to display a different plot range, the values are recalculated.

g. To display the X-axis grid lines, select the Grid X check box.

h. To display the Y1 grid lines, select the Grid Y1 check box. The grid lines are displayed only
when the Y1 axis is used by a plot.

i. To display the Y2 grid lines, select the Grid Y2 check box. The grid lines are displayed only
when the Y2 axis is used by a plot.

j. You may need to hide a plot when plots in the detail panel overlap. To hide a plot:

Note: Statistics data collection for a plot does not stop when the plot is hidden; only
the display of the plotted data is suppressed.

1. Right-click on the data list panel header row and choose Column Display. The Column
Display form opens.

2. Select the plot to hide in the Displayed on Table list and click the left arrow. The selected
plot moves to the Available for Table list.

3. Click OK. The plot information is removed from the detail and data list panels.

4. To show the plot in the detail panel, right-click in the column heading of the data list panel
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and choose Plot n from the contextual menu, where n is the plot to show. A check mark is
displayed beside the plot in the contextual menu and the plot is displayed in the detail and
data list panels.

k. To show a previously hidden plot:

1. Right-click on the data list panel header row and choose Column Display. The Column
Display form opens.

2. Select the plot to show in the Available for Table list and click the right arrow. The selected
plot moves to the Displayed on Table list.

3. Click OK. The plot information is restored in the detail and data list panels.

12

To change the parameters of a plot:

1. Select the plot entry in the configuration panel and click Clear. The plot is removed from the
detail and data list panels.

2. Customize the plot parameters, as described in Step 2 to Step 6 .

13

To remove a plot entirely:

1. Select the plot entry in the configuration panel and click Clear. The plot is removed from the
detail and data list panels.

2. Click Remove. The plot is removed from the Statistics Plotter window.

14

To stop all plotting, click Stop. The plotting of each counter stops.

15

To switch from real-time to historical plotting:

1. Click Stop.

2. Configure the historical plot start and end times to specify the time range of the plot.

3. Click Historical Plot. The detail panel clears, and the statistics are retrieved from the
database and plotted.

16

To switch from historical to real-time plotting:

1. Choose a polling interval from the real-time polling interval drop-down menu, or type a
value between 10 and 3600 seconds.

2. Click Real-time Plot. The detail panel clears and real-time statistics plotting begins.

17

To save the plotter view:
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Note: Only the graphics information in the detail panel is saved. To change the view in the
detail panel before you save the results, use the slider or the zoom buttons.
If the Legend check box is selected, the legend is saved with the statistics graph results.

1. Click Save Current View. The Save As form opens.

2. Use the form to specify a file location and file type.

3. Click Save. The Save As form closes, and the graph is saved in the specified file.

18

To save the statistics table results, if required:

1. Right-click on the plot value list heading and choose Save To File. The Save form opens.

2. Use the form to specify a file location and file type.

3. Click Save. The Save As form closes, and the tabulated plot information is saved in the
specified file.

19

Close the Statistics Plotter window.

Note: The Statistics Plotter window cannot be saved. When you close a Statistics Plotter
window, the data in the window is deleted.

END OF STEPS

10.4 To modify a statistics graph

10.4.1 Steps

1

Perform one of the following:

a. Use a contextual menu option. Right-click on a map or network navigation tree object and
choose Plotter→# Statistics Plotter (#). The Statistics Plotter form opens.

b. Open a Statistics Plotter form. Choose Tools→Statistics→Statistics Plotter→# Statistics
Plotter (#) from the NFM-P main menu. The Statistics Plotter form opens.

c. Add an object to the Statistics Plotter form:

1. Choose the object on which to modify a statistics graph.

2. Locate the object in the network navigation tree.

3. Right-click on the object in the navigation tree and choose Properties. The object
properties form opens.

4. Click on the Statistics tab.

5. Choose a statistics class from the object drop-down menu.

Note:
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The icon beside each class indicates the plot types that the class supports. See Figure
10-2, “Plotting support indicators” (p. 102) for the icon descriptions.

6. Click Plotter and choose Statistics Plotter (#). The Statistics Plotter form opens with the
current plot information displayed.

Note:

A statistics graph can plot up to eight statistics counters. The statistics counters can be
same only for different objects. If only one object is the source of the statistics, each
counter must be unique.

If the Statistics Plotter (#) menu item is not available, the Statistics Plotter does not
support the selected object type.

2

Perform Step 3 to Step 19 of 10.3 “To create a statistics graph” (p. 106) to configure the plot
parameters.

END OF STEPS

10.5 To plot utilization statistics

10.5.1 Steps

1

Open a new plot for the object, as described in Step 1 of 10.3 “To create a statistics graph”
(p. 106) .

2

Use the Statistics Group drop-down menu to specify Interface Additional Stats.

3

Perform one of the following:

a. Use the Statistics Counter drop-down menu to specify Ingress Utilization.

b. Use the Statistics Counter drop-down menu to specify Egress Utilization.

4

Start the plotting of real-time or historical utilization statistics, as described in Step 9 of
10.3 “To create a statistics graph” (p. 106) .

END OF STEPS
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10.6 To create a customized plotter profile

10.6.1 Purpose

Perform this procedure to create a customized plotter profile.

Note: Only a user with the Admin or Statistics Plotter Profile Management scope of command
role can create a custom profile.

10.6.2 Steps

1

Perform one of the following:

a. If the object of the profile is a dynamic LSP:

1. Open the dynamic LSP properties form.

2. Click on the Statistics tab.

3. Click Plotter button, or click More Actions and choose Plotter if the Plotter button is
dimmed.

b. If the object of the profile is not a dynamic LSP, right-click on the object, for example, a
physical port in the network navigation tree, and choose Plotter.

2

Perform one of the following:

a. Choose New Plot from the Plotter contextual menu. The Statistics Plotter window opens.

b. Choose profile_name→New Plot.

3

Customize the plot, as described in Step 3 to Step 19 of 10.3 “To create a statistics graph”
(p. 106) .

4

Click Save Profile(s). The Plotter Profile (Create) form opens.

5

Configure the required parameters.

6

To change the Y axis of a plot in the profile:

1. Click on the Plots tab.

2. Select a plot in the list and click Properties. The Plot Profile Entry (Edit) form opens.

3. Configure the Y Axis parameter.

4. Click OK. The Plot Profile Entry (Edit) form closes.
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7

Click OK. The Plotter Profile (Create) form closes. The new plotter profile is available for objects
of the same type.

END OF STEPS

10.7 To plot statistics using a plotter profile

10.7.1 Steps

1

Perform 10.6 “To create a customized plotter profile” (p. 113) to create a customized plotter
profile, if the required profile does not exist.

2

Perform one of the following:

a. If the object of the plot is a dynamic LSP:

1. Open the dynamic LSP properties form.

2. Click on the Statistics tab.

3. Click Plotter button, or click More Actions and choose Plotter if the Plotter button is
dimmed.

b. If the object of the plot is a link in a topology map:

1. Right-click on the link and choose Expand Group.

2. Right-click on the link and choose Plotter.

c. Right-click on a map or network navigation tree object, and choose Plotter.

3

Choose profile_name→New Plot from the Plotter contextual menu. The Statistics Plotter opens
and begins to plot the statistics data for the counters in the profile.

4

When you are finished viewing the plot, close the Statistics Plotter window.

END OF STEPS

10.8 To manage plotter profiles

10.8.1 Steps

1

To list all plotter profiles that apply to a specific type of object, perform one of the following:

To plot statistics using a plotter profile NFM-P

3HE-12009-AAAE-TQZZA

Release 17.12
December 2017

114 Issue 1



a. For a dynamic LSP:

1. Open the dynamic LSP properties form.

2. Click on the Statistics tab.

3. Click on the Plotter button, or click More Actions and choose Plotter if the Plotter button is
dimmed, and choose View All Profiles.

b. For an object in the network navigation tree, right-click on the object and choose
Plotter→View All Profiles.

The View All Profiles form opens. The form lists the default and customized plotter profiles that
are selectable for the object type.

2

To list all plotter profiles, choose Tools→Statistics→Statistics Plotter Profiles from the NFM-P
main menu. The Statistics Plotter Profiles form opens.

3

To delete a profile:

Note: Only a user with the Admin or Statistics Plotter Profile Management scope of
command role can delete a custom profile.
You cannot delete a default profile.

1. Select the profile in the list and click Delete. A dialog box appears.

2. Click Yes. The profile is deleted and removed from the list.

4

Close the View All Profiles form.

END OF STEPS
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Part IV: Statistics content

Overview

Purpose

This volume contains a description of the statistics record format for supported statistics types in
the NFM-P.

Contents

Chapter 11, Statistics record format 119
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11 Statistics record format

11.1 Statistics record format in the NFM-P

11.1.1 Supported statistics types

Table 11-1 NFM-P supported statistics types

Statistics type Description

Performance Performance statistics provide categorized information about network
throughput. Performance statistics are SNMP-based, and acquired by
sending SNMP queries to network elements.

Accounting There are three main classes of accounting policy: service, network, and
subscriber. Accounting statistics are aggregated in files on network
elements, and then transferred to the NFM-P on request.

Server performance Server performance statistics include NFM-P component performance
indicators regarding memory usage, JMS activity, alarm activity, SNMP
trap receipt, statistics collection and processing, and NE
resynchronization.

Internal statistics Internal statistics are NFM-P process performance counters that Nokia
technical support use for system troubleshooting.

11.2 Performance statistics

11.2.1 Overview

Performance statistics provide categorized information about network throughput, and are obtained
using SNMP. The information in a performance statistics record includes the following:

• collection timestamp

• collection record type

• source device and object identifiers

• Suspect indicator that indicates a problem with the collected statistics; for example, when an NE
is unresponsive to SNMP requests

• statistics counters that contain the raw data

When the Suspect indicator in a record is set, the counters in the record contain the following
values:

• periodic counters—zero

• non-periodic counters—the value of the same counter in the most recent non-suspect record
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After a suspect record collection, the next non-suspect record may contain a large value that is
seen as a dramatic increase. Such an increase skews the data value for the interval and may result
in misinterpretation. To alleviate this, an operator can configure a System Preferences parameter to
increase, rather than reset, the Periodic Time value after the collection of a suspect record. For
example, for a 15-minute collection interval, if one record is suspect and the next is not, the periodic
time of the second record is recorded as 30 minutes. In this way, the NFM-P presents the first non-
suspect record collected after a collection failure using a more realistic average value. See the NSP
NFM-P System Administrator Guide for information about setting system preferences.

Table 11-2 Performance statistics record properties

Property Description

Monitored Object Unique identifier of the object from which the statistics are collected

Monitored Object Name Name of the object from which the statistics are collected

Periodic Time Number of milliseconds since previous statistics collection

Record Type The type of record, based on the following collection types:

• Scheduled Full

Performed according to a user-configurable schedule

• On-demand

Performed immediately at the request of an NFM-P operator

Site ID NE identifier

Site Name NE name

Suspect Indicates a statistics collection failure.

Time Captured Unix Epoch time at which the statistics were collected and the
NFM-P adds the log to the database

Time Logged Time at which the NFM-P receives the SNMP get-response

Table 11-3 Performance statistics data types and examples

NE data type NFM-P
data type

Example

Counter32 long 32-bit counter such as Received Octets in the Interface Stats
group

Gauge32

Unsigned32

TimeStamp

Counter64 UINT128 64-bit counter such as Received Broadcast Packets in the
Interface Additional Stats group

Integer32 double Radio output power, in tenths of dBm; NFM-P converts to dBm
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Table 11-3 Performance statistics data types and examples (continued)

NE data type NFM-P
data type

Example

Integer32 float Port output power, in tenths of µW

Integer32 int Small value, such as index, enumerator, or identifier

TruthValue Boolean State indicator

various String MAC address, object name

11.3 Accounting statistics

11.3.1 Overview

Accounting statistics are available for network ports, SAPs, SDPs, and subscribers. Service
accounting statistics typically provide service-usage data for billing requirements. Network
accounting statistics provide service-quality data for SLA QoS compliance requirements. Subscriber
accounting statistics provide subscriber profile usage information for billing and SLA compliance.

The information in an accounting statistics record includes the following:

• collection timestamp

• collection record type

• source device and object identifiers

• statistics counters that contain the raw data

Table 11-4 Accounting statistics record properties

Property Description

Forwarding Class Forwarding class associated with a queue

Lag Port Identifies a LAG port

Monitored Object Detailed information about the object for which the statistics
are collected

Monitored Object Name Name of the object for which the statistics are collected

Periodic Time Not applicable to accounting statistics

Port Id Identifies a port

Queue Id Identifies a hardware queue

Record Type Type of collection, for example, Scheduled Full

Sap Id Physical port identifier portion of a SAP definition

Sdp Id Identifies an SDP
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Table 11-4 Accounting statistics record properties (continued)

Property Description

Site ID Identifies a site

Site Name Identifies the name of a site

SlaProfile Id Identifies the value assigned to an SLA profile

Group ID Identifies the ISA-AA group

Partition ID Identifies the partition ID within an ISA-AA group

Subscriber Id Identifies a subscriber

Subscriber Profile Id Identifies a subscriber profile

Svc Id Identifies a service

Time Captured Time when the NFM-P starts to process the data file
collected from the NE

Time Recorded Time when the statistics were collected on the NE

Final Count Contains a value greater than zero when a subscriber or
SAP is deleted after the previous collection. The value
represents the ordinal of the deleted object; for example, if
the object is the first object deleted since the previous
collection, the value is 1; the property has a value of 2 in
the record of the second object deleted during the same
collection interval, and so on.

All accounting statistics share certain common properties, with some additional properties for each
statistic type.

Table 11-5 Accounting statistics common properties

Statistic Type Properties

All • Time Captured

• Record Type

• Monitored Object

• Monitored Object Name

• Site Name

• Site ID

• Periodic Time

• Time Recorded
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Table 11-5 Accounting statistics common properties (continued)

Statistic Type Properties

Service • Sap Id

• Svc Id

• Sdp Id

• Queue Id

• Final Count

Network • Forwarding Class

• Lag Port

• Port Id

• Queue Id

Subscriber • Subscriber Id

• Subscriber Profile Id

• Sla Profile Id

AA • Group ID

• Partition ID

Table 11-6 Accounting statistics counter definitions

Counter name Definition

All Octets Offered

All Packets Offered

Offered packets enter a queue and are dropped or forwarded.

An octet value is a packet value expressed in Bytes.

Forwarding Class The forwarding class of the traffic; this is a classification rather than a
counter

High Octets Dropped

High Octets Offered

High Pkts Dropped

High Pkts Offered

High Priority Octets Dropped

High Priority Octets Offered

High Priority Pkts Dropped

High Priority Pkts Offered

High-priority packets for a traffic class are marked as in-profile on the
ingress classification or based on the forwarding class of the packet.
High-priority forwarding classes include nc, h1, ef, and h2. See the
appropriate node’s QoS guide for more information about forwarding class
scheduler mapping.

Offered packets enter a queue and are dropped or forwarded.

Dropped packets are not forwarded through a queue.

An octet value is a packet value expressed in Bytes.
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Table 11-6 Accounting statistics counter definitions (continued)

Counter name Definition

In Profile Octets Dropped

In Profile Octets Forwarded

In Profile Packets Forwarded

In Profile Pkts Dropped

In Profile Pkts Forwarded

In-profile packets are received at a rate that is lower than the queue CIR.

Forwarded packets are sent to an egress queue.

Dropped packets are not forwarded through a queue.

An octet value is a packet value expressed in Bytes.

Long Duration Flows Subscriber host application sessions that are longer than 180s in duration

Low Octets Dropped

Low Octets Offered

Low Pkts Dropped

Low Pkts Offered

Low Priority Octets Dropped

Low Priority Octets Offered

Low Priority Pkts Dropped

Low Priority Pkts Offered

Low-priority packets for a traffic class are marked as out-of-profile on the
ingress classification or based on the forwarding class of the packet.
Low-priority forwarding classes include l1, af, l2, and be. See the
appropriate node’s QoS guide for more information about forwarding class
scheduler mapping.

Offered packets enter a queue and are dropped or forwarded.

Dropped packets are not forwarded through a queue.

An octet value is a packet value expressed in Bytes.

Medium Duration Flows Subscriber host application sessions that are 180s or less in duration

Net to Sub Active Flows

Net to Sub Admit Flows

Net to Sub Admit Octets

Net to Sub Admit Pkts

Net to Sub Deny Flows

Net to Sub Deny Octets

Net to Sub Deny Pkts

Net to Sub traffic flows from the network to a subscriber.

An active flow is a flow that is opened, closed, opened and closed, or
continued during a collection interval.

Admit objects are objects that are forwarded.

Deny objects are objects that are not forwarded.

An octet value is a flow or packet value expressed in Bytes.

Num of Subs The number of subscribers that have the specified flow type

Out Of Profile Octets Dropped

Out Of Profile Octets
Forwarded

Out of Profile Packets
Forwarded

Out Of Profile Pkts Dropped

Out Of Profile Pkts Forwarded

Out-of -profile packets are received at a rate that is higher than the queue
CIR.

Forwarded packets are sent to an egress queue.

Dropped packets are not forwarded through a queue.

An octet value is a packet value expressed in Bytes.

Short Duration Flows Subscriber host application sessions that are 30s or less in duration
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Table 11-6 Accounting statistics counter definitions (continued)

Counter name Definition

Sub to Net Active Flows

Sub to Net Admit Flows

Sub to Net Admit Octets

Sub to Net Admit Pkts

Sub to Net Deny Flows

Sub to Net Deny Octets

Sub to Net Deny Pkts

Sub to Net traffic flows from a subscriber to the network.

An active flow is a flow that is opened, closed, opened and closed, or
continued during a collection interval.

Admit objects are objects that are forwarded.

Deny objects are objects that are not forwarded.

An octet value is a flow or packet value expressed in Bytes.

Total Flow Duration Aggregate duration, in seconds, of the completed flows at the time of
collection.

Total Flows Completed The number of completed flows in each direction

Total Octets Dropped

Total Octets Forwarded

Total Packets Dropped

Total Packets Forwarded

Offered packets enter a queue and are dropped or forwarded.

Forwarded packets are sent to an egress queue.

Dropped packets are not forwarded through a queue.

An octet value is a packet value expressed in Bytes.

Total Term Flows The number of completed flows in each direction

Uncoloured Octets Offered

Uncoloured Packets Offered

Uncoloured Pkts Forwarded

Uncoloured Pkts Offered

Octets and packets can be modified or colored using color profiles. Color
profiling adds the ability to selectively treat packets received on a SAP as
in-profile or out-of-profile regardless of the queue forwarding rate. This
allows a customer or access device to color a packet out-of-profile with
the intention of keeping the in-profile bandwidth for higher-priority packets.

Offered packets enter a queue and are dropped or forwarded.

Forwarded packets are sent to an egress queue.

An octet value is a packet value expressed in Bytes.

11.4 Server performance statistics

11.4.1 Overview

Server performance statistics provide memory usage, alarm counters, and network activity
statistics, and are collected on each server in an NFM-P server cluster. The information in a
performance statistic record includes the following:

• collection timestamp

• collection record type

• source object identifiers

• statistics counters that contain the raw data
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Table 11-7 Server performance statistics properties

Properties Description

Monitored Object Detailed information about the object for which the statistics are
collected

Monitored Object Name Name of the object for which the statistics are collected

Periodic Time Time difference between one data record collection period and the
next

Record Type Type of collection, for example, Scheduled Full or On-demand

Time Captured Time when the statistics were collected

Table 11-8 Monitored NFM-P servers per statistics policy

Server performance statistics policy Monitored servers

Alarm Rate Main server

Application Assurance Statistics Collection Main server

Auxiliary server

Assurance Event Rate Main server

Call Trace Main server

CPAM BGP AS Events Main server

Debug Call Trace Main server

JMS Durable Sessions JMS server

JMS Topic JMS server

NFM-P Event Log Main server

Node Resync Main server

OAM PM event Main server

Auxiliary server

PCMD Collector Auxiliary server

Publisher CPAM Event Main server

Publisher MAP Event Main server

Publisher Object Event Main server

Publisher Queue Event Main server

Publisher Realtime Event Main server

Publisher XML Event Main server
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Table 11-8 Monitored NFM-P servers per statistics policy (continued)

Server performance statistics policy Monitored servers

Server Memory Main server

Auxiliary server

JMS server

SNMP Trap Main server

Statistics Collection Main server

Auxiliary server

STM Event Main server

TCA Rate Main server

XML API Find to File Request Main server

XML API Request Main server

XML Find Request Main server

Table 11-9 Server performance statistics counter information

Server
performance
statistics class

Counter name Counter description

Alarm Rate Alarm Total Total number of alarms

Cleared Count of cleared alarms

Condition Count of condition alarms

Critical Count of critical alarms

Indeterminate Count of indeterminate alarms

Info Count of information alarms

Major Count of major alarms

Minor Count of minor alarms

Warning Count of warning alarms
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

Application
Assurance
Statistics
Collection (subset
of Statistics
Collection)

Maximum Processing Time Maximum processing time for AA statistics files
during the collection interval

Minimum Processing Time Minimum processing time for AA statistics files
during the collection interval

Total Processing Time Total processing time for AA statistics files during the
collection interval

Average Processing Time Average processing time for AA statistics files during
the collection interval

AA Stats Failure Number of AA statistics files that have not been
processed due to errors related to transfer or
parsing. This count is also included in the AA Stats
Failure statistic under the generic Statistics
Collection record.

AA Stats Pending Number of AA statistics data rows that have been
read but not processed. This count is also included
in the AA Stats Pending statistic under the generic
Statistics Collection record.

AA Stats Processed Number of AA statistics data rows processed and
converted to NFM-P statistics records. This count is
also included in the AA Stats Processed statistic
under the generic Statistics Collection record.

AA Stats Total Total number of AA statistics data rows read from
accounting files. This count is also included in the AA
Stats Total statistic under the generic Statistics
Collection record.

File AA Stats Pending Number of AA files transferred from NEs that are
waiting to be processed. This count is also included
in the File AA Stats Pending statistic under the
generic Statistics Collection record.

File AA Stats Processed Number of AA statistics files that have been read and
processed into statistics records. This count is also
included in the File AA Stats Processed statistic
under the generic Statistics Collection record.

File AA Stats Total Number of AA statistics files that have been
transferred from NEs. This count is also included in
the File AA Stats Total statistic under the generic
Statistics Collection record.
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

Call Trace Bad Udp Packet Count of bad UDP packets

Dropped Backpressure Count of UDP packets dropped because of NFM-P
server memory limitations

Dropped Not Managed Count of UDP packets dropped because the source
is not managed by the NFM-P

File Closed Management
Based

Count of closed management-based files

File Closed Signaling Based Count of closed signaling-based files

File Created Management
Based

Count of management based files

File Created Signaling Based Count of signaling based files

File Deleted Count of deleted files

Incoming Count of received UDP packets

Incoming Management Based Count of received management-based UPOS
messages

Incoming Signaling Based Count of received signaling-based UPOS messages

Non Pdu Tag Management
Based

Count of received management-based UPOS
messages that have no PDU tag

Non Pdu Tag Signaling Based Count of received signaling-based UPOS messages
that have no PDU tag

WMM File Failed Total count of failed files

WMM File Received Total count of files that are received

Debug Call Trace Dropped Backpressure Count of UDP packets dropped because of NFM-P
server memory limitations

Dropped Not Managed Count of UDP packets dropped because the source
is not managed by the NFM-P

File Closed Count of closed files

File Created Count of created files

File Deleted Count of deleted files

Incoming Count of received UDP packets
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

JMS Durable
Sessions

Filtered Event Vessel Average
Size

Average size of filtered event vessels sent during
subscriber session

Filtered Event Vessel Count Count of filtered event vessels sent during
subscriber session

Filtered Event Vessel Max Size Size of largest filtered event vessels sent during
subscriber session

Filtered Event Vessel Min Size Size of smallest event vessel sent during subscriber
session

Current Message Count Total messages queued for durable XML subscriber
session at collection time

JMS Topic Max Topic Message Count The maximum message count in a subscription
queue for a topic

Min Topic Message Count The minimum message count in a subscription
queue for a topic

Subscription Count The total subscription count for a topic

Current Topic Message Count Total messages in all subscription queues for a topic

Node Resync Scheduled Resync Failure Count of failed scheduled resynchronizations

Scheduled Resync Processed Count of processed scheduled resynchronizations

Scheduled Resync Received Count of scheduled resynchronizations received

Unscheduled Resync Failure Count of unscheduled resynchronizations

Unscheduled Resync
Processed

Count of processed unscheduled resynchronizations

Unscheduled Resync Received Count of unscheduled resynchronizations received
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

XML API Find
Request

Average Request Response
Time

Average find request execution time

Maximum Request Response
Time

Maximum find request execution time

Minimum Request Response
Time

Minimum find request execution time

Requests Failed Count of find requests that failed execution

Requests Passed Count of successfully executed find requests

Requests Pending Count of find requests that are being executed

Requests Received Count of received find requests; each request is
executed upon receipt

NFM-P Server performance statistics

Release 17.12
December 2017
Issue 1 1313HE-12009-AAAE-TQZZA



Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

XML API Find To
File Request

Asynchronous Requests Failed Count of asynchronous findToFile requests that
failed execution or were rejected due to queue size
exceeded

Asynchronous Requests
Passed

Count of successfully queued and executed
asynchronous findToFile requests

Asynchronous Request
sPending

Count of asynchronous findToFile requests that are
queued or being executed

Asynchronous Requests
Queued

Count of queued asynchronous findToFile requests

Asynchronous Requests
Received

Count of received asynchronous findToFile requests;
Asynchronous requests are queued while awaiting
execution

Asynchronous Requests
Rejected Maximum Queue Size
Exceeded

Count of asynchronous findToFile requests rejected
because the maximum queue size is exceeded

Average Request Response
Time

Average findToFile request execution time; queued
time is included for asynchronous requests

Maximum Request Response
Time

Maximum findToFile request execution time; queued
time is included for asynchronous requests

Minimum Request Response
Time

Minimum findToFile request execution time; queued
time is included for asynchronous requests

Synchronous Requests Failed Count of synchronous findToFile requests that failed
execution

Synchronous Requests Passed Count of successfully executed synchronous
findToFile requests

Synchronous Requests
Pending

Count of synchronous findToFile requests that are
being executed

Synchronous Requests
Received

Count of received synchronous findToFile requests;
each synchronous request is executed upon receipt
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

XML API Request Average Request Response
Time

Average request execution time; includes execution
time of failed requests, and excludes execution time
of asynchronous findToFile requests

Maximum Request Response
Time

Maximum request execution time; includes execution
time of failed requests, and excludes execution time
of asynchronous findToFile requests

Minimum Request Response
Time

Minimum request execution time; includes execution
time of failed requests, and excludes execution time
of asynchronous findToFile requests

Requests Failed Count of failed XML API requests, excluding failed
asynchronous findToFile requests

Requests Passed Count of successfully executed XML API requests

Requests Pending Count of XML API requests that are being executed,
excluding queued and executing asynchronous
findToFile requests

Requests Received Count of received XML API requests; each request is
executed immediately upon receipt

Requests Rejected Maximum
Connections Exceeded

Count of requests rejected because the maximum
number of connections is exceeded

Requests Rejected Maximum
User Connections Exceeded

Count of requests rejected because the maximum
number of connections for one user is exceeded

Server Memory Committed Heap Memory Total amount of memory allocated for use by code

Committed Non Heap Memory Initial amount of memory allocated to the heap

Init Heat Memory Initial amount of memory allocated to the heap

Init Non Heap Memory Initial amount of memory allocated for use by code

Max Heap Memory Maximum number of kbytes occupied by the heap

Max Non Heap Memory Maximum number of kbytes occupied by the code

Used Heap Memory Number of kbytes currently occupied by the heap

Used Non Heap Memory Number of kbytes currently occupied by code
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

SNMP Trap Dropped Backpressure Count of traps dropped due to back pressure from
the server

Dropped Duplicate Count of duplicate traps dropped

Dropped Full Resync Count of traps dropped during a full
resynchronization

Dropped Not Managed Count of traps dropped from unmanaged NEs

Dropped Out of Sequence Count of out of sequence traps dropped

Dropped Trap Disabled Count of disabled traps dropped

Dropped Trap Unspecified Count of unspecified traps dropped

Incoming Count of incoming traps
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

Statistics
Collection

Accounting Stats Failure Number of accounting statistics files that have not
been processed due to errors related to transfer or
parsing

Accounting Stats Pending Number of accounting statistics data rows that have
been read but not processed

Accounting Stats Processed Number of accounting statistics data rows processed
and converted to NFM-P statistics records

Accounting Stats Total Total number of accounting statistics data rows read
from accounting files

File Accounting Stats Pending Number of accounting files transferred from NEs and
waiting to be processed

File Accounting Stats
Processed

Number of accounting statistics files that have been
read and processed into NFM-P statistics records

File Accounting Stats Total Total number of accounting statistics files that have
been transferred from the NEs

Scheduled Polling Stats
Pending

Number of scheduled performance statistics rows
read from the NEs and waiting to be processed

Scheduled Polling Stats
Processed

Number of scheduled performance statistics rows
processed and saved to the database

Scheduled Polling Stats
Records

Number of scheduled performance statistics records
created through statistics processing; in some case,
processing one row of statistics from an NE might
result in multiple NFM-P statistics records

Scheduled Polling Stats Total Total number scheduled performance statistics rows
read from NEs

Scheduled Stats Failure Number of scheduled performance statistics
collection attempts that have failed due to errors
related to reading values from the NE

Unscheduled Polling Stats
Pending

Number of on-demand performance statistics rows
read from the NEs and waiting to be processed

Unscheduled Polling Stats
Processed

Number of on-demand performance statistics rows
processed and converted to NFM-P statistics
records
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

Statistics
Collection

Unscheduled Polling Stats
Records

Number of on-demand performance statistics
records created through statistics processing; in
some cases, processing one row of statistics from an
NE might result in multiple NFM-P statistics records

Unscheduled Polling Stats Total Total number of on-demand performance statistics
rows read from NEs

Unscheduled Stats Failure Number of on-demand performance statistics
collection attempts that have failed due to errors
related to reading values from the NE

STM Event Files Received Count Number of files received

Result Processed Count Number of processed results

Files Received Count Periodic Number of files received since the last period

Result Processed Count
Periodic

Number of processed results since the last period
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Table 11-9 Server performance statistics counter information (continued)

Server
performance
statistics class

Counter name Counter description

TCA Alarm Skipped Number of TCAs not executed because the
maximum number of alarms is reached

Alarmed Number of TCAs executed

Cleared Number of TCAs cleared

Custom Number of custom TCAs created for execution

Custom Executed Number of custom TCA rules executed

Custom Pending Number of custom TCAs created but not yet
executed

Delta Number of TCAs raised because of a delta

Drop Number of drop TCAs created for execution

Drop Executed Number of drop TCA rules executed

Drop Pending Number of drop TCAs created but not yet executed

Error Number of error TCAs created for execution

Error Executed Number of error TCA rules executed

Error Pending Number of error TCAs created but not yet executed

Utilization Number of utilization TCAs created for execution

Utilization Executed Number of utilization TCA rules executed

Utilization Pending Number of utilization TCAs created but not yet
executed

11.5 Nokia internal statistics

11.5.1 Overview

Internal statistics are server performance statistics that track information related to core NFM-P
processes. The information provided by these statistics is best used in conjunction with Nokia
technical support. For more information about internal statistics, please contact your Nokia support
representative. Table 11-10, “Internal statistics” (p. 138) describes the internal statistics.

11.5.2 NFM-P publisher events

Several internal statistics track the publishing of event messages in the NFM-P, and the status of
the publisher queues. Event messages are in XML format and carry information about events in the
NFM-P or changes in the database - for example, a user deleting one or more network objects
triggers the creation of a Delete Event Vessel event, containing information about the deleted
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objects. Event messages are sent to the publisher queues and distributed throughout the NFM-P
system. The statistics in this section provide information about event messages and the status of
the publisher queue. For more information about using NFM-P XML events, see the NSP NFM-P
XML API Developer Guide.

Some internal statistics are simple counts of the number of event messages published during the
collection period, and may not directly correlate to the number of times the triggering event
occurred. For example, deleting several objects simultaneously publishes a single Delete Event
Vessel event containing all the deleted objects.

Table 11-10 Internal statistics

Server
performance
statistics class

Counter name Counter description

Publisher Map
Event

Edge List Event Count Count of Edge List Events published. This event is
triggered when and edge group is modified, for
example when the group acquires new child objects.

Edge Status Event Count Count of Edge Status Events published. This event
is triggered when the status of an edge group
changes.

Incremental Event Count Count of Incremental Event Count events published.
This event is triggered when a client requests
incremental command notification.

Incremental Highlight Event
Count

Count of Incremental Highlight Events published.
This event is triggered when a client requests
incremental command notification for highlighting.

Map Service Event Count Abstract count of all publisher map service events.
For more information about publisher map service
events, contact your Nokia service representative.

Vertex Status Event Count Count of Vertex Status Events published.This event
is triggered when the status of a vertex changes.

Vertex Topology Event Count Count of Vertex Topology Events published. This
event is triggered by changes to a topology map, for
example when an edge, vertex or group is created or
modified.

Vertex Tree Event Count Count of Vertex Tree Events published. This event is
triggered by changes to a topology tree, for example
when a vertex or group is added to or removed from
the tree

View Event Count Count of View Events published. This event is
triggered by updates to the topology map view and
sending view messages.
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Table 11-10 Internal statistics (continued)

Server
performance
statistics class

Counter name Counter description

Publisher Object
Event

Attribute Value Change Context
Event Count

Count of Attribute Value Change Context events
published. This event is triggered by changing the
attributes of an object, and contains additional
attribute information for context.

Delete Event Vessel Count Count of Delete Event Vessel events published. This
event is triggered when an object is deleted, and
contains lists of objects to be deleted.

Event Vessel Count Count of event lists sent using the EventVessel
event.

File Available Event Count Count of File Available Events events published.
This event is triggered when the target of an
asynchronous findToFile request becomes available.

Olc Update Completed Event
Count

Count of Olc Update Completed events published.
This event is triggered by successful updates to the
OLC State of an object.

Text Message Event Count Count of Text Message Events published. This event
is triggered when an NFM-P text message is sent to
a user using the text message function.

Publisher Queue Object Event In Publisher
Queue

Number of outstanding events in the object publisher
queue

Reatime Event In Publisher
Queue

Number of outstanding events in the real-time
publisher queue

Xml Event In Publisher Queue Number of outstanding events in the XML publisher
queue

Publisher
Realtime Event

Realtime Data Communication
Failure Count

Count of realtime statistic collection failures caused
by a communication error with the node

Realtime Data Event Count Count of Realtime Data Events published. This event
is triggered when a graph data point is sent.

Realtime Data Failure Count Count of realtime statistic collection failures caused
by the node failing to retrieve a statistic value.

Realtime Data Missed Event
Count

Count of Realtime Data Missed Events published.
This event is triggered when a realtime statistic
collection fails due to the NFM-P not receiving the
data within the configured collection interval.
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Table 11-10 Internal statistics (continued)

Server
performance
statistics class

Counter name Counter description

Publisher XML
Event

Alarm Status Change Event
Count

Count of Alarm Status Change Events. This event is
triggered by changes to the status of an alarm or
alarm aggregate.

Attribute Value Change Event
Count

Count of Attribute Value Change Events published.
This event is triggered by changing the attributes of
an object, and contains information about the
changes.

DB Activity Event Count Count of database switchovers and failover
notifications sent using the DBActivityEvent event.
This event is triggered when a switchover or failover
begins, and again when it ends.

Db Connection State Change
Event Count

Count of Db Connection State Change Events
published. This event is triggered by changes to the
database connection state, such as the connection
going down or being placed on standby.

Db Error Event Count This counter is not currently used by any function.

Db Proxy State Change Event
Count

Count Db Proxy State Change Events published.
This event is triggered by changes to the status of
the NFM-P database proxy.

Deployer Event Count Count of Deployer Events published. This event is
triggered by attempting to deploy an object.

Event Vessel Average Size Average size of event vessels

Db Error Event Count This counter is not currently used by any function.

Db Proxy State Change Event
Count

Count Db Proxy State Change Events published.
This event is triggered by changes to the status of
the NFM-P database proxy.

Deployer Event Count Count of Deployer Events published. This event is
triggered by attempting to deploy an object.

Event Vessel Average Size Average size of event vessels

Event Vessel Count Count of event vessels sent

Event Vessel Max Size Size, in bytes, of largest event vessel sent

Event Vessel Min Size Size, in bytes, of smallest event vessel sent
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Table 11-10 Internal statistics (continued)

Server
performance
statistics class

Counter name Counter description

Publisher XML
Event

Exception Event Count Count of generic exception events

Filter Change Event Count Count of changes to the registration filter for a
subscribed client

Keep Alive Event Count Count of Keep Alive events, sent every five minutes
to the OSS.

Log File Available Event Count Count of LogFileAvailableEvent events published.
This event is triggered when the target of a
LogToFile request becomes available.

Managed Route Event Count Count of changes to routes managed by the CPAM

Object Creation Event Count Count of objects created in the NFM-P

Object Deletion Event Count Count of objects deleted in the NFM-P

Relationship Change Event
Count

Count Relationship Change Events published. This
event is triggered by changes to the relationships
between objects, such as adding or deleting a
relationship.

Script Execution Event Count Count of scripts executed

State Change Event Count Count of stateChangeEvent events sent, containing
changes to the state of an object.

Stats Event Count Count of Stats Events published. This event is
triggered when a polling interval begins or ends.

Terminate Client Session Count Count of Terminate Client Session events published.
This event is sent to close a client session.
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Part V: Non-mediation statistics

Overview

Purpose

This volume contains device-specific lists of the non-mediator statistics that the NFM-P supports.

The tables in this volume are provided as a reference.

Contents

Chapter 12, 1830 PSS non-mediation statistics counters 145

NFM-P

Release 17.12
December 2017
Issue 1 1433HE-12009-AAAE-TQZZA



NFM-P

3HE-12009-AAAE-TQZZA

Release 17.12
December 2017

144 Issue 1



12 1830 PSS non-mediation statistics counters

12.1 Non-mediation statistics counters

12.1.1 Counters

Table 12-1 equipment statistics

Name Type Description

InterfaceAdditionalStats

Monitored classes:

• bundle.Interface

• ccag.CcagPathCcNetSap

• ccag.CcagPathCcSapNet

• ccag.CcagPathCcSapSap

• equipment.ManagementPort

• equipment.PhysicalPort

• equipment.ScadaBranch

• equipment.ScadaMddb

• ies.L3AccessInterface

• lag.Interface

• pxc.PortCrossConnectSubPort

• rtr.NetworkInterface

• sonetequipment.Sts12Channel

• sonetequipment.Sts192Channel

• sonetequipment.Sts1Channel

• sonetequipment.Sts3Channel

• sonetequipment.Sts48Channel

• sonetequipment.TributaryChannel

• sonetequipment.Tu3Channel

• tdmequipment.DS0ChannelGroup

• tdmequipment.DS1E1Channel

• tdmequipment.DS3E3Channel

• vprn.L3AccessInterface

receivedBroadcastPackets UINT128 Supports real-time plotting

receivedMulticastPackets UINT128 Supports real-time plotting

receivedTotalOctets UINT128 Supports real-time plotting

receivedUnicastPackets UINT128 Supports real-time plotting

transmittedBroadcastPackets UINT128 Supports real-time plotting
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Table 12-1 equipment statistics (continued)

Name Type Description

transmittedMulticastPackets UINT128 Supports real-time plotting

transmittedTotalOctets UINT128 Supports real-time plotting

transmittedUnicastPackets UINT128 Supports real-time plotting

InterfaceStats

Monitored classes:

• bundle.Interface

• ccag.CcagPathCcNetSap

• ccag.CcagPathCcSapNet

• ccag.CcagPathCcSapSap

• equipment.ManagementPort

• equipment.PhysicalPort

• equipment.ScadaBranch

• equipment.ScadaMddb

• ies.L3AccessInterface

• lag.Interface

• pxc.PortCrossConnectSubPort

• rtr.NetworkInterface

• sonetequipment.Sts12Channel

• sonetequipment.Sts192Channel

• sonetequipment.Sts1Channel

• sonetequipment.Sts3Channel

• sonetequipment.Sts48Channel

• sonetequipment.TributaryChannel

• sonetequipment.Tu3Channel

• tdmequipment.DS0ChannelGroup

• tdmequipment.DS1E1Channel

• tdmequipment.DS3E3Channel

• vprn.L3AccessInterface

outboundBadPackets LONG Supports real-time plotting

outboundPacketsDiscarded LONG Supports real-time plotting

receivedBadPackets LONG Supports real-time plotting

receivedOctets LONG Supports real-time plotting

receivedPacketsDiscarded LONG Supports real-time plotting

receivedUnicastPackets LONG Supports real-time plotting

receivedUnknownProtocolPackets LONG Supports real-time plotting

transmittedOctets LONG Supports real-time plotting
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Table 12-1 equipment statistics (continued)

Name Type Description

transmittedUnicastPackets LONG Supports real-time plotting

PortNetEgressStats

Monitored classes:

• bundle.Interface

• equipment.PhysicalPort

inProfileOctetsDropped UINT128 Supports real-time plotting

inProfileOctetsForwarded UINT128 Supports real-time plotting

inProfilePacketsDropped UINT128 Supports real-time plotting

inProfilePacketsForwarded UINT128 Supports real-time plotting

outOfProfileOctetsDropped UINT128 Supports real-time plotting

outOfProfileOctetsForwarded UINT128 Supports real-time plotting

outOfProfilePacketsDropped UINT128 Supports real-time plotting

outOfProfilePacketsForwarded UINT128 Supports real-time plotting

queueId LONG Does not support real-time plotting

PortNetIngressStats

Monitored classes:

• bundle.Interface

• equipment.PhysicalPort

inProfileOctetsDropped UINT128 Supports real-time plotting

inProfileOctetsForwarded UINT128 Supports real-time plotting

inProfilePacketsDropped UINT128 Supports real-time plotting

inProfilePacketsForwarded UINT128 Supports real-time plotting

outOfProfileOctetsDropped UINT128 Supports real-time plotting

outOfProfileOctetsForwarded UINT128 Supports real-time plotting

outOfProfilePacketsDropped UINT128 Supports real-time plotting

outOfProfilePacketsForwarded UINT128 Supports real-time plotting

portNetIngressMeterId LONG Does not support real-time plotting

portNetIngressQueueId LONG Does not support real-time plotting
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Table 12-2 ethernetequipment statistics

Name Type Description

AdditionalEthernetStats

Monitored classes:

• equipment.ManagementPort

• equipment.PhysicalPort

• pxc.PortCrossConnectSubPort

highCapacityPackets1519toMaxFrameSizeUINT128 Supports real-time plotting

packets1519toMaxFrameSize LONG Supports real-time plotting

EthernetStats

Monitored classes:

• equipment.ManagementPort

• equipment.PhysicalPort

• pxc.PortCrossConnectSubPort

broadcastPackets LONG Supports real-time plotting

collisions LONG Supports real-time plotting

crcAlignErrors LONG Supports real-time plotting

dropEvents LONG Supports real-time plotting

fragments LONG Supports real-time plotting

jabbers LONG Supports real-time plotting

multicastPackets LONG Supports real-time plotting

oversizePackets LONG Supports real-time plotting

packets1024to1518Octets LONG Supports real-time plotting

packets128to255Octets LONG Supports real-time plotting

packets256to511Octets LONG Supports real-time plotting

packets512to1023Octets LONG Supports real-time plotting

packets64Octets LONG Supports real-time plotting

packets65to127Octets LONG Supports real-time plotting

totalOctets LONG Supports real-time plotting

totalPackets LONG Supports real-time plotting

undersizePackets LONG Supports real-time plotting
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Table 12-3 ethernetoam statistics

Name Type Description

CfmTwoWayDelayStats

Monitored class: ethernetoam.CfmTwoWayDelayTest

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

farEndFrameDelayAverage LONG Supports real-time plotting

farEndFrameDelayMax LONG Supports real-time plotting

farEndFrameDelayMin LONG Supports real-time plotting

farEndFrameDelayVariationAverage LONG Supports real-time plotting

farEndFrameDelayVariationMax LONG Supports real-time plotting

farEndFrameDelayVariationMin LONG Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

nearEndFrameDelayAverage LONG Supports real-time plotting

nearEndFrameDelayMax LONG Supports real-time plotting

nearEndFrameDelayMin LONG Supports real-time plotting

nearEndFrameDelayVariationAv-
erage

LONG Supports real-time plotting

nearEndFrameDelayVariationMax LONG Supports real-time plotting

nearEndFrameDelayVariationMin LONG Supports real-time plotting

roundTripFrameDelayAverage LONG Supports real-time plotting

roundTripFrameDelayMax LONG Supports real-time plotting

roundTripFrameDelayMin LONG Supports real-time plotting

startTime STRING Does not support real-time plotting

totalMembers LONG Does not support real-time plotting

CfmTwoWayLMTestStats

Monitored class: ethernetoam.CfmLMTest

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

farEndFrameLossRatioAverage LONG Supports real-time plotting

farEndFrameLossRatioMax LONG Supports real-time plotting

farEndFrameLossRatioMin LONG Supports real-time plotting
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Table 12-3 ethernetoam statistics (continued)

Name Type Description

farEndHighLossIntervals LONG Supports real-time plotting

farEndUnavailableIntervals LONG Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

nearEndFrameLossRatioAverage LONG Supports real-time plotting

nearEndFrameLossRatioMax LONG Supports real-time plotting

nearEndFrameLossRatioMin LONG Supports real-time plotting

nearEndHighLossIntervals LONG Supports real-time plotting

nearEndUnavailableIntervals LONG Supports real-time plotting

startTime STRING Does not support real-time plotting

totalMembers LONG Supports real-time plotting

CfmTwoWaySlmStats

Monitored class: ethernetoam.CfmTwoWaySlm

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

farEndFrameLossRatioAverage LONG Supports real-time plotting

farEndFrameLossRatioMax LONG Supports real-time plotting

farEndFrameLossRatioMin LONG Supports real-time plotting

farEndHighLossIntervals LONG Supports real-time plotting

farEndUnavailableIntervals LONG Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

nearEndFrameLossRatioAverage LONG Supports real-time plotting

nearEndFrameLossRatioMax LONG Supports real-time plotting

nearEndFrameLossRatioMin LONG Supports real-time plotting

nearEndHighLossIntervals LONG Supports real-time plotting

nearEndUnavailableIntervals LONG Supports real-time plotting

startTime STRING Does not support real-time plotting

totalMembers LONG Supports real-time plotting
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Table 12-4 l2fwd statistics

Name Type Description

SiteFibStats

Monitored class: l2fwd.SiteFib

entries LONG Supports real-time plotting

provisionedSize LONG Supports real-time plotting

serviceId LONG Does not support real-time plotting

serviceName STRING Does not support real-time plotting

siteId STRING Does not support real-time plotting

siteName STRING Does not support real-time plotting

staticEntries LONG Supports real-time plotting

subscriberId LONG Does not support real-time plotting

subscriberName STRING Does not support real-time plotting

Table 12-5 lag statistics

Name Type Description

MultiChassisLagMemberStats

Monitored classes:

• lag.MultiChassisLagMember

• multichassis.MultiChassisLagMember

configPacketsReceived LONG Supports real-time plotting

configPacketsTransmitted LONG Supports real-time plotting

failedPacketsTransmitted LONG Supports real-time plotting

statePacketsReceived LONG Supports real-time plotting

statePacketsTransmitted LONG Supports real-time plotting

MultiChassisLagStats

Monitored classes:

• equipment.CardSlot

• netw.NetworkElement

configPacketsReceived LONG Supports real-time plotting

configPacketsTransmitted LONG Supports real-time plotting

failedMD5AuthenticationPacketsDroppedLONG Supports real-time plotting

failedPacketsTransmitted LONG Supports real-time plotting

invalidLagIdPacketsDropped LONG Supports real-time plotting

invalidSizePacketsDropped LONG Supports real-time plotting
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Table 12-5 lag statistics (continued)

Name Type Description

keepalivePacketsReceived LONG Supports real-time plotting

keepalivePacketsTransmitted LONG Supports real-time plotting

outOfSequencePacketsDropped LONG Supports real-time plotting

packetsDropped LONG Supports real-time plotting

packetsReceived LONG Supports real-time plotting

packetsTransmitted LONG Supports real-time plotting

peerConfigPacketsReceived LONG Supports real-time plotting

peerConfigPacketsTransmitted LONG Supports real-time plotting

statePacketsReceived LONG Supports real-time plotting

statePacketsTransmitted LONG Supports real-time plotting

tooShortPacketsDropped LONG Supports real-time plotting

unknownPeerPacketsDropped LONG Supports real-time plotting

unknownTlvPacketsDropped LONG Supports real-time plotting

verifyFailedPacketsDropped LONG Supports real-time plotting

Table 12-6 multichassis statistics

Name Type Description

PeerStats

Monitored classes:

• multichassis.Peer

• multichassis.PSSPeer

configPacketsReceived LONG Supports real-time plotting

failedMD5AuthenticationPacketsDroppedLONG Supports real-time plotting

failedPacketsTransmitted LONG Supports real-time plotting

invalidLagIdPacketsDropped LONG Supports real-time plotting

invalidSizePacketsDropped LONG Supports real-time plotting

keepAlivePacketsReceived LONG Supports real-time plotting

keepalivePacketsTransmitted LONG Supports real-time plotting

outOfSequencePacketsDropped LONG Supports real-time plotting

packetsReceived LONG Supports real-time plotting

packetsTransmitted LONG Supports real-time plotting

peerConfigPacketsReceived LONG Supports real-time plotting
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Table 12-6 multichassis statistics (continued)

Name Type Description

peerConfigPacketsTransmitted LONG Supports real-time plotting

stateDisabledPacketsDropped LONG Supports real-time plotting

statePacketsReceived LONG Supports real-time plotting

tooShortPacketsDropped LONG Supports real-time plotting

unknownTlvPacketsDropped LONG Supports real-time plotting

PeerSynchronizationProtocolStats

Monitored class: multichassis.PeerSynchronizationProtocol

bodyDecodeErrorPacketsReceived LONG Supports real-time plotting

dataPacketsReceived LONG Supports real-time plotting

dataPacketsTransmitted LONG Supports real-time plotting

erroneousPacketsReceived LONG Supports real-time plotting

headerDecodeErrorPacketsRe-
ceived

LONG Supports real-time plotting

helloPacketsReceived LONG Supports real-time plotting

helloPacketsTransmitted LONG Supports real-time plotting

otherPacketsReceived LONG Supports real-time plotting

otherPacketsTransmitted LONG Supports real-time plotting

packetTransmissionErrors LONG Supports real-time plotting

sequenceNumberErrorPacketsRe-
ceived

LONG Supports real-time plotting

totalPacketsReceived LONG Supports real-time plotting

totalPacketsTransmitted LONG Supports real-time plotting

Table 12-7 optical statistics

Name Type Description

CardMibStats

Monitored class: equipment.BaseCard

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

cpuAverage LONG Supports real-time plotting

heapUsage LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

interval optical.
Interval-
Type

Does not support real-time plotting

poolUsage LONG Supports real-time plotting

processorId INT Does not support real-time plotting

startTime DATE Does not support real-time plotting

CardRawStats

Monitored class: equipment.BaseCard

processorId INT Does not support real-time plotting

rawCpuAverage LONG Supports real-time plotting

rawHeapUsage LONG Supports real-time plotting

rawPoolUsage LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

CdrMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

tnCdrStatAverage LONG Supports real-time plotting

tnCdrStatMax LONG Supports real-time plotting

tnCdrStatMin LONG Supports real-time plotting

CdrRawCountStats

Monitored class: optical.OpticalPortSpecifics

startTime DATE Does not support real-time plotting

tnCdrRawCountStatAverage INT Supports real-time plotting

tnCdrRawCountStatMax INT Supports real-time plotting

tnCdrRawCountStatMin INT Supports real-time plotting

DgdrMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

tnDgdrStatAverage FLOAT Does not support real-time plotting

tnDgdrStatMax FLOAT Does not support real-time plotting

tnDgdrStatMin FLOAT Does not support real-time plotting

tnDgdrStatsBinStatus optical.
BinStatus

Does not support real-time plotting

DgdrRawCountStats

Monitored class: optical.OpticalPortSpecifics

startTime DATE Does not support real-time plotting

tnDgdrRawCountStatAverage FLOAT Does not support real-time plotting

tnDgdrRawCountStatMax FLOAT Does not support real-time plotting

tnDgdrRawCountStatMin FLOAT Does not support real-time plotting

DigitalWrapper64BitMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

rxBERPostFEC DOUBLE Supports real-time plotting

rxBERPreFEC DOUBLE Supports real-time plotting

rxPMBEIErrCnt UINT128 Supports real-time plotting

rxPMBIP8ErrCnt UINT128 Supports real-time plotting

rxPMES UINT128 Supports real-time plotting

rxPMFEBIP8ErrCnt UINT128 Supports real-time plotting

rxPMFEES UINT128 Supports real-time plotting

rxPMFESES UINT128 Supports real-time plotting

rxPMFEUAS UINT128 Supports real-time plotting

rxPMSES UINT128 Supports real-time plotting

rxPMUAS UINT128 Supports real-time plotting

rxRsCorrCnt UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rxRSSES UINT128 Supports real-time plotting

rxRsUncorrCnt UINT128 Supports real-time plotting

rxSMBEIErrCnt UINT128 Supports real-time plotting

rxSMBIAESErrCnt UINT128 Supports real-time plotting

rxSMBIP8ErrCnt UINT128 Supports real-time plotting

rxSMES UINT128 Supports real-time plotting

rxSMFEBIP8ErrCnt UINT128 Supports real-time plotting

rxSMFEES UINT128 Supports real-time plotting

rxSMFESES UINT128 Supports real-time plotting

rxSMFEUA UINT128 Supports real-time plotting

rxSMIAESErrCnt UINT128 Supports real-time plotting

rxSMSES UINT128 Supports real-time plotting

rxSMUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

DigitalWrapper64BitRawStats

Monitored class: optical.OpticalPortSpecifics

rxBERPostFEC DOUBLE Supports real-time plotting

rxBERPreFEC DOUBLE Supports real-time plotting

rxPMBEIErrCnt UINT128 Supports real-time plotting

rxPMBIP8ErrCnt UINT128 Supports real-time plotting

rxPMES UINT128 Supports real-time plotting

rxPMFEBIP8ErrCnt UINT128 Supports real-time plotting

rxPMFEES UINT128 Supports real-time plotting

rxPMFESES UINT128 Supports real-time plotting

rxPMFEUAS UINT128 Supports real-time plotting

rxPMSES UINT128 Supports real-time plotting

rxPMUAS UINT128 Supports real-time plotting

rxRsCorrCnt UINT128 Supports real-time plotting

rxRSSES UINT128 Supports real-time plotting

rxRsUncorrCnt UINT128 Supports real-time plotting

rxSMBEIErrCnt UINT128 Supports real-time plotting

rxSMBIAESErrCnt UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rxSMBIP8ErrCnt UINT128 Supports real-time plotting

rxSMES UINT128 Supports real-time plotting

rxSMFEBIP8ErrCnt UINT128 Supports real-time plotting

rxSMFEES UINT128 Supports real-time plotting

rxSMFESES UINT128 Supports real-time plotting

rxSMFEUA UINT128 Supports real-time plotting

rxSMIAESErrCnt UINT128 Supports real-time plotting

rxSMSES UINT128 Supports real-time plotting

rxSMUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

E1MibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

tnE1StatRxBBEP UINT128 Supports real-time plotting

tnE1StatRxESL UINT128 Supports real-time plotting

tnE1StatRxESP UINT128 Supports real-time plotting

tnE1StatRxSESL UINT128 Supports real-time plotting

tnE1StatRxSESP UINT128 Supports real-time plotting

tnE1StatRxUASP UINT128 Supports real-time plotting

tnE1StatsBinStatus optical.
BinStatus

Does not support real-time plotting

tnE1StatTxBBEP UINT128 Supports real-time plotting

tnE1StatTxESP UINT128 Supports real-time plotting

tnE1StatTxSESP UINT128 Supports real-time plotting

tnE1StatTxUASP UINT128 Supports real-time plotting

E1RawCountStats

Monitored class: optical.OpticalPortSpecifics

startTime DATE Does not support real-time plotting

tnE1RawCountStatRxBBEP LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

tnE1RawCountStatRxESL LONG Supports real-time plotting

tnE1RawCountStatRxESP LONG Supports real-time plotting

tnE1RawCountStatRxSESL LONG Supports real-time plotting

tnE1RawCountStatRxSESP LONG Supports real-time plotting

tnE1RawCountStatRxUASP LONG Supports real-time plotting

tnE1RawCountStatTxBBEP LONG Supports real-time plotting

tnE1RawCountStatTxESP LONG Supports real-time plotting

tnE1RawCountStatTxSESP LONG Supports real-time plotting

tnE1RawCountStatTxUASP LONG Supports real-time plotting

EncryptionMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

bitBlkCnt UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

rxFailedDecryptCnt UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

EncryptionRawStats

Monitored class: optical.OpticalPortSpecifics

bitBlkCnt UINT128 Supports real-time plotting

rxFailedDecryptCnt UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

EtherMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

etherStatRxBcastPkts UINT128 Supports real-time plotting

etherStatRxCollisions UINT128 Supports real-time plotting

etherStatRxCrcAlignErrs UINT128 Supports real-time plotting

etherStatRxDropEvents UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

etherStatRxFragments UINT128 Supports real-time plotting

etherStatRxJabbers UINT128 Supports real-time plotting

etherStatRxJumboPkts UINT128 Supports real-time plotting

etherStatRxMcastPkts UINT128 Supports real-time plotting

etherStatRxOctets UINT128 Supports real-time plotting

etherStatRxOversizedPkts UINT128 Supports real-time plotting

etherStatRxPktErrRatio UINT128 Supports real-time plotting

etherStatRxPkts UINT128 Supports real-time plotting

etherStatRxPktsSize1024to1518 UINT128 Supports real-time plotting

etherStatRxPktsSize128to255 UINT128 Supports real-time plotting

etherStatRxPktsSize256to511 UINT128 Supports real-time plotting

etherStatRxPktsSize512to1023 UINT128 Supports real-time plotting

etherStatRxPktsSize64 UINT128 Supports real-time plotting

etherStatRxPktsSize65to127 UINT128 Supports real-time plotting

etherStatRxUndersizedPkts UINT128 Supports real-time plotting

etherStatTxBcastPkts UINT128 Supports real-time plotting

etherStatTxCollisions UINT128 Supports real-time plotting

etherStatTxCrcAlignErrs UINT128 Supports real-time plotting

etherStatTxDropEvents UINT128 Supports real-time plotting

etherStatTxFragments UINT128 Supports real-time plotting

etherStatTxJabbers UINT128 Supports real-time plotting

etherStatTxJumboPkts UINT128 Supports real-time plotting

etherStatTxMcastPkts UINT128 Supports real-time plotting

etherStatTxOctets UINT128 Supports real-time plotting

etherStatTxOversizedPkts UINT128 Supports real-time plotting

etherStatTxPktErrRatio UINT128 Supports real-time plotting

etherStatTxPkts UINT128 Supports real-time plotting

etherStatTxPktsSize1024to1518 UINT128 Supports real-time plotting

etherStatTxPktsSize128to255 UINT128 Supports real-time plotting

etherStatTxPktsSize256to511 UINT128 Supports real-time plotting

etherStatTxPktsSize512to1023 UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

etherStatTxPktsSize64 UINT128 Supports real-time plotting

etherStatTxPktsSize65to127 UINT128 Supports real-time plotting

etherStatTxUndersizedPkts UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

EtherRawStats

Monitored class: optical.OpticalPortSpecifics

rawEtherCountStatRxPktsSize512to1023UINT128 Supports real-time plotting

rawEtherCountStatTxPktsSize512to1023UINT128 Supports real-time plotting

rawEtherStatRxBcastPkts UINT128 Supports real-time plotting

rawEtherStatRxCollisions UINT128 Supports real-time plotting

rawEtherStatRxCrcAlignErrs UINT128 Supports real-time plotting

rawEtherStatRxDropEvents UINT128 Supports real-time plotting

rawEtherStatRxFragments UINT128 Supports real-time plotting

rawEtherStatRxJabbers UINT128 Supports real-time plotting

rawEtherStatRxJumboPkts UINT128 Supports real-time plotting

rawEtherStatRxMcastPkts UINT128 Supports real-time plotting

rawEtherStatRxOctets UINT128 Supports real-time plotting

rawEtherStatRxOversizedPkts UINT128 Supports real-time plotting

rawEtherStatRxPktErrRatio UINT128 Supports real-time plotting

rawEtherStatRxPkts UINT128 Supports real-time plotting

rawEtherStatRxPktsSize1024to1518 UINT128 Supports real-time plotting

rawEtherStatRxPktsSize128to255 UINT128 Supports real-time plotting

rawEtherStatRxPktsSize256to511 UINT128 Supports real-time plotting

rawEtherStatRxPktsSize64 UINT128 Supports real-time plotting

rawEtherStatRxPktsSize65to127 UINT128 Supports real-time plotting

rawEtherStatRxUndersizedPkts UINT128 Supports real-time plotting

rawEtherStatTxBcastPkts UINT128 Supports real-time plotting

rawEtherStatTxCollisions UINT128 Supports real-time plotting

rawEtherStatTxCrcAlignErrs UINT128 Supports real-time plotting

rawEtherStatTxDropEvents UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rawEtherStatTxFragments UINT128 Supports real-time plotting

rawEtherStatTxJabbers UINT128 Supports real-time plotting

rawEtherStatTxJumboPkts UINT128 Supports real-time plotting

rawEtherStatTxMcastPkts UINT128 Supports real-time plotting

rawEtherStatTxOctets UINT128 Supports real-time plotting

rawEtherStatTxOversizedPkts UINT128 Supports real-time plotting

rawEtherStatTxPktErrRatio UINT128 Supports real-time plotting

rawEtherStatTxPkts UINT128 Supports real-time plotting

rawEtherStatTxPktsSize1024to1518 UINT128 Supports real-time plotting

rawEtherStatTxPktsSize128to255 UINT128 Supports real-time plotting

rawEtherStatTxPktsSize256to511 UINT128 Supports real-time plotting

rawEtherStatTxPktsSize64 UINT128 Supports real-time plotting

rawEtherStatTxPktsSize65to127 UINT128 Supports real-time plotting

rawEtherStatTxUndersizedPkts UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

ETHFECMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

eTHPHYFECPMStatRxRsCorrCnt UINT128 Supports real-time plotting

eTHPHYFECPMStatRxRsUncorrCnt UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

ETHFECRawCountStats

Monitored class: optical.OpticalPortSpecifics

eTHFECPMRawCountStatRxRsCor-
rCnt

UINT128 Supports real-time plotting

eTHFECPMRawCountStatsRxR-
sUncorrCnt

UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

EthPortEgrQueueMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

inProfileOctetsDropped UINT128 Supports real-time plotting

inProfileOctetsForwarded UINT128 Supports real-time plotting

inProfilePacketsDropped UINT128 Supports real-time plotting

inProfilePacketsForwarded UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

queueId INT Does not support real-time plotting

startTime DATE Does not support real-time plotting

EthPortMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

broadcastPackets UINT128 Supports real-time plotting

broadcastPacketsIn UINT128 Supports real-time plotting

broadcastPacketsOut UINT128 Supports real-time plotting

collisions UINT128 Supports real-time plotting

crcOralignErrors UINT128 Supports real-time plotting

discardsIn UINT128 Supports real-time plotting

discardsOut UINT128 Supports real-time plotting

dropEvents UINT128 Supports real-time plotting

errorsIn UINT128 Supports real-time plotting

errorsOut UINT128 Supports real-time plotting

fragments UINT128 Supports real-time plotting

highCapacityOctets UINT128 Supports real-time plotting

highCapacityPackets UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

jabbers UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

multicastPackets UINT128 Supports real-time plotting

multicastPacketsIn UINT128 Supports real-time plotting

multicastPacketsOut UINT128 Supports real-time plotting

octetsIn UINT128 Supports real-time plotting

octetsOut UINT128 Supports real-time plotting

oversizedPackets UINT128 Supports real-time plotting

packets1024To1518Octets UINT128 Supports real-time plotting

packets128To255Octets UINT128 Supports real-time plotting

packets1519OrMoreOctets UINT128 Supports real-time plotting

packets256To511Octets UINT128 Supports real-time plotting

packets512To1023Octets UINT128 Supports real-time plotting

packets64Octets UINT128 Supports real-time plotting

packets65To127Octets UINT128 Supports real-time plotting

packetsIn UINT128 Supports real-time plotting

packetsOut UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

totalMembers INT Does not support real-time plotting

undersizedPackets UINT128 Supports real-time plotting

unicastPacketsIn UINT128 Supports real-time plotting

unicastPacketsOut UINT128 Supports real-time plotting

unknownProtocol UINT128 Supports real-time plotting

FECPMMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

fecPMStatRxBERPostFEC DOUBLE Supports real-time plotting

fecPMStatRxBERPreFEC DOUBLE Supports real-time plotting

fecPMStatRxRsCorrCnt UINT128 Supports real-time plotting

fecPMStatRxRsUncorrCnt UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

startTime DATE Does not support real-time plotting

FECPMRawCountStats

Monitored class: optical.OpticalPortSpecifics

fecPMRawCountStatRxBERPost-
FEC

DOUBLE Supports real-time plotting

fecPMRawCountStatRxBERPreFEC DOUBLE Supports real-time plotting

fecPMRawCountStatRxRsCorrCnt UINT128 Supports real-time plotting

fecPMRawCountStatRxRsUncorrCnt UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

FibreChannelMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

rxInvalidTxWords LONG Supports real-time plotting

rxLinkFailures LONG Supports real-time plotting

rxLossOfSignals LONG Supports real-time plotting

rxLossOfSynchs LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txInvalidTxWords LONG Supports real-time plotting

txLinkFailures LONG Supports real-time plotting

txLossOfSignals LONG Supports real-time plotting

txLossOfSynchs LONG Supports real-time plotting

FibreChannelRawStats

Monitored class: optical.OpticalPortSpecifics

rxInvalidTxWords LONG Supports real-time plotting

rxLinkFailures LONG Supports real-time plotting

rxLossOfSignals LONG Supports real-time plotting

rxLossOfSynchs LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txInvalidTxWords LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

txLinkFailures LONG Supports real-time plotting

txLossOfSignals LONG Supports real-time plotting

txLossOfSynchs LONG Supports real-time plotting

FoffrMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

tnFoffrStatAverage FLOAT Does not support real-time plotting

tnFoffrStatMax FLOAT Does not support real-time plotting

tnFoffrStatMin FLOAT Does not support real-time plotting

FoffrRawCountStats

Monitored class: optical.OpticalPortSpecifics

startTime DATE Does not support real-time plotting

tnFoffrRawCountStatAverage FLOAT Does not support real-time plotting

tnFoffrRawCountStatMax FLOAT Does not support real-time plotting

tnFoffrRawCountStatMin FLOAT Does not support real-time plotting

InterfaceMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

ifStatInBroadcastPkts UINT128 Supports real-time plotting

ifStatInDiscards UINT128 Supports real-time plotting

ifStatInErrors UINT128 Supports real-time plotting

ifStatInMulticastPkts UINT128 Supports real-time plotting

ifStatInOctets UINT128 Supports real-time plotting

ifStatInPacketsNotClassified UINT128 Supports real-time plotting

ifStatInUcastPkts UINT128 Supports real-time plotting

ifStatInUnknownProtos UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

ifStatOutBroadcastPkts UINT128 Supports real-time plotting

ifStatOutDiscards UINT128 Supports real-time plotting

ifStatOutErrors UINT128 Supports real-time plotting

ifStatOutMulticastPkts UINT128 Supports real-time plotting

ifStatOutOctets UINT128 Supports real-time plotting

ifStatOutUcastPkts UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

InterfaceRawStats

Monitored class: optical.OpticalPortSpecifics

rawIfStatInBroadcastPkts UINT128 Supports real-time plotting

rawIfStatInDiscards UINT128 Supports real-time plotting

rawIfStatInErrors UINT128 Supports real-time plotting

rawIfStatInMulticastPkts UINT128 Supports real-time plotting

rawIfStatInOctets UINT128 Supports real-time plotting

rawIfStatInPacketsNotClassified UINT128 Supports real-time plotting

rawIfStatInUcastPkts UINT128 Supports real-time plotting

rawIfStatInUnknownProtos UINT128 Supports real-time plotting

rawIfStatOutBroadcastPkts UINT128 Supports real-time plotting

rawIfStatOutDiscards UINT128 Supports real-time plotting

rawIfStatOutErrors UINT128 Supports real-time plotting

rawIfStatOutMulticastPkts UINT128 Supports real-time plotting

rawIfStatOutOctets UINT128 Supports real-time plotting

rawIfStatOutUcastPkts UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

L1ProtMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

interval optical.
Interval-
Type

Does not support real-time plotting

l1ProtStatActiveTime LONG Supports real-time plotting

l1ProtStatPsc LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

L1ProtRawStats

Monitored class: optical.OpticalPortSpecifics

l1ProtStatActiveTime LONG Supports real-time plotting

l1ProtStatPsc LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

OdukRawRxStats

Monitored class: oth.Oduk

othOdukRawStatsRxFeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukRawStatsRxFeES UINT128 Supports real-time plotting

othOdukRawStatsRxFeSES UINT128 Supports real-time plotting

othOdukRawStatsRxFeUAS UINT128 Supports real-time plotting

othOdukRawStatsRxNeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukRawStatsRxNeES UINT128 Supports real-time plotting

othOdukRawStatsRxNeSES UINT128 Supports real-time plotting

othOdukRawStatsRxNeUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

OdukRawTxStats

Monitored class: oth.Oduk

othOdukRawStatsTxFeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukRawStatsTxFeES UINT128 Supports real-time plotting

othOdukRawStatsTxFeSES UINT128 Supports real-time plotting

othOdukRawStatsTxFeUAS UINT128 Supports real-time plotting

othOdukRawStatsTxNeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukRawStatsTxNeES UINT128 Supports real-time plotting

othOdukRawStatsTxNeSES UINT128 Supports real-time plotting

othOdukRawStatsTxNeUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

OdukRxMibStats

Monitored class: oth.Oduk

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

othOdukStatsRxFeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukStatsRxFeES UINT128 Supports real-time plotting

othOdukStatsRxFeSES UINT128 Supports real-time plotting

othOdukStatsRxFeUAS UINT128 Supports real-time plotting

othOdukStatsRxNeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukStatsRxNeES UINT128 Supports real-time plotting

othOdukStatsRxNeSES UINT128 Supports real-time plotting

othOdukStatsRxNeUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

OdukTxMibStats

Monitored class: oth.Oduk

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

othOdukStatsTxFeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukStatsTxFeES UINT128 Supports real-time plotting

othOdukStatsTxFeSES UINT128 Supports real-time plotting

othOdukStatsTxFeUAS UINT128 Supports real-time plotting

othOdukStatsTxNeBIP8ErrCnt UINT128 Supports real-time plotting

othOdukStatsTxNeES UINT128 Supports real-time plotting

othOdukStatsTxNeSES UINT128 Supports real-time plotting

othOdukStatsTxNeUAS UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

Non-mediation statistics counters NFM-P
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Table 12-7 optical statistics (continued)

Name Type Description

OpInCMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OpInCRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OpInMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OpInRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

startTime DATE Does not support real-time plotting

OpOchInRawStats

Monitored class: optical.OpticalPortSpecifics

frequency optical.
ITUChan-
nel

Does not support real-time plotting

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OpOchOutRawStats

Monitored class: optical.OpticalPortSpecifics

frequency optical.
ITUChan-
nel

Does not support real-time plotting

rawAvgPower FLOAT Supports real-time plotting

rawMaxPower FLOAT Supports real-time plotting

rawMinPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OpOutCMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OpOutCRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

startTime DATE Does not support real-time plotting

OpOutMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OpOutRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OprMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OprRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OptMibStats

Monitored class: optical.OpticalPortSpecifics

avgPower FLOAT Supports real-time plotting

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

maxPower FLOAT Supports real-time plotting

minPower FLOAT Supports real-time plotting

startTime DATE Does not support real-time plotting

OptRawStats

Monitored class: optical.OpticalPortSpecifics

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OsnrRawStats

Monitored class: optical.OpticalPortSpecifics

frequency optical.
ITUChan-
nel

Does not support real-time plotting

rawAvgPower FLOAT Does not support real-time plotting

rawMaxPower FLOAT Does not support real-time plotting

rawMinPower FLOAT Does not support real-time plotting

startTime DATE Does not support real-time plotting

OtukMibStats

Monitored classes:

• optical.OpticalPortSpecifics

• oth.Otuk

binId INT Does not support real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

othOtukStatFeRxIAES UINT128 Supports real-time plotting

othOtukStatFeRxSMBIP8ErrCnt UINT128 Supports real-time plotting

othOtukStatFeRxSMES UINT128 Supports real-time plotting

othOtukStatFeRxSMSES UINT128 Supports real-time plotting

othOtukStatFeRxSMUAS UINT128 Supports real-time plotting

othOtukStatNeRxIAES UINT128 Supports real-time plotting

othOtukStatNeRxSMBIP8ErrCnt UINT128 Supports real-time plotting

othOtukStatNeRxSMES UINT128 Supports real-time plotting

othOtukStatNeRxSMSES UINT128 Supports real-time plotting

othOtukStatNeRxSMUAS UINT128 Supports real-time plotting

othOtukStatRxBERPostFEC DOUBLE Supports real-time plotting

othOtukStatRxBERPreFEC DOUBLE Supports real-time plotting

othOtukStatRxRsCorrCnt UINT128 Supports real-time plotting

othOtukStatRxRsUncorrCnt UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

OtuRawStats

Monitored classes:

• optical.OpticalPortSpecifics

• oth.Otuk

othOtukRawStatFeRxIAES UINT128 Supports real-time plotting

othOtukRawStatFeRxSMBIP8ErrCnt UINT128 Supports real-time plotting

othOtukRawStatFeRxSMES UINT128 Supports real-time plotting

othOtukRawStatFeRxSMSES UINT128 Supports real-time plotting

othOtukRawStatFeRxSMUAS UINT128 Supports real-time plotting

othOtukRawStatNeRxIAES UINT128 Supports real-time plotting

othOtukRawStatNeRxSMBIP8ErrCnt UINT128 Supports real-time plotting

othOtukRawStatNeRxSMES UINT128 Supports real-time plotting

othOtukRawStatNeRxSMSES UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

othOtukRawStatNeRxSMUAS UINT128 Supports real-time plotting

othOtukRawStatRxBERPostFEC DOUBLE Supports real-time plotting

othOtukRawStatRxBERPreFEC DOUBLE Supports real-time plotting

othOtukRawStatRxRsCorrCnt UINT128 Supports real-time plotting

othOtukRawStatRxRsUncorrCnt UINT128 Supports real-time plotting

startTime DATE Does not support real-time plotting

PathSummaryMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

rxNpjcPDet LONG Supports real-time plotting

rxNpjcPGen LONG Supports real-time plotting

rxPjcDiffP LONG Supports real-time plotting

rxPjcsPDet LONG Supports real-time plotting

rxPjcsPGen LONG Supports real-time plotting

rxPpjcPDet LONG Supports real-time plotting

rxPpjcPGen LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txNpjcPDet LONG Supports real-time plotting

txNpjcPGen LONG Supports real-time plotting

txPjcDiffP LONG Supports real-time plotting

txPjcsPDet LONG Supports real-time plotting

txPjcsPGen LONG Supports real-time plotting

txPpjcPDet LONG Supports real-time plotting

txPpjcPGen LONG Supports real-time plotting

PathSummaryRawStats

Monitored class: optical.OpticalPortSpecifics

rxNpjcPDet LONG Supports real-time plotting

rxNpjcPGen LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rxPjcDiffP LONG Supports real-time plotting

rxPjcsPDet LONG Supports real-time plotting

rxPjcsPGen LONG Supports real-time plotting

rxPpjcPDet LONG Supports real-time plotting

rxPpjcPGen LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txNpjcPDet LONG Supports real-time plotting

txNpjcPGen LONG Supports real-time plotting

txPjcDiffP LONG Supports real-time plotting

txPjcsPDet LONG Supports real-time plotting

txPjcsPGen LONG Supports real-time plotting

txPpjcPDet LONG Supports real-time plotting

txPpjcPGen LONG Supports real-time plotting

PhyCodeSubLayerMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

rxCV LONG Supports real-time plotting

rxES LONG Supports real-time plotting

rxSEFS LONG Supports real-time plotting

rxSES LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txCV LONG Supports real-time plotting

txES LONG Supports real-time plotting

txSEFS LONG Supports real-time plotting

txSES LONG Supports real-time plotting

PhyCodeSubLayerRawStats

Monitored class: optical.OpticalPortSpecifics

rxCV LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

rxES LONG Supports real-time plotting

rxSEFS LONG Supports real-time plotting

rxSES LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

txCV LONG Supports real-time plotting

txES LONG Supports real-time plotting

txSEFS LONG Supports real-time plotting

txSES LONG Supports real-time plotting

PreFECBERMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

preFECBERStatRxBERPreFEC DOUBLE Supports real-time plotting

startTime DATE Does not support real-time plotting

PreFECBERRawCountStats

Monitored class: optical.OpticalPortSpecifics

preFECBERRawCountStatRxBER-
PreFEC

DOUBLE Supports real-time plotting

startTime DATE Does not support real-time plotting

PreFECBitsMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

startTime DATE Does not support real-time plotting

tnPreFECBitsStatAverage UINT128 Supports real-time plotting

tnPreFECBitsStatMax UINT128 Supports real-time plotting

tnPreFECBitsStatMin UINT128 Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

PreFECBitsRawCountStats

Monitored class: optical.OpticalPortSpecifics

startTime DATE Does not support real-time plotting

tnPreFECBitsRawCountStatAverage UINT128 Supports real-time plotting

tnPreFECBitsRawCountStatMax UINT128 Supports real-time plotting

tnPreFECBitsRawCountStatMin UINT128 Supports real-time plotting

SdhMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

sdhStatRxMSEB LONG Supports real-time plotting

sdhStatRxMSES LONG Supports real-time plotting

sdhStatRxMSSES LONG Supports real-time plotting

sdhStatRxMSUAS LONG Supports real-time plotting

sdhStatRxRSEB LONG Supports real-time plotting

sdhStatRxRSES LONG Supports real-time plotting

sdhStatRxRSSES LONG Supports real-time plotting

sdhStatRxRSUAS LONG Supports real-time plotting

sdhStatTxMSEB LONG Supports real-time plotting

sdhStatTxMSES LONG Supports real-time plotting

sdhStatTxMSSES LONG Supports real-time plotting

sdhStatTxMSUAS LONG Supports real-time plotting

sdhStatTxRSEB LONG Supports real-time plotting

sdhStatTxRSES LONG Supports real-time plotting

sdhStatTxRSSES LONG Supports real-time plotting

sdhStatTxRSUAS LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

SdhRawStats

Monitored class: optical.OpticalPortSpecifics

sdhStatRxMSEB LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

sdhStatRxMSES LONG Supports real-time plotting

sdhStatRxMSSES LONG Supports real-time plotting

sdhStatRxMSUAS LONG Supports real-time plotting

sdhStatRxRSEB LONG Supports real-time plotting

sdhStatRxRSES LONG Supports real-time plotting

sdhStatRxRSSES LONG Supports real-time plotting

sdhStatRxRSUAS LONG Supports real-time plotting

sdhStatTxMSEB LONG Supports real-time plotting

sdhStatTxMSES LONG Supports real-time plotting

sdhStatTxMSSES LONG Supports real-time plotting

sdhStatTxMSUAS LONG Supports real-time plotting

sdhStatTxRSEB LONG Supports real-time plotting

sdhStatTxRSES LONG Supports real-time plotting

sdhStatTxRSSES LONG Supports real-time plotting

sdhStatTxRSUAS LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

SonetMibStats

Monitored class: optical.OpticalPortSpecifics

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

sonetStatRxCVL LONG Supports real-time plotting

sonetStatRxCVS LONG Supports real-time plotting

sonetStatRxESL LONG Supports real-time plotting

sonetStatRxESS LONG Supports real-time plotting

sonetStatRxFCL LONG Supports real-time plotting

sonetStatRxFECVL LONG Supports real-time plotting

sonetStatRxFEESL LONG Supports real-time plotting

sonetStatRxFESESL LONG Supports real-time plotting

sonetStatRxFEUASL LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

sonetStatRxSEFSS LONG Supports real-time plotting

sonetStatRxSESL LONG Supports real-time plotting

sonetStatRxSESS LONG Supports real-time plotting

sonetStatRxUASL LONG Supports real-time plotting

sonetStatRxUASS LONG Supports real-time plotting

sonetStatTxCVL LONG Supports real-time plotting

sonetStatTxCVS LONG Supports real-time plotting

sonetStatTxESL LONG Supports real-time plotting

sonetStatTxESS LONG Supports real-time plotting

sonetStatTxFCL LONG Supports real-time plotting

sonetStatTxSEFSS LONG Supports real-time plotting

sonetStatTxSESL LONG Supports real-time plotting

sonetStatTxSESS LONG Supports real-time plotting

sonetStatTxUASL LONG Supports real-time plotting

sonetStatTxUASS LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

SonetRawStats

Monitored class: optical.OpticalPortSpecifics

sonetStatRxCVL LONG Supports real-time plotting

sonetStatRxCVS LONG Supports real-time plotting

sonetStatRxESL LONG Supports real-time plotting

sonetStatRxESS LONG Supports real-time plotting

sonetStatRxFCL LONG Supports real-time plotting

sonetStatRxFECVL LONG Supports real-time plotting

sonetStatRxFEESL LONG Supports real-time plotting

sonetStatRxFESESL LONG Supports real-time plotting

sonetStatRxFEUASL LONG Supports real-time plotting

sonetStatRxSEFSS LONG Supports real-time plotting

sonetStatRxSESL LONG Supports real-time plotting

sonetStatRxSESS LONG Supports real-time plotting

sonetStatRxUASL LONG Supports real-time plotting

sonetStatRxUASS LONG Supports real-time plotting
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Table 12-7 optical statistics (continued)

Name Type Description

sonetStatTxCVL LONG Supports real-time plotting

sonetStatTxCVS LONG Supports real-time plotting

sonetStatTxESL LONG Supports real-time plotting

sonetStatTxESS LONG Supports real-time plotting

sonetStatTxFCL LONG Supports real-time plotting

sonetStatTxSEFSS LONG Supports real-time plotting

sonetStatTxSESL LONG Supports real-time plotting

sonetStatTxSESS LONG Supports real-time plotting

sonetStatTxUASL LONG Supports real-time plotting

sonetStatTxUASS LONG Supports real-time plotting

startTime DATE Does not support real-time plotting

Table 12-8 rmd statistics

Name Type Description

PortStats

Monitored class: rmd.Port

bytesTransmitted UINT128 Supports real-time plotting

correctBytesReceived UINT128 Supports real-time plotting

correctFramesReceived UINT128 Supports real-time plotting

droppedQueueOverflowFramesRe-
ceived

UINT128 Supports real-time plotting

erroredFcsFramesReceived UINT128 Supports real-time plotting

framesTransmitted UINT128 Supports real-time plotting

lengthErrorOrOtherError-
FramesReceived

UINT128 Supports real-time plotting

TsopStats

Monitored class: rmd.TsopChannel

jbOverrun UINT128 Supports real-time plotting

jbUnderrun UINT128 Supports real-time plotting

malformed UINT128 Supports real-time plotting

misorderedDropped UINT128 Supports real-time plotting

missing UINT128 Supports real-time plotting

playedOut UINT128 Supports real-time plotting
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Table 12-8 rmd statistics (continued)

Name Type Description

received UINT128 Supports real-time plotting

reordered UINT128 Supports real-time plotting

sent UINT128 Supports real-time plotting

Table 12-9 service statistics

Name Type Description

SapBaseStats

Monitored classes:

• service.IPsecInterface

• service.L2AccessInterface

• service.L3AccessInterface

• service.ServiceAccessPoint

authenticationPacketsDiscarded LONG Supports real-time plotting

authenticationPacketsSuccessful LONG Supports real-time plotting

customerId LONG Does not support real-time plotting

egressForwardedOctets UINT128 Supports real-time plotting

egressForwardedPackets UINT128 Supports real-time plotting

egressQChipDroppedInProfOctets UINT128 Supports real-time plotting

egressQChipDroppedInProfPackets UINT128 Supports real-time plotting

egressQChipDroppedOutProfOctets UINT128 Supports real-time plotting

egressQChipDroppedOutProf-
Packets

UINT128 Supports real-time plotting

egressQChipForwardedInProfOctets UINT128 Supports real-time plotting

egressQChipForwardedInProf-
Packets

UINT128 Supports real-time plotting

egressQChipForwardedOutProfO-
ctets

UINT128 Supports real-time plotting

egressQChipForwardedOutProf-
Packets

UINT128 Supports real-time plotting

egressSapPolicerDroppedOctets UINT128 Supports real-time plotting

egressSapPolicerDroppedPackets UINT128 Supports real-time plotting

ingressDroppedOctets UINT128 Supports real-time plotting

ingressDroppedPackets UINT128 Supports real-time plotting

ingressExtraTagDroppedOctets UINT128 Supports real-time plotting
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Table 12-9 service statistics (continued)

Name Type Description

ingressExtraTagDroppedPackets UINT128 Supports real-time plotting

ingressForwardedOctets UINT128 Supports real-time plotting

ingressForwardedPackets UINT128 Supports real-time plotting

ingressPChipDroppedOctets UINT128 Supports real-time plotting

ingressPChipDroppedPackets UINT128 Supports real-time plotting

ingressPChipOfferedHiPrioOctets UINT128 Supports real-time plotting

ingressPChipOfferedHiPrioPackets UINT128 Supports real-time plotting

ingressPChipOfferedLoPrioOctets UINT128 Supports real-time plotting

ingressPChipOfferedLoPrioPackets UINT128 Supports real-time plotting

ingressPChipOfferedUncolore-
dOctets

UINT128 Supports real-time plotting

ingressPChipOfferedUncolored-
Packets

UINT128 Supports real-time plotting

ingressQChipDroppedHiPrioOctets UINT128 Supports real-time plotting

ingressQChipDroppedHiPrioPackets UINT128 Supports real-time plotting

ingressQChipDroppedLoPrioOctets UINT128 Supports real-time plotting

ingressQChipDroppedLoPrio-
Packets

UINT128 Supports real-time plotting

ingressQChipForwardedInProfO-
ctets

UINT128 Supports real-time plotting

ingressQChipForwardedInProf-
Packets

UINT128 Supports real-time plotting

ingressQChipForwardedOutPro-
fOctets

UINT128 Supports real-time plotting

ingressQChipForwardedOutProf-
Packets

UINT128 Supports real-time plotting

ingressRcvdValidOcts UINT128 Supports real-time plotting

ingressRcvdValidPkts UINT128 Supports real-time plotting

qosClassifiersUse INT Supports real-time plotting

qosMetersUsed INT Supports real-time plotting

SapEthernetPMStats

Monitored class: vpls.L2AccessInterface

binId INT Does not support real-time plotting

binStatus optical.
BinStatus

Does not support real-time plotting
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Table 12-9 service statistics (continued)

Name Type Description

egressForwardedOctets UINT128 Supports real-time plotting

egressForwardedPackets UINT128 Supports real-time plotting

ingressDroppedOctets UINT128 Supports real-time plotting

ingressDroppedPackets UINT128 Supports real-time plotting

ingressForwardedOctets UINT128 Supports real-time plotting

ingressForwardedPackets UINT128 Supports real-time plotting

interval optical.
Interval-
Type

Does not support real-time plotting

sapEncapValue LONG Does not support real-time plotting

startTime STRING Does not support real-time plotting

totalMembers INT Does not support real-time plotting

ServiceSapIngQosPlcyStats

Monitored classes:

• service.IPsecInterface

• service.L2AccessInterface

• service.L3AccessInterface

droppedOctets UINT128 Supports real-time plotting

droppedPackets UINT128 Supports real-time plotting

forwardedInProfOctets UINT128 Supports real-time plotting

forwardedInProfPackets UINT128 Supports real-time plotting

forwardedOutProfOctets UINT128 Supports real-time plotting

forwardedOutProfPackets UINT128 Supports real-time plotting

meterId LONG Does not support real-time plotting

Table 12-10 svt statistics

Name Type Description

SdpBindingBaseStats

Monitored classes:

• svt.MeshSdpBinding

• svt.SpokeSdpBinding

egressDroppedPackets UINT128 Supports real-time plotting

egressForwardedOctets UINT128 Supports real-time plotting

egressForwardedPackets UINT128 Supports real-time plotting
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Table 12-10 svt statistics (continued)

Name Type Description

ingressDroppedOctets UINT128 Supports real-time plotting

ingressDroppedPackets UINT128 Supports real-time plotting

ingressForwardedOctets UINT128 Supports real-time plotting

ingressForwardedPackets UINT128 Supports real-time plotting

Table 12-11 vpls statistics

Name Type Description

L2AccessInterfaceIgmpSnpgErrorStats

Monitored classes:

• mvpls.IL2AccessInterface

• vpls.AbstractL2AccessInterface

• vpls.IL2AccessInterface

sapIgmpSnpgImportPolicyDrops LONG Supports real-time plotting

sapIgmpSnpgMaxNumGroupsDrops LONG Supports real-time plotting

sapIgmpSnpgMaxNumGrpSources-
Drops

LONG Supports real-time plotting

sapIgmpSnpgMaxNumSources-
Drops

LONG Supports real-time plotting

sapIgmpSnpgMcacPolicyDrops LONG Supports real-time plotting

sapIgmpSnpgMcsFailures LONG Supports real-time plotting

sapIgmpSnpgRxBadEncodedPkts LONG Supports real-time plotting

sapIgmpSnpgRxBadIgmpChksmP-
kts

LONG Supports real-time plotting

sapIgmpSnpgRxBadIpChksmPkts LONG Supports real-time plotting

sapIgmpSnpgRxBadLenPkts LONG Supports real-time plotting

sapIgmpSnpgRxNoRtrAlertPkts LONG Supports real-time plotting

sapIgmpSnpgRxWrongVersionPkts LONG Supports real-time plotting

sapIgmpSnpgRxZeroSrcAdrPkts LONG Supports real-time plotting

sapIgmpSnpgSendQueryCfgDrops LONG Supports real-time plotting

L2AccessInterfaceIgmpSnpgStats

Monitored classes:

• mvpls.IL2AccessInterface

• vpls.AbstractL2AccessInterface

• vpls.IL2AccessInterface
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Table 12-11 vpls statistics (continued)

Name Type Description

sapIgmpSnpgFwdGenQueries LONG Supports real-time plotting

sapIgmpSnpgFwdGrpSpecQueries LONG Supports real-time plotting

sapIgmpSnpgFwdSrcSpecQueries LONG Supports real-time plotting

sapIgmpSnpgFwdUnknownType LONG Supports real-time plotting

sapIgmpSnpgFwdV1Reports LONG Supports real-time plotting

sapIgmpSnpgFwdV2Leaves LONG Supports real-time plotting

sapIgmpSnpgFwdV2Reports LONG Supports real-time plotting

sapIgmpSnpgFwdV3Reports LONG Supports real-time plotting

sapIgmpSnpgRxGenQueries LONG Supports real-time plotting

sapIgmpSnpgRxGrpSpecQueries LONG Supports real-time plotting

sapIgmpSnpgRxSrcSpecQueries LONG Supports real-time plotting

sapIgmpSnpgRxUnknownType LONG Supports real-time plotting

sapIgmpSnpgRxV1Reports LONG Supports real-time plotting

sapIgmpSnpgRxV2Leaves LONG Supports real-time plotting

sapIgmpSnpgRxV2Reports LONG Supports real-time plotting

sapIgmpSnpgRxV3Reports LONG Supports real-time plotting

sapIgmpSnpgTxGenQueries LONG Supports real-time plotting

sapIgmpSnpgTxGrpSpecQueries LONG Supports real-time plotting

sapIgmpSnpgTxSrcSpecQueries LONG Supports real-time plotting

sapIgmpSnpgTxV1Reports LONG Supports real-time plotting

sapIgmpSnpgTxV2Leaves LONG Supports real-time plotting

sapIgmpSnpgTxV2Reports LONG Supports real-time plotting

sapIgmpSnpgTxV3Reports LONG Supports real-time plotting
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