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1 Getting Started

1.1 About This Guide

This guide describes how to install and set up the Nokia Virtualized Service Router
(VSR).

The VSR software is designed to run on x86 virtual machines (VMs) deployed on
industry standard Intel servers. The following applications (network functions) are
supported by VSR software:

 Application Assurance (AA)

* BGP Route Reflection (RR)

* Broadband Network Gateway (BNG)
» Data Center Gateway (DCGW)

* L2TP Network Server (LNS)

* MAP-T Border Relay (MAP-T BR)

* Network Address Translation (NAT)
* Provide Edge (PE)

* Security Gateway (SeGW)

* WLAN Gateway (WLAN-GW)

* Virtualized Residential Gateway (VRGW)

Command outputs shown in this guide are examples only; actual outputs may differ
depending on supported functionality and user configuration.

This guide is organized into functional chapters and includes:

+ a functional overview of the VSR and a description of the VSR system
architecture

* general requirements for the NFV infrastructure (NFVI) supporting VSR VMs

* procedures to instantiate VSR VMs on KVM compute hosts using libvirt or
OpenStack

* procedures to instantiate VSR VMs on VMware ESXi compute hosts using
vCloud Director or the vSphere Web client

* an overview of lifecycle management of VSR VMs by the CloudBand Application
Manager (CBAM)

» troubleshooting procedures for common VSR problems

Issue: 01 3HE 15837 AAAA TQZZA 01 9
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Note: This guide generically covers Release 20.x.Rx. content and may contain some
content that will be released in later maintenance loads. Not all information described in the
SR OS guides listed in the VSR Documentation Suite Overview is applicable to the VSR.
Please refer to the SR OS 20.x.Rx. Software Release Notes, part number 3HE 16194 000x
TQZZA, for information about features supported in each load of the Release 20.x.Rx.
software.

Note: For information about the virtualized 7750 SR and 7950 XRS simulator (vSIM), refer
to the vSIM Installation and Setup Guide.

1.1.1 Audience

This guide is intended for network administrators who are responsible for the initial
setup of the VSRs on a standard NFVI. It is assumed that the network administrators
have an understanding of the following:

* x86 hardware architecture

* Linux system installation, configuration, and administration methods
* VMware basics

* OpenStack basics

* basic XML syntax

* SR OS CLI

* networking principles and configurations

1.1.2 VSR and SR Technical Publications

10

After the installation process of the required VSR product is completed, refer to the
VSR and SR technical publications as listed in the VSR Documentation Suite
Overview Card, part number 3HE 15075 AAAx TQZZA. These documents contain
information about the software configuration and the command line interface (CLI)
that is used to configure network parameters and services.

3HE 15837 AAAA TQZZA 01 Issue: 01
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Getting Started

1.2 VSR Installation and Setup

This guide is presented in an overall logical configuration flow. Each section
describes the tasks for a functional area.

Table 1 lists the general tasks and procedures necessary to install and set up a
Nokia Virtualized Service Router (VSR) VM on either a Linux KVM or VMware ESXi
host machine in the recommended order of execution.

Table 1

VSR Installation and Configuration Workflow

Task

Description

See

Installing the host
machine

Set up and install the host machine,
including the host operating system.

* Host OS and Hypervisor

Installing the virtualization
packages

Install the necessary virtualization
packages on the host machine.

* Linux KVM Compute Hosts
* VMware ESXi

Optimizing BIOS and host
(OR]

Optimize BIOS and host OS settings
for VSR deployment.

* BIOS Settings
* Kernel Parameters
* Optimize BIOS and Host Settings

Configuring host
networking

Configure host networking (NICs,
network interfaces, vSwitch).

* VSR Networking

* Linux vSwitch Implementations

» Data Center Networking

» Host Devices and PCI Passthrough
* Network Interfaces

* Guest vNIC Mapping in VSR VMs

Downloading the software
image

Download the SR OS software image.

» VSR Software Packaging

Obtaining the license keys

Obtain the software license keys from
Nokia.

* VSR Software Licensing

VM resource
requirements

Determine resource requirements for
the VM.

* Memory
» Guest Memory Backing
+ vCPU

Creating configuration
files

If required, create configuration files
for the VM. The exact format of the
configuration files depends on the
method of installation.

* Deploying VSR on Linux KVM Hosts
Using Libvirt or OpenStack

Issue: 01
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Table 1

VSR Installation and Configuration Workflow (Continued)

Task

Description

See

Launching the VM

Launch the VSR VM.

* Deploying VSR on Linux KVM Hosts
Using Libvirt or OpenStack

* Deploying VSR-I on VMware ESXi
Hosts

Verifying the installation

Verify the VSR VM installation.

* Verifying VSR Installation on Linux
KVM Hosts

Configuring VMs

Configure VM parameters as
necessary.

« Virtual Machine Configuration
Parameters

Managing the Lifecycle of
the VM

Customize the VSR-I template
package for a specific NFVI
environment and manage the lifecycle
of a VSR-I instance using CBAM.

» VSR-| Lifecycle Management Using
CBAM

12
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2 VSR Overview

2.1 VSR Overview

The Nokia Virtualized Service Router (VSR) is a carrier grade network function
virtualization (NFV) platform based on the industry-leading SR OS software that
powers the 7750 SR and 7950 XRS routers. NFV enables network functions that
previously depended on custom hardware to be deployed on commodity hardware
using standard IT virtualization technologies. For network operators, the benefits of
NFV include:

* reduced CAPEX by using industry-standard hardware that is potentially easier
to upgrade

* reduced OPEX (space, power, cooling) by consolidation of multiple functions on
fewer physical platforms

« faster and simpler testing and rollout of new services
» more flexibility to scale capacity up or down, as needed

» ability to move or add network functions to a location without necessarily
needing new equipment

211 VSR Concept

Issue: 01

The VSR software is designed for a standard virtualization environment in which the
hypervisor software running on a host machine (compute server) creates and
manages one or more VMs that consume a subset of the host machine resources.
Each VM is an abstraction of a physical machine with its own CPU, memory, storage,
and interconnect devices. Each VSR system forms a Virtual Network Function (VNF)
running an x86-optimized version of the SR OS software, and made up of one or
more VNF components (VNF-C) spanning one or more compute servers.

In virtualization terms, SR OS is the guest operating system of each VSR VM. VSR
VMs can be deployed in combination with other VMs on the same server, including
VMs that run guest operating systems other than SR OS.

3HE 15837 AAAA TQZZA 01 13
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Note: Care must be taken not to over-subscribe host resources; VSR VMs must have
dedicated CPU cores and dedicated vVRAM memory to ensure good stability and
performance. In addition, combining VSR VMs with other VMs that have intensive memory
access requirements on the same CPU socket should be generally avoided for performance

and stability reasons.

Figure 1 shows the general concept of a VSR.

Figure 1 VSR Concept

VSR Other VM
VSR
BN APP1| |APP2| |APPS
SROS | | GUEST 0/S

VIRTUAL | [VIRTUAL VIRTUAL | [ VIRTUAL

-~ "cPU  [H{MEMORY |- CPU HMEMORY [
VIRTUAL | | VIRTUAL VIRTUAL | | VIRTUAL
HYPERVISOR B i by i HOST APP
HOST 0S
HOST MACHINE

25308

The host machine supporting a VSR VM is a generalized compute x86-based server
such as the Nokia Airframe line of servers.

The host machine must run the Linux KVM or ESXi hypervisor software, which
support all VSR applications and are compatible with the VSR software.

See NFV Infrastructure Requirements for detailed information about the minimum
requirements of the host server and the supported hypervisors for the VSR.

3HE 15837 AAAA TQZZA 01 Issue: 01
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2.2 VSR Network Functions

VSR currently supports the following network functions:

* BGP Route Reflector

* Broadband Network Gateway
* L2TP Network Server

* Network Address Translation
* MAP-T Border Relay

* Provider Edge Router

» Data Center Gateway

» Security Gateway

» Application Assurance

* WLAN Gateway

* Virtualized Residential Gateway

The VSR is a single product consisting of a single software image. The NFV
functions described in this section can be deployed in isolation or in combination with
each other on one VSR system. The allowed functions are determined by the
software licenses described in VSR Software Licensing.

2.2.1 BGP Route Reflector

When configured as a BGP Route Reflector (RR), a VSR system supports the
following features:

* IGP protocols

« static routes

+ iBGP client-to-client, client-to-nonclient, and nonclient-to-nonclient reflection
» multi-protocol BGP (all address families supported by SR OS)

* route policies

* disable route table install

» convergence optimizations with SMP

« optimal route reflection

When used as a dedicated RR, the VSR must be deployed as an integrated model;
see Integrated Model for more information.

Issue: 01 3HE 15837 AAAA TQZZA 01 15
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2.2.2 Broadband Network Gateway

When configured as a Broadband Network Gateway (BNG), a VSR system supports
the following features:

* routed CO model of Enhanced Subscriber Management (ESM) on numbered
subscriber-interface and group-interface

* dual-stack IPoE subscriber management (DHCPv4/v6, SLAAC)
* dual-stack PPPoE sessions

« Static SAP and MSAP

* 1:1 and N:1 VLANs

* managed routes (IPv4/IPv6)

* subscriber authentication using LUDB and RADIUS

» dynamic QoS overrides

» dynamic filter overrides

* accounting per session/host/SPI

* LAG for subscriber access

* HTTP redirect

» H-QoS for subscriber hosts

* subscriber LI using UDP or GRE encapsulation

* data-triggered SAPs and ESM hosts (stateless redundancy)
* L2TP LAC

« credit control by way of category-maps

2.2.3 L2TP Network Server

When configured as a L2TP Network Server (LNS), a VSR system provides L2TP
tunnel functionality and subscriber management features. The following features are
supported:

* L2TP tunneling
* L2TP tunnel accounting
* IPv4 and IPv6 subscriber management

* subscriber accounting
* VPRN support

16 3HE 15837 AAAA TQZZA 01 Issue: 01
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2.2.4 Network Address Translation

When configured for Network Address Translation (NAT), a VSR system supports
key features including:

* LSN44 (deterministic and non-deterministic)

* NAT64

* DS-Lite

» L2-Aware NAT in conjunction with BNG functionality
* UPnP for L2-aware NAT

* LI for NAT

2.2.5 MAP-T Border Relay

When configured as a MAP-T Border Relay, a VSR system supports the following
features:

* hub-and-Spoke model
* hull routing support (IS-IS, BGP, OSPF, RIP)
* upstream MAP-T anti-spoof
» multiple MAP-T domains in the same routing context
* upstream and downstream fragmentation
* MSS adjust and MTU support per domain
» forward/drop statistics collection per domain
- fragmentation statistics

- logging

2.2.6 Provider Edge Router

When configured as a Provider Edge router (PE), a VSR system can deliver Layer-
2 and Layer-3 VPNs, as well as Internet access.

As a PE router, the VSR supports the following features:

* IPv4 and IPv6 routing protocols and routing policies: Static, RIP, RIPng,
OSPFv2, OSPFv3, BGP, MP-BGP, IS-IS
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* |IPv4 and IPv6 multicast protocols: IGMP, MLD, PIM, and MSDP

» Ethernet Virtual Private Wire Services (VPWS)

 Ethernet Virtual Private LAN Services (VPLS), including routed VPLS (R-VPLS)
* IPv4 and IPv6 unicast VPNs (RFC 4364), including inter-AS models A and B
* |IPv6 over IPv4 MPLS LSPs (6PE)

* point-to-point MPLS LSPs, signaled using LDP, RSVP, or BGP

* segment routing

* OAM tools: ping, trace, BFD

* |IPv4 and IPv6 interface filters (ingress and egress)

* QoS classification

* ingress and egress traffic policing, including support for H-Pol

* egress traffic queuing and scheduling

« traffic mirroring to and from SAP and spoke-SDP interfaces

* Network Group Encryption (NGE) for SDPs, VPRNSs, and router interfaces

2.2.7 Data Center Gateway

When configured as a Data Center Gateway (DCGW), a VSR system can
interconnect EVPN-signaled VPNs in the data center to WAN services.

As a DCGW, the VSR supports the following features:

* VLL and VPLS services using BGP-EVPN signaling and VXLAN/IPv4 transport

* VLL and VPLS services using BGP-EVPN signaling and MPLS transport (LDP,
RSVP, MPLSoUDP)

* VLL service using static VXLAN/IPv4 transport

* Nuage VSD integration using XMPP (fully dynamic model and static-dynamic
model)

2.2.8 Security Gateway

When configured as a Security Gateway (SeGW) and with the application of
appropriate software licenses (ASLs), a VSR system supports the following features:

 IKEVv1 static/dynamic LAN-to-LAN tunnel with pre-shared key authentication
* IKEv1 remote-access tunnel with plain-xauth-psk authentication
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* IKEV2 static/dynamic LAN-to-LAN tunnel and remote-access tunnel

» IKEV2 tunnel authentication method: psk/psk-radius/cert-auth/cert-radius/eap/
autoeap/auto-eap-radius

* IKEV2 remote-access tunnel internal address assignment methods: RADIUS
local address pool/external DHCPv4/v6 server

» encryption algorithm: DES/3DES/AES
« authentication algorithm: MD5/SHA1/SHA256/SHA384/SHA512
* Diffie-Hellman Group: 1/2/5/14/15
* Perfect Forward Secrecy
* NAT-T support
* IPv4 and IPv6 support
» multi-chassis (using a SAP or network interface to shunt traffic)
* IKEv2 fragmentation
- client lockout
- auto CRL update
- TCP MSS Adjust

2.2.9 Application Assurance

The Application Assurance (AA) SR OS feature set is enabled on the VSR with
appropriate software licenses (ASLs). The AA is offered as an enhancement option
to the VSR roles of PE, BNG, LNS, and SeGW.

When the AA feature set is enabled, the VSR uses AA (on a base PE configuration)
to allow deployment as a standalone transit-AA DPI VNF. The following AA features
are supported by the VSR in the current release:

* AA use cases

— DNS-Ip-Cache

- AA policers (all types)

- AA http-redirect

- http-notification (IBN)

- http-enrichment

- url-filter url-list for local URL filtering
* AA group partition features

- AA radius-accounting

- AA event-log (syslog export)
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- stateful FW (gtp, gtp-filter, sctp-filter, session-filter)
- AA policy application/AG/ASO/app-filter, signatures
- AA policy charging-groups
- AA transit-ip (IPv4/IPv6)
- AA transit prefix lists
« statistics
- All AA XML and IPfix stats records export
* AA Hi/Lo resource watermark alarms
* AARRP - local protection
» AA support on the following services:
- Epipe SAP and spoke-SDP (MPLS+GRE)
- VPLS SAP and spoke-SDP
- IES/VPRN SAP
- IES/VPRN ESM (in BNG or WLGW application)
- IES/VPRN IPSec Private SAP (in PE or SeGW application)
- AA tunnel support (DS-Lite, 6RD/6to4, Teredo, GRE)
* AA signatures configuration-only upgrade without VSR system upgrade

2.2.10 WLAN Gateway

When configured as a WLAN Gateway (WLGW), a VSR system supports the
following features:

« access over soft-GRE, soft-L2TPv3, and L2-AP
* dual-stack sessions (DSM and ESM)

* central and distributed RADIUS-Proxy for EAP
» L2-aware NAT

* HTTP-redirect (vFP and ISA based)

* migrant user support

+ data-triggered mobility

* data-triggered UE creation (IPv4 ESM, IPv4/IPv6 DSM)
» L2-wholesale

» control plane triggered mobility

* inter WLAN-GW redundancy
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2.2.11 Virtualized Residential Gateway

When configured as a Virtualized Residential Gateway (VRGW), a VSR system
supports the following features:

* access over Soft-GRE, soft-L2TPv3 and L2-AP using WLAN-GW group
interfaces

- per-home DHCP pool allocation, with support for sticky and static hosts
- implicit and explicit per home (BRG) authentication

- L2-aware NAT with UPnP support and IPv6 SLAAC/IA_NA support

- data-triggered host creation (IPv4)
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2.3 VSR Deployment Models

The VSR can be deployed only as an integrated model (VSR-I). In releases prior to
Release 19.5.R1, VSR could also be deployed as a distributed model (VSR-D).

2.3.1 Integrated Model

The integrated VSR model uses a single VM to represent a network element. All
functions and processing tasks of a network element, including control, management
and data plane are performed by the resources of the single VM.

An integrated VSR model supports vertical scale-up or scale-down (by adding or
removing VM resources). Increase the scale of an integrated system by adding
virtual CPUs and virtual memory to the VM. However, such changes require the VM
to be shut down and restarted.

It may be necessary to deploy multiple integrated model VSR systems to achieve the
necessary scale or redundancy for a specific application.

From a configuration perspective, an integrated VSR is modeled as a chassis with
one slot. The slot is equipped with the cpm-v card type that maps one-to-one with the
VM. The VSR shows a chassis type of VSR-I.

When a cpm-v card is installed in the VSR-I chassis, it loads the both.tim software
image, which presents the view that the VSR-| system has two slots:

* an “A” slot running control plane and management tasks
* a “1” slot running datapath tasks

In a VSR-I system, Slot “1” has four MDA slots that are numbered 1 through 4. Each
MDA slot can be equipped with any of the supported VSR MDAs described in MDA
Types subject to the following limitations:

* maximum of four 20-port I/O MDAs
* maximum of one virtualized ISA-AA
* maximum of one virtualized ISA-BB
» maximum of one virtualized ISA-tunnel

Figure 2 shows the general concept of a VSR integrated model. In this example, one
server is running a hypervisor that supports three VMs; two of these VMs are
allocated to VSR-Il instances and the VMs appear as two distinct systems externally.
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Figure 2

VSR Integrated Model

VM 1
VSR-I system N1

Guest O/S = SR 0S

VM 2
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Guest O/S = SR 0S

VM 3
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| Hypervisor |

| Host O/S |
Server |
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2.4 VSR Card and MDA Types

This section describes the types of cards and MDAs modeled by the VSR.

241 Card Types

The VSR supports the cpm-v card type. This is the only allowed card type in a VSR-I
system. When it is installed, the card loads the both.tim image and executes control,
management, and datapath tasks. The cpm-v card provides the VSR-| system with
4 MDA slots in a virtual slot 1. The MDA slots can be configured as described in
Integrated Model.

2.4.2 MDA Types

The following MDA types are supported in a VSR-I system.

m20-v

The m20-v MDA provides 20 I/O ports. Each port is configurable as a network,
access, or hybrid port from the SR OS perspective.

Each port of the m20-v maps to one vNIC interface of the VSR-I. The default
speed of each m20-v MDA port (from the SR OS guest perspective) is 40 Gb/s;
however, the speed can be changed through config>port>ethernet>speed.
Allowable values are 1 Gb/s, 10 Gb/s, 25 Gb/s, 40 Gb/s, 50 Gb/s and 100 Gb/s.
Auto-negotiation of the speed with the remote end is not supported. The
operational speed affects only the rate of egress traffic on the port, not the rate
of ingress traffic. A maximum of four m20-v MDAs are supported on a VSR-I.

isa-aa-v

The isa-aa-v MDA adds Application Assurance processing capabilities to the
VSR-I.

A maximum of one isa-aa-v MDA is supported by the VSR-I.
isa-bb-v

The isa-bb-v MDA adds NAT, LNS, WLGW and other processing capabilities to
the VSR-I.

A maximum of one isa-bb-v MDA is supported by VSR-I.

WLGW features require the isa-bb-v MDA to be configured in the mda/1 slot of
the VSR-I.

isa-tunnel-v
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The isa-tunnel-v MDA adds IPSec and IP/GRE tunnel termination capabilities to
the VSR.

A maximum of one isa-tunnel-v MDA is supported by the VSR-I.
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2.5 VSR Architecture

The VSR architecture is similar to the physical Nokia SR-series routers. Table 2
summarizes the similarities and important differences between a physical SR-series
router and a VSR system.

Note: The VSR VMs support both control plane processing and datapath functions; this

26

behavior is similar to the CPM and IOM functions supported by a single card in some

physical SR routers.

Table 2 Function Comparison between SR-series Routers and VSR

Function in SR-series router

Function in VSR

CPMs manage the system in an SR-series
router and run control plane protocols.
SMP distributes the workload over multiple
CPU cores, if available.

The VMs manage the VSR system and run
control plane protocols such as OSPF and
BGP. SMP distributes the workload over
multiple CPU cores, if available.

The CPMs of some SR-series routers use
P-chips or Q-chips, which allow support of
specific features at higher scale or
performance.

The VSR does not have an equivalent of
P-chips or Q-chips. Specific features (for
example, centralized BFD) are supported
with lower scale and performance, or not
supported on the VSR (for example, CPM
filtering, and Ethernet OAM). Refer to the
SR OS 20.x.Rx. Software Release Notes
for a complete list of supported features.

CPMs download configuration and state
information to the IOMs. The messaging is
reliable and uses the fabric.

The VMs download configuration and state
information.

The IOMs support local control plane
(LCP) software tasks to accomplish the
following:

» programming the fastpath (for
example, FIB updates)

« collecting and sending statistics
« controlling ISA applications

The VSR supports LCP software tasks to
accomplish the following:

 programming the fastpath (for
example, FIB updates)

« collecting and sending statistics
« controlling ISA applications

The P network processor and Q queuing
chips of the IOM (or equivalent card type)
handle fastpath forwarding and packet
queuing.

The VSR supports software tasks that
handle fastpath forwarding and packet
queuing. See Virtual Forwarding Path for
information about the VSR software tasks.
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Table 2 Function Comparison between SR-series Routers and VSR

Function in SR-series router Function in VSR

Packet forwarding fastpath is implemented | The VSR supports ISA-related processing
by the P-chip and Q-chip of the IOM, and | in-line in the fastpath. In other words, ISA-
the ISA function fastpath is implemented related processing is performed as part of

by software running on the ISA hardware. | the packet-forwarding pipeline.

2.5.1 Virtual Forwarding Path

The forwarding-related fastpath functions on the hardware-based SR-series routers
are implemented by the P-chip and the Q-chip. The P-chip network processor
handles functions such as filtering, classification, policing, header field lookups, and
manipulation. The Q-chip handles real-time queuing and scheduling decisions. The
P-chip and Q-chip are programmed by the LCP control code that runs on the
general-purpose CPU of the IOM.

Because the VSR does not have a P-chip or Q chip, the forwarding-related fastpath
functions are implemented in software. The virtual forwarding path (vFP) of the VSR
is a rewrite of the P-chip and Q-chip code to take advantage of x86 CPU instructions
and memory architecture. The vFP uses the same programming APIs as the P-chip
and Q-chip to maximize feature portability.

2.5.2 Control and Management Plane

Allocation of vCPUs for Control and Management Tasks

The number of vCPUs available for control and management plane tasks (such as
OSPF, BGP, and SNMP) depends on the system configuration.

In a VSR-I system, the number of cores available for both CPM control and IOM
control functions usually defaults to one. In cases where an ISA is installed and the
VM has a total of three or more vCPUs, the default number of control cores is two.

The default number of control cores does not provide sufficient computational power
for some VSR applications. More vCPUs can be reserved for the control plane by
using the control-cpu-cores SMBIOS parameter. See Sysinfo for more information
about control-cpu-cores and other SMBIOS parameters.
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2.6 VSR Networking

A VSR VM can have one or more virtual NIC ports. Depending on the hypervisor,
each VSR vNIC port can be configured to use one of the following virtualized 1/0
technologies:

* SR-10V, supported with both Linux KVM and VMware ESXi

» PCI passthrough, supported with both Linux KVM and VMware ESXi
* VirtlO, supported with Linux KVM only

* VMXNETS3, supported with VMware ESXi only

» E1000, supported with both Linux KVM and VMware ESXi

In the VirtlO, VMXNETS3, and E1000 models, the virtual NIC port is internally
connected to a logical interface within the host. The logical host interface may map
directly to a physical NIC port/VLAN or it may connect to a vSwitch within the host. If
a vNIC port is connected to a vSwitch, a physical NIC port/VLAN must be added as
a bridge port of the vSwitch to enable traffic to reach other hosts.

In the SR-IOV and PCI passthrough models, the guest directly connects its virtual
NIC interface to a host PCI device corresponding to an entire physical NIC port or a
slice of a physical NIC port (SR-IOV virtual function). This mostly bypasses the
hypervisor and host OS networking stack and enables very fast data transfer with the
help of Intel Virtualization Technology for Directed I/O (VT-d) or I/O Memory
Management Unit (IOMMU) technology.

The number of virtual NIC ports supported by each VSR VM and the constraints on
the virtualized 1/0 model for each vNIC port depend on the VSR VM type and
hypervisor.

In a VSR-I, the VM must be assigned a minimum of 1 and a maximum of either 10
VNIC ports (with VMware ESXi) or 16 vNIC ports (with Linux KVM). The first vNIC
port (by lowest PCI bus/device/function address in the guest) must use either VirtlO
or E1000 depending on whether the hypervisor in KVM or VMware ESXi. The
remaining vNIC ports can be any combination of the supported technologies for the
hypervisor.
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2.7 VSR Software Packaging

The VSR software is available for download from OLCS as a ZIP file with a name
such as Nokia-VSR-VM-20.x.zip. The ZIP archive file contains two OVA archive files
and a QCOW?2 disk image file.

The sros-vsr.ova archive file is used for onboarding a VSR-I VM into a VMware
environment. This OVA contains an OVF descriptor file and a VMDK disk image
containing the VSR software. The OVA file can be used to instantiate a VSR-I VM

using either vCloud Director or the vSphere Web Client interacting with a vCenter
Server.

Note: Do not use the sros-vm.ova file. This OVA should only be used for vSIM (virtualized
=) | 7750 SR and 7950 XRS simulator) deployments. Refer to the vSIM Installation and Setup
Guide for more information.

Note: TIMOS content is created under the cf3:/TIMOS directory. This location cannot be
=) | edited.

The sros-vm.gcow?2 disk image should be used when creating VSR-I VMs on Linux
KVM machines using libvirt or OpenStack.
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3 NFV Infrastructure Requirements

3.1 Overview

This chapter describes the network functions virtualization (NFV) infrastructure that
must be in place to support VSR VMs. The NFV infrastructure includes compute
servers (host machines), storage solutions, networking devices, and the software
that runs on these components to support virtualization.

The NFV infrastructure is typically deployed in a data center and may be managed
by a cloud management platform such as OpenStack, but this is not required.

Note: For recommendations about VSR deployment in an OpenStack environment, see
=) [ Deploying VSR on Linux KVM Hosts Using Libvirt or OpenStack.

Information about other cloud management platforms is beyond the scope of this guide.
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3.2 Compute Server Hardware Requirements

This section describes the compute server hardware requirements.

3.21 CPU and DRAM

Nokia recommends the deployment of VSR VMs using Airframe servers. However,
VSR VMs can be deployed on any server that is powered by one or two of the
following CPU models:

* Intel Xeon E5-26xx-v2 (Intel lvy Bridge)

* Intel Xeon E5-26xx-v3 (Intel Haswell)

* Intel Xeon E5-26xx-v4 (Intel Broadwell-EP)

* Intel Xeon 5xxx/6xxx/8xxx Gold or Platinum (Intel Skylake-SP)

The server should be equipped with sufficient DRAM memory to meet the memory
requirement of the host and have adequate resources to back the memory of each
guest VM without oversubscription. See Memory and Guest Memory Backing for
more information.

Note: VSR deployment is not supported on servers powered by AMD or ARM CPUs.

3.2.2 Intel QuickAssist Support

VSR supports IPsec fastpath offloading using Intel QuickAssist (QAT) hardware. The
system automatically detects and utilizes the hardware if it is made available to the
VSR; when enabled, the system uses the QAT hardware for ESP packet encryption
or decryption.

VSR supports following QAT hardware on KVM hypervisor via SR-I0V:

* Intel PCH chipset C627/C628
* Intel QuickAssist Adapter 8970

Using QAT offloading is optional; if QAT is not provisioned, VSR uses CPU for IPsec
fastpath processing.
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3.2.3 Storage

Under normal circumstances (without extensive storage of log and accounting files),
each VSR VM needs less than 10 Gbytes of persistent storage in total across all
virtual disks (CF1, CF2 and CF3).

Each virtual disk allocated to a VSR VM must be backed by either a disk image
stored on the local host machine or a network-attached block storage device. Each
virtual disk must be made to appear to the VSR VM as an IDE hard drive.

Note: CF3 has a maximum of 1.2 GB, even if the volume size is increased. CF1 or CF2,
which can be of larger sizes, must be used to add more storage.

3.24 NICs

3.2.4.1

Issue: 01

When the VSR VM uses a VirtlO, E1000, or VMXNET3 driver for one of its vNIC
interfaces (ports), the abstraction provided by the hypervisor allows any type of
physical NIC to be used to transport the traffic associated with the vNIC interface.

To use the SR-IOV or PCI passthrough models, ensure that the physical NIC is
supported by VSR software for the type of hypervisor that is used. Refer to the SR
OS 20.x.Rx. Software Release Notes for a list of compatible NICs.

Using SR-IOV

Single root I/O virtualization (SR-IOV) is a PCI-SIG standard that allows a single root
function (a single physical Ethernet port) to appear as multiple separate physical
devices; each device is associated with its own PCle function called a Virtual
Function (VF).

In an NFV host, the hypervisor can assign the VFs to VMs so that they appear as

VNIC interfaces to the guests. SR-IOV enables almost bare-metal I/O performance
because data is transferred directly using Direct Memory Access (DMA) between the
NIC hardware and guest memory (with address translation provided by Intel VT-d).

To use SR-IOV, the following prerequisites apply.

» The physical NIC must support SR-IOV.

* Both SR-IOV and Intel VT-d must be enabled in the BIOS (on a Linux KVM host,
use dmesg to check for dmar: kernel messages).
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* The IOMMU must be enabled in the host OS.

On a Linux KVM host, this requires intel_iommu=on and iommu=pt to be
specified as kernel boot parameters (iommu=pt causes the DMA remapping to
be bypassed in the Linux kernel, improving host performance).

* SR-I0OV must be activated on Linux Kernel (Intel) or driver levels (Mellanox).

Note: When SR-IOV is used with Ethernet NICs, the technology can be very restrictive
=) [ about the types of Ethernet frames that can be delivered to the guest on receive or accepted

from the guest on transmit.

The SR-IOV filtering rules implemented by the NIC depend on the hypervisor, the
physical NIC model, its firmware revision and the version of the host driver software.
All NICs should allow untagged Ethernet frames with a unicast MAC DA matching
the guest vNIC interface MAC address to pass through. However, more advanced
cases may not work. For example, in SR-IOV mode it may not be possible to send

or accept:

» Ethernet frames with a multicast MAC DA
» tagged Ethernet frames with the VLAN tag added or removed by the guest

» Ethernet frames with a MAC DA not matching the guest vNIC interface MAC
address (such as VRRP packets addressed to a virtual MAC address)

Note: If the internal MAC address is changed in a VM, traffic may become unidirectional.

If any of these SR-IOV restrictions prove to be too limiting, consider PCI passthrough
as an alternative technology.

3.241.1 MTU Configuration

For SR-IOV, all capabilities are closely linked to the NIC and driver. The SR-IOV
Virtual Function (VF) inherits the MTU value from the Physical Function (PF)
associated with the NIC port.

When setting the MTU, perform the following steps in the order shown.
Note: Performing these steps in a different order or changing the MTU on the PF, where the

=) [ VFs are already enabled, can result in issues that are difficult to troubleshoot. For example,
traffic flow may become unidirectional, independent of the size of transported packets.
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Step 1. Set the MTU on the PF (NIC).
Step 2. Configure the number of VFs on the PF.
Step 3. Start the VM.

3.2.41.2 Trusted Mode

Trusted mode can be enabled to allow a VM to change VF parameters, such as MTU
and VLAN. By default, the VF is in untrusted mode.

Trusted mode of a VF can be configured using the ip link set dev interface-name vf
VF-number trust on command for both Intel and Mellanox cards. Consider that this
command is not persistent.

3.24.1.3 Setting up Linux KVM Hosts to Use SR-IOV with Intel NICs

To enable SR-I0OV for supported Intel 10GE NICs on a Linux KVM host, perform the
following steps.

1. Use the sysfs tool to set the number of VFs per physical port (PF). For
example, to create 30 VFs on the physical port corresponding to eth1, enter the
following command:

echo 30 > /sys/class/net/ethl/device/sriov_numvfs

The preceding sysfs configuration is not persistent across reboots on most
Linux distributions.

2. To make the configuration persistent, run a script after each reboot. It is beyond
the scope of this guide to describe all the scripting options, but some of the more
common methods include using systemd, crontab, and rc.local, as described
later in this section.

Note: As there is no single script or configuration file where all network options, such as
=) [ systemd, crontab, rc.local, or ifcfg-* are configured; these options could be used in a system
at the same time and could conflict. Use as few tools as possible to avoid such conflict.

3. Use the Ispci command to verify the creation of the VFs.
4. Prevent the host from binding its VF driver to the new VF devices as follows:
- Create or modify the /etc/modprobe.d/blacklist.conf file.
- Add the following lines to the blacklist.conf file:
blacklist ixgbevf
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Using systemd

The following is a sample script with three commands (any commands can be used).

This script is executed for three interfaces.

[root@vsr /]1# more /root/activate_sriov.sh
#!/bin/bash
sriovinterfaces='ens6f0 em50 plpl'

S Tuning for selected interfaces
activate_sriov () {
for i in $sriovinterfaces
do
o Configure SR-IOV
echo 4 > "/sys/class/net/$i/device/sriov_numvfs"
o Configure Rx/Tx Ring Parameters

ethtool -G $i rx 4096 >/dev/null 2>&1

ethtool -G $i tx 4096 >/dev/null 2>&1

- Configure Tx Queue Length

ip link set dev $i txqueuelen 20000
done

activate_sriov

To use systemd, perform the following steps.

Step 1. Create a new systemd unit file in the /etc/systemd/system

directory.

Step 2. Inthe [Service] section of the systemd unit file, invoke a bash script that
loops through all the SR-IOV physical NIC ports and executes the echo
<number-of-VFs>/sys/class/net/<physical-port>/device/

sriov_numvfs command.
Step 3. Ensure that the script is executable.

chmod +x /root/activate_sriov.sh

Step 4. Enable the systemd service using the systemctl enable new-service-
name command. An example systemd unit file is shown below.

[root@vsr ~]# more /etc/systemd/system/autostart_nokia.service

[Unit]

Description=Autostart Service
After=network. target
After=libvirtd.service
[Service]

Type=oneshot

User=root
ExecStart=/usr/bin/bash /root/activate_sriov.sh
Restart=no

[Install]
WantedBy=multi-user.target

Step 5. Activate the systemd service.

systemctl enable autostart_nokia.service
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Created symlink from /etc/systemd/system/multi-user.target.wants/
autostart_nokia.service to /etc/systemd/system/autostart_nokia.service.

Using crontab

Use crontab to execute a bash script at reboot. Add a line that calls a bash script
at each reboot.

Using rc.local

Edit /etc/rc.d/rc.local to call a bash script. The bash script can loop through
all the SR-IOV physical NIC ports and execute the echo <number-of-VFs>/sys/
class/net/<physical-port>/device/sriov_numvfs command.

Note: While using the /etc/rc. local script, which is executed at boot time, is a common
solution, it is not recommended. If you open such file on your system, the following message
may be displayed.

# It is highly advisable to create own systemd services or udev
rules# to run scripts during boot instead of using this file.

Using ifcfg-*

These ifcfg-* files can be edited to configure interfaces. These files are found in the
/etc/sysconfig/network-scripts/ directory.

3.24.1.4 Setting up Linux KVM Hosts to Use SR-IOV with Mellanox

Issue: 01

ConnectX-4 and ConnectX-5 NICs

To support SR-IOV with supported Mellanox ConnectX-4 or ConnectX-5 NICs
installed in a Linux KVM host:

1. If necessary, download the latest MLNX_OFED software package from the
Mellanox website. Run the minxofedinstall installation script using an
appropriate set of options as guided by the Mellanox documentation.

2. Load the new driver as instructed by the installation script.
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Note: Consider that the server may need to be rebooted during this step.

3. Run mlxfwmanager and record the PSID for the installed NIC card. This ID is
needed to search for the appropriate firmware on the Mellanox web site.

4. Download the firmware version recommended by Nokia; refer to the SR OS
20.x.Rx. Software Release Notes. Install the new firmware using a command
similar to the following:

mlxfwmanager_pci -i fw-ConnectX4-rel-12_16_1020-
ONHYP5_0XROK2_Ax-FlexBoot-3.4.812.bin -u

5. Enable SR-IOV in the NIC firmware.
i. Load Mellanox Software Tools by running the mst start command.

ii. From the output of the preceding command, identify the correct device for
the NIC port that you are configuring.

For example, /dev/mst/mt4115_pciconf.
iii. Query the status of the identified device:
mlxconfig -d /dev/mst/4115_pciconf0

iv. Enable SR-IOV on this device and set the maximum number of VFs for this
device in firmware by using the mixconfig command. For example, to seta
maximum of 16 VFs, enter:

mlxconfig -d /dev/mst/4115_pciconf0 set SRIOV_EN=1
NUM_OF_VFS=16

v. To apply the new firmware settings, reset the card without reboot using the
mixfwreset command. For example:

mlxfwreset --device /dev/mst/mt4ll5_pciconfl reset
6. Enable SR-IOV in the MLNX_OFED driver.
i. Set the number of VFs per PF by using the sysfs tool.

For example, use one of the following commands to create VFs on the
physical port:
*echo 16 > /sys/class/infiniband/mlx5_0/device/
sriov_numvfs

This command creates 16 VFs on the physical port corresponding to
mix5_0.

*echo 1 > /sys/class/net/ens6f0/device/sriov_numvis

This command creates one VF on the physical port corresponding to
ens6f0.
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The preceding sysfs configuration is not persistent across reboots on most
Linux distributions; see Setting up Linux KVM Hosts to Use SR-IOV with
Intel NICs, for more information about making the configuration persistent.

ii. Verify the creation of the VFs using the Ispci command.
iii. Verify the creation of the VFs using the ip link show command.

7. To bypass some of the SR-IQV restrictions mentioned in Using SR-IOV, it is
highly recommended to enable the “trust” setting for each VF, as shown in the
following examples:

- echo ON >/sys/bus/pci/devices/0000:03:00.0/sriov/1/
trust

- 1p link set dev ens6f0 vf 1 trust on

Otherwise, the incoming and outgoing frames may be blocked if they do not
match the MAC address and VLAN ID specified in the configuration of the vNIC
interface.

3.2.4.2 Using PCI Passthrough

PCI passthrough is a virtualization technology that allows a PCI device of the host to
be assigned directly to a VM. When the assigned PCI device is a physical NIC port,
the guest controls the port using its own equivalent of the bare-metal NIC driver. In
“managed” mode, the PCI device is automatically detached from the host OS drivers
when the guest is started, then re-attached when the guest shuts down. Alternatively,
the host OS may be configured to blacklist the PCI devices used by the guest so that
they never get attached to host OS drivers.

With PCI passthrough, the physical port is fully managed by a VM, and the host
(hypervisor) is not involved. The MTU value of the physical port is overwritten after
the VM starts. MTU can be checked in the VM using the show port port-name detail
command.

Note: As the VM controls the hardware, there are no tools to determine statistics on a
=) | hypervisor level and as a result, SR OS debugging commands must be used.

To use PCI passthrough, the following requirements apply:

* Intel VT-d must be enabled in the BIOS. On a Linux KVM host, use dmesg to
check for dmar: kernel messages.
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* [IOMMU must be enabled in the host OS. On a Linux KVM host, this requires the
intel_iommu=on and iommu=pt to be specified as kernel boot parameters
(lommu=pt causes DMA remapping to be bypassed in the Linux kernel,
improving host performance).
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3.3 Compute Server Software Requirements

This section describes the requirements for host OS and virtualization software that
runs on compute servers to support VSR VMs.

3.3.1 BIOS Settings

The BIOS of the server is responsible for initializing the system and loading the OS.
Each time the system boots, there is an opportunity for the user to change various
BIOS settings. Some of these settings are important or even critical to the operation
of the VSR VMs on the server.

Important BIOS settings on host machines that support VSR VMs are listed below.
Some of these settings are mandatory and others are recommended for better
performance.

Note: Generic terms are used for the BIOS settings; actual parameter names may differ,
=) [ depending on the manufacturer of the server.

The mandatory settings are:

* SR-I0OV must be enabled if you plan to use this technology. The actual BIOS
setting may be called “SR-IOV Global Enable”, depending on your BIOS vendor.

* Intel VT-x must be enabled in all cases

* Intel VT-d must be enabled to use the SR-IOV or PCI passthrough functionality
(see NICs for more information). The actual BIOS setting may be called “I/OAT
DMA Engine” depending on your BIOS vendor.

* x2APIC must be enabled in all cases

* Non-Uniform Memory Access (NUMA) must be enabled if it is applicable to the
host and if it is disabled by default in the BIOS

The following settings are highly recommended on compute hosts intended to have
VSR VM with high packet-per-second forwarding requirements:

« disable the following:
- hardware prefetcher
- 10 Non Posted Prefetching
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This parameter is relevant to Intel Haswell-based hosts and onwards, and
should be disabled on those systems. It is not exposed on all BIOS
versions.

- adjacent cache line prefetching

- PCle Active State Power Management (ASPM) support; on Linux KVM
hosts, this can be disabled by a kernel boot parameter

- Advanced Configuration and Power Interface (ACPI) states:
» P-State

If enabled, the CPU (all cores on specific NUMA) enters “sleep” mode
in case there is no activity. This mode is similar to C-State but for the
whole NUMA node. In most cases, it saves power in idle times.
However, for performance-oriented systems, when power consumption
is not an issue, it is recommended that P-State is disabled.

» C-State
For energy saving, it is possible to lower the CPU power when it is idle.
Each CPU has several power modes called “C-states” or “C-modes.”
Energy-saving C-states are not suitable in high performance
configurations, therefore, it should be disabled.
- NUMA node interleaving
Enabling Node Interleaving means that memory is interleaved between
memory nodes, and there is no NUMA presentation to the operating
system. For performance reasons, it is recommended to disable
interleaving (and enable NUMA), thus ensuring that memory is always
allocated to the local NUMA node for any given logical processor. See
Hyper-Threading for more details.
* enable Turbo boost

Turbo Mode—(Intel) Turbo Boost Technology (TBT) automatically runs the
processor core faster than the base frequency. The processor must be working
in the power, temperature, and specification limits of the thermal design power
(TDP). Both single and multi-threaded application performance is increased.

* set the Power Management option to either maximum or high performance
* set the CPU Frequency to maximum speed for maximum performance
* set the Memory Speed to maximum speed for maximum performance
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3.3.2 NUMA

Most server motherboards with multiple physical CPU sockets use a NUMA
architecture. With NUMA, system memory is divided into multiple NUMA nodes,
typically one per CPU socket, to improve performance and system expandability.
When a CPU or I/O device needs to access a memory location, the latency and
memory bandwidth depends on whether the memory is part of the local NUMA node.
Access to non-local memory is slower than access to local memory.

Note: If NUMA is not configured correctly, performance issues may arise, including:

» excessive CPU usage
* random CPU spikes
See Numatune for information about correct NUMA configuration on Linux.

See Set NUMA Node Affinity for information about correct NUMA configuration on VMware.

3.3.2.1 NUMA Topology

Figure 3 shows the NUMA topology. This diagram is also applicable to an Intel
Haswell or Broadwell-based system, which supports up to four memory channels per
CPU, and uses the QPI bus for inter-socket communications.

Figure 3 NUMA Topology
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Note: All resources (such as CPU, memory, and NICs) must reside on the same NUMA,
=) | otherwise border violations may occur.

Several tools and commands are available to help you understand the NUMA
topology of the host machine.

The numactl command can be used to:

* control processes and memory
* identify the number of NUMA nodes per server (for example, 1, 2, 4, and so on)
* view the memory per NUMA

* see the CPU core ID per NUMA, which is information required for a correct VSR
configuration

The numactl command is not present by default, so must be installed using the yum
install or apt install commands.

[root@vsr vsr-ws]# yum install numactl
root@sc-03:~# apt install numactl

The numactl --hardware command shows the memory size of each NUMA node
and the “distance” of the NUMA nodes from each other. The following example
shows command output:

$ numactl --hardware

available: 2 nodes (0-1)

node 0 cpus: 0 1 2 3 4 5 12 13 14 15 16 17
node 0 size: 128910 MB

node 0 free: 669 MB
node 1 cpus: 6 7 8 9 10 11 18 19 20 21 22 23
node 1 size: 129022 MB
node 1 free: 4014 MB
node distances:
node 0 1
0: 10 21
1: 21 10

The virsh capabilities command is another way to view the NUMA topology of the
host. The following output shows an excerpt of the command output:

<topology>
<cells num='2"'>
<cell id='0'>
<cpus num='12"'>
<cpu id='0'/>
<cpu id='1"'/>
<cpu id='2"'/>
<cpu id='3"'/>
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<cpu id='4'/>
<cpu id='5"'/>

<cpu id=
<cpu id=
<cpu id='
<cpu id='
<cpu id='
<cpu id='
</cpus>
</cell>
<cell id='1'>
<cpus num='12"'>
<cpu id=
<cpu id='
<cpu id='
<cpu id="
<cpu id='
<cpu id=
<cpu id=
<cpu id=
<cpu id=
<cpu id=
<cpu id=
<cpu id='
</cpus>
</cell>
</cells>
</topology>

|12|
'13
14
15"
16"
17

6!

7
8!
9

10
11
118"
119
120"
121
1220

23

/>
">
/>
/>
/>
/>

/>
/>
/>
/>
/>
/>
/>
/>
/>
/>
/>
|/>

The preceding sample output indicates that the host machine has two NUMA nodes
(cells in virsh terminology) and each node is associated with 12 logical CPUs. The
virsh capabilities command output does not indicate the free memory associated
with each NUMA node; use the virsh freecell command to show this information.

To retrieve the affiliation of a network device (for example eth0) with a NUMA node,
show the output of /sys/class/net/ethO/device/numa_node. Alternatively, if you
know the bus number, slot number, and function number of the PCI device (for
example, 82:00.0), you can show the output of /sys/bus/pci/devices/

0000\:82:\00.0/numa_node.

The Istopo and Istopo-no-graphics commands provide another method of
visualizing the NUMA topology of the system. The hwloc package must be installed

to access these commands.

3.3.2.2 Assessing NUMA Layout and Processes

The efficiency of the NUMA layout can be assessed with the numastat command

(which is part of the numactl package).

The numastat command can be used to detect NUMA border violations.
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The numastat -c gemu-kvm command (on Red Hat/Centos) is useful to show the
amount of memory each QEMU-KVM process (virtual machine) is using from each
NUMA node.

3.3.2.3 Prepare VMs for Using NUMA

When the details of the host machine NUMA topology are understood, perform the
following steps to improve performance.

Step 1. Ensure that NUMA is enabled in the BIOS. Some versions of BIOS have
this functionality disabled by default. In Figure 4, NUMA is disabled.

Figure 4 Status of NUMA in the BIOS

[01=abled]

50069

Step 2. Allocate the vCPUs of the VM from one NUMA node, x. Use the
<cputune> element or the vepu placement="auto' described in Cputune.

Step 3. Allocate the guest memory (hugepages) of a VM from the same NUMA
node, x. Use the <numatune> element described in Numatune.

Step 4. To use PCI passthrough or SR-IOV for specific network interfaces of the
VM, choose PCI devices that are associated with NUMA node x.
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3.3.3 Hyper-Threading

The hyper-threading feature on Intel CPUs allows each physical CPU core to appear
as two logical processors to the operating system. Hyper-threading works by
interleaving two execution threads on the same core. The two threads (siblings)
share the same L1 or L2 cache, so that one thread executes while the other is waiting
on data.

If a VSR VM is deployed on a host machine with hyper-threading enabled in the
BIOS, then it can optimize its own software task placement to achieve the maximum
performance benefit from the use of hyper-threading. This optimization is dependent
on two conditions:

1. The VSR must be aware that hyper-threading is enabled on the host. The
methods for conveying this status are hypervisor-dependent and are described
in later sections of this guide.

2. The VSR must be aware how its vCPUs map to physical CPU threads. If the
VSR detects that the host has hyper-threading enabled, it always assumes that
its first two vCPUs are siblings of the same pCPU core, that the next two vCPUs
are siblings of some other pCPU core, and so on. In general, this requires CPU
pinning directives in the configuration of the VM. Methods for CPU pinning are
hypervisor-dependent and are explained in later sections of this guide.

If the conditions outlined above cannot be fulfilled, then the performance of a VSR
VM on a hyper-threaded host may actually be worse than the performance on the
same machine with hyper-threading disabled. In fact, in these circumstances, Nokia
strongly recommends that hyper-threading is disabled in the BIOS of the host
machine.

The following techniques can be used to check whether a Linux host machine has
hyper-threading disabled.

1. From the output of the Iscpu command, if the Thread(s) per Core field in the
output equals 1, this indicates that hyper-threading is disabled.

2. Show /proc/cpuinfo and check whether the displayed number of siblings is the
same as the displayed number of CPU cores; if they are equal, this indicates that
hyper-threading is disabled.
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3.3.4 CPU Isolation

Caution: If the host OS schedules its own tasks to the CPU cores assigned to a VSR VM,
VSR performance and stability could be compromised.

On Linux KVM hosts this can be avoided by using one of two methods: using the
isolcpus kernel boot parameter or systemd CPU affinity.

The isolcpus kernel parameter specifies a list of CPU cores that should be avoided
by the host scheduler, and this should match the list of CPUs to which VSR VMs are
pinned. See Kernel Parameters for more details.

The CPUA(finity setting in /etc/systemd/system.conf specifies the subset of
CPU cores that must be used by systemd for its tasks; this list should not overlap with
the list of CPUs to which VSR VMs are pinned.

On VMware ESXi hosts CPU isolation can be achieved using one of two methods:
by setting the sched.cpu.latencySensitivity property to high or by editing the VMX
file with to include certain vCPU affinity directives. Further details are provided in the
VMware section of this guide.

3.3.5 Host OS and Hypervisor

VSR VMs can be deployed on compute hosts that use either the Linux KVM
hypervisor or the VMware ESXi hypervisor that is part of the VMware vSphere suite.

3.3.5.1 Linux KVM Compute Hosts

The Linux KVM hypervisor is supported for all VSR applications.

The KVM hypervisor requires a Linux operating system. The following Linux host
operating systems are all qualified for use with VSR VMs running Release 16.0.R4
or later SR OS software:

» CentOS 7.0-1406 with 3.10.0-123 kernel
» CentOS 7.2-1511 with 3.10.0-327 kernel
» CentOS 7.4-1708 with 3.10.0-693 kernel
* Centos 7.5-1804 with 3.10.0-862 kernel
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* Red Hat Enterprise Linux 7.1 with 3.10.0-229 kernel
* Red Hat Enterprise Linux 7.2 with 3.10.0-327 kernel
* Red Hat Enterprise Linux 7.4 with 3.10.0-693 kernel
* Red Hat Enterprise Linux 7.5 with 3.10.0-862 kernel
* Ubuntu 14.04 LTS with 3.13 kernel

* Ubuntu 16.04 LTS with 4.4 kernel

VSR VMs can be deployed on compute hosts running the KVM hypervisor using
tools provided by the Linux libvirt software package (see Deploying and Managing
VSR VMs Using Libvirt) or using the OpenStack cloud management software (see
OpenStack Overview for more information).

3.3.5.1.1 Kernel Parameters

When it is started, the Linux kernel accepts certain command-line options or boot
parameters. The Centos, RHEL, and Ubuntu installations include the GNU Grand
Unified Boot loader version 2 (GRUB2) that allows the user to pass boot parameters
to the kernel. The method of specifying and updating the boot parameters depends
on the specific Linux distribution.

RHEL and Centos

When the legacy boot mode is used (non-UEFI) on RHEL and Centos hosts, GRUB2
reads its configuration from the /boot/grub2/grub.cfg file. The grub.cfg file is
generated during installation.

Note: The grub.cfg file should never be edited directly. Use the grub2-mkconfig utility to
=) [ manually regenerate the file.

The grub2-mkconfig utility regenerates the grub.cfg file using the template files in
the /etc/grub.d/ directory, and the custom settings in the /etc/default/grub file.

Perform the following steps on RHEL and Centos hosts to pass a series of boot
parameters (param1, param2) to the kernel at the next boot:

1. Add or edit the following line in the /etc/default/grub file to prepare the boot
template:
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GRUB_CMDLINE_LINUX=“paraml [=value_1][,=value_2]..[,=value_1
0] <space> param2[=value_1][,=value_2]..[,=value_10]
<space>..."

2. Use one of the following commands, depending on the mode of server or Linux
boot:

- for legacy, use grub2-mkconfig -o /boot/grub2/grub.cfg
- for EFI, use grub2-mkconfig -o /boot/efi/EFl/centos/grub.cfg

Ubuntu

Perform the following steps on Ubuntu hosts to pass a series of boot parameters
(param1, param?2) to the kernel at the next boot:

1. Add or edit the following line in the /etc/default/grub file to prepare the boot

template:
GRUB_CMDLINE_LINUX=“paraml[=value_1][,=value_2]..[,=value_1
0] <space> param2[=value_1][,=value_2]..[,=value_10]
<space>..."

2. Use the sudo update-grub command to convert the template to a boot record.

Recommended Kernel Boot Parameters for VSR Deployment
The following sections describe the recommended kernel boot parameters for:

* SR-IOV and PCI Passthrough

* Huge Pages

» SELinux Extensions

* Spin-lock Loops

* Isolcpus Kernel Boot Parameter
» Kernel Boot Parameter Example

SR-IOV and PCI Passthrough

If the VSR host server will run one or more VSR VMs that use SR-IOV or PCI
passthrough, the GRUB_CMDLINE_LINUX string must include the following kernel
settings:

* pci=realloc
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This setting enables kernel reallocation of PCI bridge resources if the BIOS
allocations are too small.

* pcie_aspm=off
This setting disables the PCle Active State Power Management.
* jommu=pt
This setting bypasses DMA remapping in the Linux kernel.
* nopat
This setting disables the page attribute table extensions.
e intel iommu=on

This setting enables IOMMU on Intel servers.

Huge Pages

The memory of the VMs should be backed by explicit 1 GByte huge pages to
optimize VSR data path performance. The following huge pages mechanisms are
available to a system:

» Explicit HugePages

These huge pages are reported as HugePages_Total in /proc/memory.
* Transparent Huge Pages (THP)

These huge pages are reported as AnonHugePages in /proc/memory.

Due to its required interactions with the hugetlbfs filesystem, applications must be
written to use the Explicit HugePages. However, THP has no such dependencies
because the kernel (khugepaged daemon) automatically aggregates default-sized
pages into huge pages.

Explicit huge pages work best for NFV applications because they are never swapped
to disk and the necessary support is built-in to many hypervisors. See Guest Memory
Backing for information about how to back the memory of a KVM VM using Explicit
HugePages.

Use the following commands to reserve a specified number of 1Gbyte huge pages
at runtime:

* To allocate 20 huge pages of the default size (not persistent):
echo 20 > /proc/sys/vm/nr_hugepages

» To allocate 20 huge pages of the default size (persistent):
sysctl -w vm.nr_hugepages=20

* To allocate four 1Gbyte huge pages from NUMA node 1:
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echo 4 > /sys/devices/system/node/nodel/hugepages/
hugepages-1048576kB/nr_hugepages

Runtime huge page allocation can sometimes fail because memory has become too
fragmented. For this reason, it is recommended to allocate huge pages at boot time,
by including the following kernel boot parameters in the GRUB_CMDLINE_LINUX
string:

hugepagesz=1G, hugepages=n, default_hugepagesz=1G

Note: Set the value of n carefully; do not set the value so high that all host memory is
=) | allocated in 1 Gbyte huge pages. It is essential to leave enough host memory using the
normal 4 K page size. For example, set n to the amount of memory in GBytes less the
reserved host memory. If a system has 64 GBytes RAM and 8GBytes is reserved host
memory, then n=56 in this example.

Note: In a NUMA system, the number of huge pages requested in the kernel boot option is
the total number across all NUMA nodes. If you specify hugepages=n and there are M
NUMA nodes, then n/M huge pages are allocated from each NUMA node; that is, the
system attempts to allocate an equal number of huge pages from each NUMA node.

SELinux Extensions

For VSR deployment, Security Enhanced Linux (SELinux) must be disabled, or set
to permissive mode. Kernel audit should also be disabled.

Disable the Security Enhanced Linux (SELinux) extensions and the kernel audit
procedures by adding the following settings to the GRUB_CMDLINE_LINUX string:

selinux=0
audit=0

You can also disable SELinux by editing the SELINUX setting in the /etc/selinux/
config file as follows:

SELINUX=disabled

After you have updated the configuration file, reboot the system and use the
sestatus command to verify the change.
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Spin-lock Loops

In some cases, spin-lock issues can cause poor VSR performance. You can address
these issues by using the Pause Loop Exiting (PLE) Intel VT-x feature. When the
PLE feature is used, a VM-EXxit is triggered if an excessive number of PAUSE
instructions are issued by a vCPU. In such cases, the PLE infers that the vCPU is
probably waiting on another vCPU to release a lock, and without the VM-Exit, there
is no opportunity for the other vCPU to be scheduled so that it can actually release
the lock.

To exit immediately from a spin-lock loop, add the following setting to the
GRUB_CMDLINE_LINUX string:

kvm_intel.ple_gap=0

Isolcpus Kernel Boot Parameter

The isolcpus kernel boot parameter is one of the supported methods of achieving
CPU isolation on a Linux KVM compute server; see CPU Isolation for more
information. The isolcpus parameter provides a list of CPUs (specified as ranges
and/or comma-separated values) that the host Linux scheduler should bypass when
scheduling tasks to the cores. The only workload on these isolated cores is work-
assigned to run there using CPU pinning (see Cputune). By pinning the vCPUs of the
VSR VMs onto some subset of the host isolated cores, resource contention for these
cores is avoided and VSR performance is maximized.

The following shows an example isolcpus setting in the GRUB_CMDLINE_LINUX
string:

isolcpus=1-13

Unsupported SFPs

Some Intel NICs may, by default, not support non-Intel SFP optics. This situation
may be remedied by adding a kernel boot parameter setting such as the following:

ixgbe.allow_unsupported_sfp=1,1,1,1,1,1,1,1,1,1,1,1

Note: Some driver versions do not support the above parameter; in this case, non-Intel
SFPs do not function correctly. Nokia recommends first testing this parameter in a lab
environment.
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Kernel Boot Parameter Example

The following shows an example kernel boot parameter setting for a hyper-threaded
system.

Note: When configuring the kernel boot parameters, ensure the use of correct values for
the number of huge pages and the number of CPUs to isolate from the host scheduler.
These values may differ from those used in this example.

GRUB_CMDLINE_LINUX="pci=realloc pcie_aspm=off iommu=pt
intel_iommu=on nopat hugepagesz=1G default_hugepagesz=1G
hugepages=50 isolcpus=1-9,11-19 selinux=0 audit=0
kvin_intel.ple_gap=0"

3.3.5.1.2 Linux vSwitch Implementations

A virtual switch (vSwitch) is a software implementation of a Layer 2 bridge or Layer
2-3 switch in the host OS software stack. When the host has one or more VMs, the
VNIC interfaces (or some subset) can be logically connected to a vSwitch to enable
the following:

* VNIC-to-vNIC communication within the same host without relying on the NIC or
other switching hardware in the data center

» multiple vNICs to share the same vSwitch “uplink”
The following vSwitch implementation options are available on KVM Linux hosts:

* Linux Bridge
* Open vSwitch
* Open vSwitch with DPDK

* Nuage Networks VRS (refer to the Nuage VSP Installation Guide for more
information)

Linux Bridge

The Linux bridge is a software implementation of an IEEE 802.1D bridge that
forwards Ethernet frames based on learned MACs. It is part of the bridge-utils
package. The Linux bridge datapath is implemented in the kernel (specifically, the
bridge kernel module), and it is controlled by the bretl userspace program.
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On Centos and RHEL hosts, a Linux bridge can be created by adding the ifcfg-brN
(where N is a number) file in the /etc/sysconfig/network-scripts/ directory. The
contents of this file contain the following directives:

* DEVICE=brN (with N correctly substituted)
* TYPE=Bridge (Bridge is case-sensitive)

The following output shows an ifcfg file:

TYPE=Bridge
DEVICE=br0
IPADDR=192.0.2.1
PREFIX=24
GATEWAY=192.0.2.254
DNS1=8.8.8.8
BOOTPROTO=static
ONBOOT=yes
NM_CONTROLLED=no
DELAY=0

To add another interface as a bridge port of brN, add the BRIDGE=brN directive to
the ifcfg network-script file for that other interface.

On Ubuntu hosts, a Linux bridge is created by adding an auto brN stanza followed
by an iface brN stanza to the /etc/network/interfaces file. The iface brN stanza can
include several attributes, including the bridge_ports attribute, which lists the other
interfaces that are ports of the Linux bridge.

The following output shows an /etc/network/interfaces file that creates a bridge br0
with eth0 as a bridge port:

auto lo

iface lo inet loopback

auto br0

iface br0 inet dhcp
bridge_ports ethO0
bridge_stp off
bridge_fd 0
bridge_maxwait 0

Note: Use the systemctl restart network command to restart networking after making
=) | changes to network configuration files.
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By default, the Linux bridge is VLAN unaware and it does not take VLAN tags into
consideration, nor does it modify them when forwarding the frames. If the bridge is
configured to have VLAN sub-interfaces, frames without a matching VID are dropped
or filtered. If a VLAN sub-interface of a port is added as a bridge port, then frames
with the matching VID are presented to the bridge with the VLAN tag stripped. When
the bridge forwards an untagged frame to this bridge port, a VLAN tag with a
matching VID is automatically added.

The following methods can be used to configure MTU on a Linux bridge.

« If the Linux bridge has a physical port connected to it, ensure that the correct
MTU is assigned to a physical port.

* If the Linux bridge does not have a physical interface connected, add a “dummy”
interface to it.

The following configuration example for dummy interfaces is not persistent after
reboot; a boot script must be prepared to automate it.

i. Create three dummy interfaces to be used by three different Linux bridges using
the modprobe dummy nhumdummies=3 command.

ii. Verify the MTU of dummy interfaces using the ip link | grep dummy command.

ip link | grep dummy

17: dummyO: <BROADCAST,NOARP> mtu 1500 gdisc noop state DOWN mode DE
FAULT group default glen 1000

18: dummyl: <BROADCAST,NOARP> mtu 1500 gdisc noop state DOWN mode DE
FAULT group default glen 1000

19: dummy2: <BROADCAST,NOARP> mtu 1500 gdisc noop state DOWN mode DE
FAULT group default glen 1000

iii. Change the MTU for all dummy interfaces to a specified value using the ip link
set dev dummy-interface mtu mtu-value command.

ip link set dev dummy0 mtu 9212
ip link set dev dummyl mtu 9212
ip link set dev dummy2 mtu 9212

iv. Verify the MTU of dummy interfaces using the ip link | grep dummy command.

ip link | grep dummy

17: dummyO: <BROADCAST,NOARP> mtu 9212 gdisc noop state DOWN mode DE
FAULT group default glen 1000

18: dummyl: <BROADCAST,NOARP> mtu 9212 gdisc noop state DOWN mode DE
FAULT group default glen 1000

19: dummy2: <BROADCAST,NOARP> mtu 9212 gdisc noop state DOWN mode D
EFAULT group default glen 1000

v. Add a dummy interface to a Linux bridge using the ip link set dev dummy-
interface master br-test and ip link set dev LB-bridge up commands.

ip link set dev dummy0 master br-test
ip link set dev br-test up
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vi. Verify the MTU of the Linux bridge using the ip link show LB-bridge command.

ip link show br-test
20: br-test: <NO-
CARRIER, BROADCAST,MULTICAST,UP> mtu 9212 gdisc noqgueue state DOWN mode DEFAULT group
default glen 1000
link/ether de:95:59:17:2e:12 brd ff:ff:ff:ff:ff:££f

This Linux bridge can now be used to serve traffic.

Open vSwitch

Open vSwitch (OVS) is an open-source switching stack for virtualization that offers
significantly more functionality than the Linux bridge. Key features of OVS include the
following:

» programmability via the OpenFlow and OVSDB protocols

* Layer 2 and Layer 3 forwarding (IPv4/IPv6)

* kernel or user-space forwarding (using DPDK)

» flow-caching

* tunneling (GRE, VXLAN, STT, and Geneve)

* QoS and policing

* support for networking protocols including STP, RSTP, BFD, and LACP

« traffic monitoring via NetFlow, sFlow, IPFIX, SPAN, RSPAN, and GRE tunneled
mirrors

* persistency over reboot

OVS is supported by most virtualization platforms, including KVM. OVS and OVS-
DPDK packages are available for Ubuntu, Centos, and RHEL (in addition to other
Linux distributions). OVS is the most popular networking plug-in for OpenStack.

OVS comprises the following three components:

» ovs-vswitchd—a userspace daemon

The ovs-vswitchd daemon uses OpenFlow to interact directly with controllers
and uses the NETLINK protocol to communicate with the kernel module.

» ovsdb-server—a database daemon

The ovsdb-server daemon maintains a persistent database of the switch
configuration. The daemon uses the OVSDB protocol (RFC 7047) to interact
with external controllers and the ovs-vswitchd daemon.

* openvswitch.ko—a kernel module
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In a native OVS (non-DPDK) scenario, the first packet of each new flow is directed
to ovs-vswitchd, which decides how that packet (and others in the same flow)
should be forwarded. The forwarding decision is encoded in a flow cache entry
programmed by ovs-vswitchd into the kernel module. When future packets hit the
flow cache entry, they are forwarded entirely by the kernel module and do not need
to be directed to the ovs-vswitchd “slow path”.

Consider the following when configuring OVS:

* By default, OVS operates in MAC learning mode; however, it can program flow
using OpenFlow or Manual flow configuration. As a result, unusual forwarding
decisions may be made by OVS, which can be difficult to debug.

* MTU considerations:

- The tunneling techniques for OVS add additional overhead, and OVS does
not support fragmentation. As a result of additional overhead used by OVS
tunneling techniques, some traffic could be silently dropped along the path.

- MTU can be set using the ovs-vsctl set int OVS-name mtu_request=9212
command.

- MTU must be set before the VMs are started.

Note: Commands may differ depending on the OpenStack version. Refer to OpenStack
=) [ documentation for applicable commands to each version.

Open vSwitch with DPDK

DPDK is an open-source toolkit for fast packet processing. When OVS is compiled
to use DPDK libraries and DPDK NIC drivers, the result is a higher performance
vSwitch, which is referred to as OVS-DPDK (in this document). OVS-DPDK is
considerably faster (7x to 10x) than native OVS due to the following reasons:

* The OVS-DPDK fast path moves from the openvswitch.ko kernel module to a
user-space implementation (the dpif-netdev component of the ovs-vswitchd

daemon).
* OVS-DPDK communicates with VM vNIC ports (that use a VirtlO driver) using
user-space vHost drivers (vhostuser).

* Poll-mode-driver (PMD) threads of the user space ovs-vswitchd process send
and receive packets over the OVS switch ports.

Refer to the SR OS 20.x.Rx. Software Release Notes for information about the
currently supported versions of OVS-DPDK.
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3.3.5.2 VMware ESXi

A VSR-I VM supporting any application can be deployed on a VMware ESXi compute
host using VMware vCloud Director (vCD) or the vSphere Web Client interface to a
vSphere vCenter Server. Release 16.0.R4 supports the following deployment
options:

« ESXi 6.0 Update 2, vCD 8.10 and vCenter Server 6.0 (vCloud NFV 1.5)

» ESXi 6.5 Update 1, vCD 8.20 and vCenter Server 6.5 (vCloud NFV 2.0)

* ESXi 6.7 and vCenter Server 6.7

In addition, for the RR application only, a VSR-I can also be deployed on a VMware
ESXi 5.5 compute host, but in this case, only the vSphere Web Client interface is
supported.

The following vSphere features are supported with the VSR-I, regardless of
application or workload:

* Distributed Resource Scheduler (DRS)—but not fully-automated mode
* High Availability

 vSphere standard switch—connected to the guest using an E1000 or VMXNET3
driver

» vSphere distributed switch (vDS)—connected to the guest using an E1000 or
VMXNET3 driver

* SR-I0OV and PCI passthrough (NIC model dependent)
The following vSphere features are unsupported:

* DRS fully-automated mode
* vMotion

+ Storage vMotion

* Fault Tolerance

3.3.6 Data Center Networking

A typical data center has many racks of servers, each with a TOR switch, such as
the Nuage Networks 7850 VSG. Each compute server is cabled to its TOR switch
(typically nx10GE), and each TOR may be connected (at 40GE or higher speeds)
into a CLOS-type topology of leaf and spine switches. A gateway router, such as the
7750 SR or 7950 XRS, may connect the data center network to the wide-area or
metro network.
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The interconnection of TOR, leaf, and spine switches, and DC gateway forms the
underlay network of the data center. Network virtualization using VXLAN or GRE
encapsulation allows per-tenant overlay networks to be created on top of the
common underlay. Overlay networks provide several advantages, including:

* Provide security and isolation between VMs that should not be able to
communicate.

+ Allow different tenants to use the same overlapping address space.
» Keep state out of the underlay network, allowing for higher scale.

* Facilitate live migration of VMs so that VMs can retain their current IP addresses
while being moved across IP subnet boundaries in the underlay network.

In the VSR context, overlay networks are well-suited for creating an out-of-band
management network connecting multiple VSRs in the data center to internal
management systems.

Overlay networks are not as well-suited for carrying user plane traffic into and out of
VSR VMs. One complication is the presumed nature of the packets encapsulated by
VXLAN: VXLAN expects untagged Ethernet frames as the payload but much of the
user plane traffic that is sent to a VSR-PE or VSR-BNG could be MPLS encapsulated
if it originates or terminates in the WAN.
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4.1 Overview
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A software license key must be installed on every VSR system, allowing the system
to load the valid license file at bootup, in order for it to be fully operational. The license
file encodes the allowed capabilities and features of the VSR system. Contact your
Nokia account representative to obtain license files associated with a purchase order
or trial request.

A VSR system can be booted up without a license key but a forced reboot will occur
after 60 minutes and during that time window no system configuration is supported;
the available commands are restricted to a minimum set of operational commands.

The license file for a VSR system can be stored on a local storage device of the VM
or on a remote FTP server. The license file location is configurable as a BOF
parameter or it can be passed as an SMBIOS value. The license file is read at boot
up time. If the license file is used or changed after the system is up, the new license
file can be re-read and re-activated if there is no change to the software version,
system type, or the set of licensed features. The admin system license validate
command reads a license file to determine whether a valid license can be found
inside the referenced file (or inside the BOF referenced license-file if no URL is
provided). The admin system license activate command is used to proceed with
activating the new license.
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4.2 VSR-l License Keys

When you purchase software licenses for one or more VSR-| systems, your Nokia

account representative will provide you with corresponding VSR-I license key files,
which could be one license file for all the VSR-I systems or a separate license file for
each one.

If you are given a common “wildcard UUID” license file for your VSR-I system, there
is no restriction on the UUIDs of the VSR-I VMs; they can have any value. When each
VSR-I has its own “UUID-locked” license file, all the license records in that license
file are locked to a specific UUID value (readable as cleartext), and this license file is
intended for the specific VSR-I system that runs in a VM with that UUID value.

To associate a VSR-| with its license file, you must correctly set the license-file boot
option (BOF) parameter on the VSR-I. The license-file parameter can be specified
by editing the BOF file (before or after bootup), or by including it in the configuration
data of the VM and passing it to the guest (VSR) as SMBIOS information. The
license-file parameter can reference a file stored on a local disk (for example, CF3:)
or a file stored on an FTP server. See Sysinfo for more information about SMBIOS
parameters.

When the VSR software starts booting and determines that the system type (chassis)
is VSR, it attempts to read and parse the referenced license file. If a valid license
key is not found or the one found is corrupt, the system is allowed to complete its
bootup procedures but only a limited number of non-configuration-related commands
are available in this state, and the system is forced to reboot after 60 minutes.

A valid license key for the VSR-| system must meet the following criteria:

* the license is for a VSR (not vSIM)
* the license is for a VSR-I system
VSR-I and VSR-D licenses are not interchangeable.

« the UUID of the VM matches the one encoded in the “UUID-locked” license key
(if applicable)

* the VSR software version (the major release number) matches the one encoded
in the license k