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Preface

About This Guide

This guide describes the Quality of Service (Qp&)vided by he 7210-SAS-M
and 7210 SAS-T OS and presents examples to coafand implement various
protocols and services.

Notes:

e This user guide is applicable to all 7210 SAS-Mtfdrms, unless
specified otherwise.This document is organized fatetional chapters
and provides concepts and descriptions of the imetdgation flow, as
well as Command Line Interface (CLI) syntax and omand usage.

e On 7210 SAS devices, not all the CLI commandssamported on all the
platforms and in all the modes. In many cases,riténtioned explicitly in
this document. In other cases, it is implied arsyea know the CLlIs that
are not supported on a particular platform.

Audience

This manual is intended for network administrateh® are responsible for
configuring the 7210 SAS-Series routers. It is assl that the network
administrators have an understanding of networgimgciples and
configurations. Protocols, standards, and sendessribed in this manual include
the following:

e CLI concepts
e Quality of Service (QoS) policies and profiles

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de Page 11



Preface

List of Technical Publications

The 7210 SAS-M, T, and X OS documentation set ismused of the following books:

e 7210 SAS-M, T, and X OS Basic System Configuratgnide
This guide describes basic system configuratiodsogerations.
e 7210 SAS-M, T, and X OS System Management Guide

This guide describes system security and accedgyaaations as well as event
logging and accounting logs.

e 7210 SAS-M, T, and X OS Interface Configurationidzu
This guide describes card, Media Dependent AdgMBXA), and port provisioning.
e 7210 SAS-M, T, and X OS Router Configuration Guide

This guide describes logical IP routing interfaaad associated attributes such as an
IP address, port, link aggregation group (LAG) &l s IP and MAC-based filtering.

e 7210 SAS-M, T, and X OS Services Guide

This guide describes how to configure service patams such as customer
information, and user services.

. 7210 SAS-M, T, and X OS OAM and Diagnostic Guide

This guide describes how to configure features siscbervice mirroring and
Operations, Administration and Management (OAM)go00

e 7210-SAS-M and 7210 SAS-T7210 SAS- X Quality of=e Guide
This guide describes how to configure Quality ofB® (QoS) policy management.
e 7210-SAS-M, T, and X OS MPLS Guide

This guide describes how to configure Multiprotocabel Switching (MPLS) and
Label Distribution Protocol (LDP).

e T7210-SAS-M, T, and X OS Routing Protocols Guide

This guide provides an overview of routing conceptd provides configuration
examples for OSPF, I1S-1S, and route policies.
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Preface

Technical Support

If you purchased a service agreement for your 248 device and related products from a
distributor or authorized reseller, contact thentecal support staff for that distributor or resell
for assistance. If you purchased an Alcatel-Lusentice agreement, contact your welcome

center.
Web: http://www1.alcatel-lucent.com/comps/pagesiearsupport.jhtml
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Getting Started

In This Chapter

This chapter provides process flow informationdaftgure Quality of Service (QoS) policies and
provision services.
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This guide provides information to configure QoSigies in both network mode and access-
uplink mode. Unless otherwise noted, many of thepmlicies are applicable to both network
mode and access-uplink mode.
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Alcatel-Lucent 7210 SAS-Series Services Configurati  on
Process

Table 1lists the tasks necessary to configure and apply flicies. This guide is presented in an
overall logical configuration flow. Each sectiorsdébes a software area and provides CLI syntax
and command usage to configure parameters foraifumal area.

Table 1: Configuration Process

Area Task Chapter
Policy configuration Configuring QoS Policies
< Egress Rate Port Level Egress Rate-Limiting
on page 85
» Accounting Mode Frame Based Accounting on
page 95
* Network Network QoS Policies on page 105
* Network queue Network Queue QoS Policies on
page 183
* SAP ingress Service Ingress QoS Policies on
page 207
« Access egress Access Egress QoS Policies on
page 315
« Port scheduler QoS Port Scheduler Policies on
page 347
» Slope Slope QoS Palicies on page 365
Reference  List of IEEE, IETF, and other Standards and Protocol Support on
proprietary entities page 401
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QoS Policies

In This Chapter

This chapter provides information about QualitySeirvice (QoS) policy
management.

Topics in this chapter include:

e QoS Overview on page 20

» Service and Network QoS Policies on page 25

-

-

-

—

—

—

-

Port Level Egress Rate-Limiting on page 85

Frame Based Accounting on page 95

Network QoS Policies in Network Mode on page 27
Network Queue QoS Policies on page 35

Service Ingress QoS Policies on page 51

Access Egress QoS Policies on page 57

Queue Parameters on page 46

» Slope Palicies on page 66

» Port Scheduler Policies on page 76

e QoS Palicy Entities on page 82

« Configuration Notes on page 84
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QoS Overview

QoS Overview

Page20 7

The 7210 SAS M is designed with QoS mechanismstimibgress and egress to support multiple
services per physical port. The 7210 SAS M hasresive and flexible capabilities to classify,
police, shape, and mark traffic.

In the Alcatel-Lucent service router’s service mipdeservice is provisioned on the provider-edge
(PE) equipment. Service data is encapsulated ardshnt in a service tunnel to the far-end
Alcatel-Lucent service router where the servicadadelivered.

The operational theory of a service tunnel is thatencapsulation of the data between the two
Alcatel Lucent service routers appear like a L&/path to the service data although it is really
traversing an IP or IP/MPLS core. The tunnel frame @dge device to the other edge device is
provisioned with an encapsulation and the senacesnapped to the tunnel that most
appropriately supports the service needs.

The 7210 SAS supports eight forwarding classesriatly named: Network-Control, High-1,
Expedited, High-2, Low-1, Assured, Low-2 and BeffbE. The forwarding classes are discussed
in more detail ifForwarding Classes on page 80

7210 SAS devices use QoS policies to control ho® @dandled at distinct points in the service
delivery model within the device. There are diffeirgypes of QoS policies that cater to the
different QoS needs at each point in the servitigety model. QoS policies are defined in a
global context in the 7210 SAS and only take effelcén the policy is applied to a relevant entity.

QoS policies are uniquely identified with a poli€y number or name. Policy ID 1 or Policy ID
“default” is reserved for the default policy whihused if no policy is explicitly applied.

The QoS policies within the 7210 SAS can be diviod three main types:

* QoS policies are used for classification, definingtering and queuing attributes and
marking .
» Slope policies define default buffer allocatiomslAVRED slope definitions.

» Port Scheduler policies determine how queuesdareduled.

210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



QoS Policies

QoS Policies

7210 SAS M QoS policies are applied on servicedsgynetwork port ingress and egress, access
port egress, and network IP interfaceswhen condiditio operate in network mode. When
configured to operate in access-uplink mode, 7248 Bl and 7210 SAS-T QoS policies are
applied on service ingress, access port egresa@as$s-uplink port ingress and egress. These
policies allow user to configure the following:

» Classification rules for how traffic is mappedftowarding classes

* Forwarding class association with meters and ngeameters used for policing (rate-
limiting).

e Queuing parameters for shaping and buffer allocati

e QoS marking/interpretation

There are several types of QoS policies:

e Service ingress

e Access egress

* Network (for ingress and egress)
* Network queue (for egress)

» Port scheduler

e Slope

Service ingress QoS policies are applied to theoowesr-facing Service Access Points (SAPs).
Traffic that enters through the SAP is classifiedrap it to a Forwarding Class (FC). Forwarding
class is associated with meters/policier on ingréee mapping of traffic to meters can be based
on combinations of customer QoS marking (IEEE 80its), IP and MAC criteria. The
characteristics of the forwarding class metergdafaed within the policy as to the number of
forwarding class meters for unicast traffic andineter characteristics (like CIR, PIR, etc.). Each
of the forwarding classes can be associated witbrdnt unicast parameters. A service ingress
QoS policy also defines up to three (3) meterdqmvarding class to be used for multipoint traffic
for multipoint services. There can be up to 32 meie total per Service ingress QOS policies. In
the case of the VPLS, four types of forwarding supported (which is not to be confused with
forwarding classes); unicast, multicast, broadaasd, unknown. Multicast, broadcast, and
unknown types are flooded to all destinations wiithie service while the unicast forwarding type
is handled in a point-to-point fashion within trendce.

An access egress policy is similar to a SAP eguelisy as defined in the 7750 SR, 7450 ESS,
7710 SR series of products. The difference is thietmf attachment. An access egress policy is
applied on the physical port as opposed to thetgiort (SAP) for SAP egress policy. An access
egress QoS policy maps the traffic egressing ouhercustomer facing ports into various queues
and marks the traffic accordingly. The FCs are nedpgnto the queues. There are 8 queues at the
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QoS Overview

port level. FC-to-queue mapping is static and iscomfigurable. The number of queues are static
and there are always 8 queues at the port levehckass egress policy also defines how to remark
the forwarding class to IEEE 802.1p bits in thetooeer traffic.

For 7210 SAS-M and 7210 SAS-T devices configuregip@erate in access-uplink mode, there are
two types of network QoS policies, one applied tetwork IP interface and the other type is
applied to a network port. Network QoS policiesapelied to IP interfaces .On ingress, the policy
applied to an IP interface maps incoming MPLS LS Ealues to forwarding class and profile
state for the traffic received from the core netw@n egress, the policy maps forwarding class
and profile state to MPLS LSP EXP values for t@afé be transmitted into the core network. The
network policy applied to a network port maps inaogrlP packets, DSCP or Dotlp values, to the
forwarding class and the profile state for thefitatceived from the core network. On egress, the
policy maps forwarding class and profile state ®I® and/or Dotlp values for IP traffic to be
transmitted into the core network.

For 7210 SAS-M and 7210 SAS-T devices configuredperate in access uplink port, network
QoS policies apply to access uplink ports. On isgyéhe policy applied to an IP interface maps
incoming Dotlp values to forwarding class and peddtate for the traffic received from the core
network. On egress, the policy maps forwardingschrsd profile state to Dotlp values for traffic
to be transmitted into the core network.

Network queue policies are applied on egress twar&tports when operating in network mode
and to access-uplink ports when operating in aegpbsk mode. The policies define the
forwarding class queue characteristics for thesigiesn The FCs are mapped onto the queues.
There are 8 queues at the port level. FC-to-queagping is static and is not configurable. The
number of queues are static and there are alwgye8es at the port level.

Service ingress, access egress, and network Qi$egalre defined with a scope of either
templateor exclusive Template policies can be applied to multipletegi(such as SAPs and
ports) whereas exclusive policies can only be apid a single entity.

One service ingress QoS policy can be appliedsjpezific SAP. One access egress QoS policy
can be applied to the access port. One networkg@t8&y can be applied to a specific IP interface
or network port based on the type of network Qol&pavhen operating in network mode. One
network QoS policy can be applied to a access-laplart when operating in access-uplink mode.
A network QoS policy defines both ingress and egbehavior. One network queue policy can be
applied to the network port or a access-uplink.por

If no QoS policy is explicitly applied to a SAP,por interface, a default QoS policy is applied.
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QoS Policies

A summary of the major functions performed by treSQolicies is listed iffable 3

Table 3: QoS Policy Types and Descriptions

Policy Type Device Oper- Applied at... Description Page
ating Mode
Service Ingress  Network mode SAP ingress » Defines up to 16 forwarding class nseded 51
Or access- meter parameters for traffic classification.
uplink mode  Defines match criteria to map flows to the
meters based on any one of the criteria (IP or
MAC).
Access Egress Network modeAccess port  Defines up to 8 forwarding class queunes 51
Or access- gueue parameters for traffic classification.
uplink mode » Maps forwarding classes to the queues.

» Defines FC to remarking values.

» Defines CIR levels and PIR weights that
determines how the queue gets prioritized by
the scheduler.

Network (of Network mode IP interface Packets are marked usirg gddicies on edge 27
type’ip-inter- devices. Invoking a QoS policy on a network
face’) port allows for the packets that match the policy

criteria to be remarked.

» Used for classification/marking of MPLS
packets.

» Atingress, defines MPLS LSP-EXP to FC
mapping and 12 meters used by FCs.

» At egress, defines FC to MPLS LSP-EXP

marking.
Network (of Network mode Network and < Used for classification/marking of IP packets.
type’port’) Hybrid Ports » Atingress, defines DSCP or Dotlp to FC

mapping and 8 meters.
» At egress, defines FC to DSCP or Dotlp
marking or both.

Network Access uplink  Access uplink  « Used for classification/marking Bfpackets.
mode » Atingress, defines Dotlp to FC mapping and
8 meters.

» At egress, defines FC to Dotlp marking.
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QoS Overview

Table 3: QoS Policy Types and Descriptions (Contin  ued)

Policy Type

Network
Queue

Slope

Device Oper- Applied at... Description Page
ating Mode
Network mode  Network Ports ¢ Defines forwarding class mappings to net- 35
and Hybrid work queues and queue characteristics for the

Ports queues.

Access-uplink  Access-uplink
mode Ports

Network mode  Access ports, ¢ Enables or disables the high-slope, low-slop&2
Network ports and non-TCP parameters within the egress

and Hybrid pool.
ports

Access-uplink  Access ports

mode and Access-
uplink ports

Port scheduler  Network mode  Access ports, « Defines the parameters for the port scheduler6

Page 24

Network ports

and Hybrid

ports
Access-uplink  Access ports
mode and Access-

uplink ports
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Service and Network QoS Policies

The QoS mechanisms within the 7210 SAS M are slieaibfor the type of traffic on the
interface. For customer interfaces, there is serivigress and access egress traffic, and for IP
interfaces, there is network ingress and networksgtraffic Figure J).

Access : Network

7210SASM  switch Processing Unit/
Ethernet Access Switch MMU

Service Ingress /% Network Egress
/] Access Egress \'_k‘/<]1

NS

\1 Network Ingress

Figure 1: 7210 SAS-M Traffic Types Operating in Net work Mode

When operating in access-uplink mode, the QoS nmésimes available are similar to network
mode, expect that network ingress and network edraffic is associated with access-uplink
interfaces instead of network IP interface or nekwmort (as shown ifrigure 2.

Access Access Uplink

7210 SASM Switch Processing Unit/

Ethernet Access Switch

MMU
Service Ingress :>/\:§/<ii'\ Access Uplink Egres%>
\1 Access Egress \‘A‘/<Allccess Uplink Ingress

Figure 2: 7210 SAS-M Traffic Types for Access Uplin  k Mode

The 7210 SAS uses the following QoS policies apipieea SAP or a network port or an access

port or an access-uplink port to define queuinggug attributes, policer/meter attributes and QoS
marking interpretation.

The 7210 SAS supports four types of service andart QoS policies:

e Service ingress QoS policies
» Access egress QoS policies
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* Network QoS policies
* Network Queue QoS policies
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Network QoS Policies in Network Mode

The following functionalities of Network QoS polé&s in Network mode are:

1. Two types of network QoS policies can be defimgdhterface andport. By default, when a
network QoS policy is created, it is gminterface type.

2. A network QoS policy of typi-interface is created in theonfigure>gos>networknet-
work-policy-idcreate context.

3. A network QoS policy of typport is created in theonfigure>gqos>networknetwork-pol-
icy-id network-policy-type port create context.

4. When a network QoS policy of tyjqeinterface is applied to an IP interface, it is used for
classification of MPLS packets based on LSP-EXB. bit

5. When a network QoS policy of tyjpert is applied to a network and hybrid port, it isdise
for classification of IP packets based on the DS€Bot1p bits.

Network QoS policiesi-interface type) define ingress forwarding class meters aagshraffic

to those meters for IP interfaces. When a netwa$ Qolicy is created, it always has two meters
defined that cannot be deleted, one for all theastitraffic and one for all the multipoint traffic
These meters exist within the definition of theipplThe meters only get noticed in the hardware
when the policy is applied to an IP interface I$badefines the forwarding class to EXP bit
marking, on the egress mode.

A network QoS policy defines both the ingress agigtgs handling of QoS on the network IP
interface and network port. The following functicar® defined for network policy typp-
interface:
* Ingress
- Defines EXP value mapping to forwarding classes.
- Defines forwarding class to meter mapping.
* Egress
- Defines the forwarding class to EXP value markings.

- Remarking of QoS bits can be enabled or disabled.
Note that FC to DSCP marking is used to mark oRlyraffic sent out through that
port if marking is enabled and FC to Dotlp markimgsed to mark IP and MPLS
traffic sent out through that port, if marking isadbled.

The required elements to be defined in a networg Qalicy are:

e A unique network QoS policy ID.
» Egress forwarding class to EXP value mappinge&wh forwarding class.
« A default ingress forwarding class and in-profilgtof-profile state.
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Page28 7

» At least one default unicast forwarding class métee parameters that can be configured
for a meter are discussedNteter Parameters on page 38

* At least one multipoint forwarding class meter.
Optional network QoS policy elements include:

» Additional unicast meters up to a total of 11.
e Additional multipoint meters up to 11.
« EXP value to forwarding class and profile statgpiags for all EXP values received.

Network policy ID 2 is reserved as the default QoS policy of type IP interface. The
default policy cannot be deleted or changed.

Default network QoS policy 2 is applied to all HRdrfaces which do not have another network
QoS policy explicitly assigned.

The network QoS policy applied at network egress ékample, on an IP interface) determines
how or whether the profile state is marked in pé&&k&nsmitted into the service core network. If
the profile state is marked in the service corekpts; out-of-profile packets are preferentially
dropped over in-profile packets at congestion oimtthe core network. For network egress,
traffic remarking in the network QoS policy is dided. Table 5lists the default mapping of
forwarding class to EXP values.

Table 4: Default Network QoS Policy(type = ip-inter  face) Egress Marking

FC-ID FC Name FC Label Egress EXP
Marking
In-Profile Out-of-
Profile
7 Network Con- nc 111 -7 111 -7
trol
6 High-1 hl 110 -6 110 -6
5 Expedited ef 101-5 101-5
4 High-2 h2 100 -4 100 - 4
3 Low-1 11 011-3 010-2
2 Assured af 011-3 010-2
1 Low-2 12 001-1 001-1
0 Best Effort be 000-0 000-0
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For network ingresdlable 5lists the default mapping of EXP values to forwagdclass and
profile state for the default network QoS policypl@ aware policing is supported on network
ingress.

Table 5: Default Network QoS Policy (type = ip-inte  rface) EXP to FC Mapping

EXP Value 7210 FC Ingress Profile
0 be Out
1 12 In
2 af Out
3 af In
4 h2 In
5 ef In
6 hl In
7 nc In

“port” Type Network QoS Policy

Network QoS policy of typport defines ingress forwarding class meters and maffictto those
meters for only IP traffic received on network dndbrid ports. When a network policy of this
type is created it has a single unicast meter wtéginot be deleted. These meters exist within the
definition of the policy. The meters get instargthtn hardware, only when the policy is applied to
a network port. It also defines the forwarding sless DSCP and/or Dotlp marking to be used for
packets sent out through that port.

A network QoS policy of type port defines both thgress and egress handling of QoS on the
network port.

The following functions are defined:

* Ingress

- Defines DSCP or Dotlp value mapping to forwardilagses. Only one type
supported, such as DSCP or Dot1p, per policy.

- Defines forwarding class to meter mapping.
* Egress

- Specifies remark policy that defines forwardingssléo DSCP or Dotlp (or both)
value markings.
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- Remarking of QoS bits is always disabled
The required elements to be defined in a networ& Qalicy of port type are:

* A unique network QoS policy ID and network-politype set tgort.

* Egress forwarding class to DSCP or Dot1p (or be#i)ie mappings for each forwarding
class.

* A default ingress forwarding class and in-probileftof-profile state.

» At least one default unicast forwarding class métee parameters that can be configured
for a meter are discussed in Meter Parameters ga pa.

Optional network QoS policy elements include:

« Additional unicast meters up to a total of 8.

e« A DSCP or Dotlp (or both) value to forwarding clasd profile state mappings for all
DSCP or Dotlp values received.

Network policy ID 1 is reserved as the default ra#QoS policy of type port. The default policy
cannot be deleted or changed.

The default network QoS policy is applied to alivmark ports which do not have another network
QoS policy explicitly assigned.

Table 6lists the default mapping of forwarding class twtTp and DSCP values.

Table 6: Default Network QoS Policy of type 'port’ Egress Marking

FC-ID FC Name FC Label Egress DSCP Marking Egress Dotl p Marking
In-Profile Out-of-Profile In-Profile Qut-of-profile
7 Network nc nc2 nc2 111 -7 111 -7
Control
6 High-1 hl ncl ncl 110-6 110-6
5 Expedited ef ef ef 101-5 101-5
4 High-2 h2 af41 af4l 100-4 100-4
3 Low-1 11 af21 af22 011-3 010-2
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Table 6: Default Network QoS Policy of type 'port’ Egress Marking
FC-ID FC Name FC Label Egress DSCP Marking Egress Dotl p Marking
In-Profile Out-of-Profile In-Profile Qut-of-profile
2 Assured af afll af12 011-3 010-2
1 Low-2 12 csl csl 001-1 001-1
0 Best Effort be be be 000-0 000-0

Table 7lists the default mapping of Dot1lp/DSCP valuefotavarding class and profile state for

the default network QoS policy of type port, fotwerk ingress. Color aware policing is
supported on network ingress.

Table 7: Default Network QoS Policy of Type Port -

Dot1p/DSCP to FC Mapping

DSCP Value Dotlp Value FC Ingress Profile
0 be Out
1 12 In
2 af Out
3 af In
4 h2 In
5 ef In
6 hl In
7 nc In
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Network QoS Policies for Access-uplink Mode

Network QoS policies of type ‘port’ define ingrdsswarding class meters and maps traffic to
those meters for access uplink ports. When a n&t@®oiS policy is created, it always has two
meters/policers defined that cannot be deletedfame all unicast traffic and one for all
multipoint traffic. These meters exist within thefidition of the policy. The meters only get
instantiated in hardware when the policy is appledn access uplink port. It also defines the
forwarding class to priority bit marking, on theress.

A network QoS policy of type ‘port’ defines bothetingress and egress handling of QoS on the
access uplink ports. The following functions aréro:
* Ingress
- Defines Dotlp value mapping to forwarding clas&SP is not available for use)
- Defines forwarding class to meter mapping.
e Egress
- Defines the forwarding class to Dotlp value marking
- Remarking of QoS bits can be enabled or disabled.

The required elements to be defined in a networ® Qalicy of type ‘port’ are:

e A unique network QoS policy ID.
» Egress forwarding class to Dotlp value mappingg&eh forwarding class.
* A default ingress forwarding class and in-probleftof-profile state.

» At least one default unicast forwarding class métee parameters that can be configured
for a meter are discussedNteter Parameters on page 38

» At least one multipoint forwarding class meter.
Optional network QoS policy elements include:

» Additional unicast meters up to a total of 11.
e Additional multipoint meters up to 11.
« Dotlp value to forwarding class and profile statppings for all Dotlp values received.

Network policy ID 1 is reserved as the default QoS policy of type ‘port’. The default
policy cannot be deleted or changed. The defatltorlk QoS policy is applied to all access
uplink ports which do not have another network @ofcy explicitly assigned. The network QoS
policy applied at network egress (for example, o@ecess uplink port) determines how or if the
profile state is marked in packets transmitted theservice core network. If the profile state is
marked in the service core packets, out-of-prqfdekets are preferentially dropped over in-
profile packets at congestion points in the cotvoek. For network egress, traffic remarking in
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the network QoS policy is always enablé&dble 8lists the default mapping of forwarding class to
Dotlp values.

Table 8: Default Network QoS Policy of Type ‘port’ used for Egress Marking on Access-

uplink Ports
FC-ID FC Name FC Label DiffServ Egress Dotlp
Name Marking
In-Profile Out-of-
Profile
7 Network Con- nc NC2 111-7 111-7
trol
6 High-1 hl NC1 110-6 110-6
5 Expedited ef EF 101-5 101-5
4 High-2 h2 AF4 100-4 100-4
3 Low-1 11 AF2 011-3 010-2
2 Assured af AF1 011-3 010-2
1 Low-2 12 Cs1 00-1 001-1
0 Best Effort be BE 000-0 000-0

For network ingresslable 9lists the default mapping of Dotlp values to famhag class and
profile state for the default network QoS policyl@ aware policing is supported on ingress for
access-uplink ports.

Table 9: Default Network QoS Policy of Type ‘port’ used for Dotlp to FC on Access-uplink

Ports

DotlpValue 7210 FC Ingress Profile
0 be Out
1 12 In
2 af Out
3 af In
4 h2 In
5 ef In
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Table 9: Default Network QoS Policy of Type ‘port’ used for Dotlp to FC on Access-uplink
Ports (Continued)

DotlpValue 7210 FC Ingress Profile
6 hl In
7 nc In
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Network Queue QoS Policies

Network queue policies define the network forwagditass queue characteristics. Network queue
policies are applied on egress on network and bytwits for 7210 SAS-M operating in network
mode or access uplink ports for 7210 SAS-M and 72A8-T devices operating in access uplink
mode. The system allocates 8 queues for the netpantkand FCs are mapped to these 8 queues.
All policies uses eight queues like the defaulivoek queue policy.

On 7210 SAS-M, the network queues on hybrid parsuged for MPLS traffic, IP traffic and
SAP traffic sent out of IP interfaces and SAPs igpred on hybrid ports.

The gueue characteristics that can be configureal mer-forwarding class basis are:

» Peak Information Rate (PIR) as a percentage assgoort bandwidth
« Committed Information Rate (CIR) as a percentdgegoess port bandwidth

Network queue policies are identified with a uniguadicy name which conforms to the standard
7210 SAS alphanumeric naming conventions.

The system default network queue policy is nahefdult and cannot be edited or deleted. CBS
values cannot be provisionéthble 10describes the default network queue policy dedinit

Table 10: Default Network Queue Policy Definition. (for 7210 SAS-M configured in Network

mode)
Forwarding Class Queue Definition

Network-Control (nc) Queue 8 * PIR =100%
* CIR=10%
« CBS =125

High-1 (h1) Queue 7 * PIR =100%
* CIR=10%
« CBS=12.5%

Expedited (ef) Queue 6 * PIR =100%
* CIR =100%
* 12.5%

High-2 (h2) Queue 5  PIR =100%
* CIR =100%

* CBS=12.5%
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Table 10: Default Network Queue Policy Definition. (for 7210 SAS-M configured in Network
mode) (Continued)

Forwarding Class Queue Definition (Continued)
Low-1 (11) Queue 4 * PIR =100%
* CIR =25%

* CBS=12.5%

Assured (af) Queue 3  PIR =100%
e CIR=25%
* CBS=12.5%

Low-2 (12) Queue 2 * PIR =100%
* CIR =25%
* CBS=125%

Best-Effort (be) Queue 1 * PIR =100%
* CIR=0%
* CBS=12.5%

Table 11: Default Network Queue Policy Definition ( for 7210 SAS-M and 7210 SAS-T
configured in access uplink mode)

Forwarding Class Queue Definition
Network-Control (nc) Queue 8 * PIR =100%
* CIR=10%
e CBS=7%
High-1 (h1) Queue 7 * PIR =100%
* CIR=10%
e CBS=7%
Expedited (ef) Queue 6 * PIR =100%
* CIR =100%
* CBS=21%
High-2 (h2) Queue 5  PIR =100%
* CIR =100%
* CBS=21%

Page 36 7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



QoS Policies

Table 11: Default Network Queue Policy Definition ( for 7210 SAS-M and 7210 SAS-T
configured in access uplink mode) (Continued)

Forwarding Class Queue Definition (Continued)

Low-1 (11) Queue 4 * PIR =100%
e CIR=25%
e CBS=7%

Assured (af) Queue 3  PIR =100%
e CIR=25%
* CBS=21%

Low-2 (12) Queue 2 * PIR =100%
* CIR =25%
* CBS=7%

Best-Effort (be) Queue 1 * PIR =100%
* CIR=0%
s CBS=7%
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Meter Parameters

This section describes the meter parameters pomssdi on access and network meters
provisioned on IP interfaces (for 7210 SAS-M in Wetk mode) or access uplink (7210 SAS-M
and 7210 SAS-T in access uplink mode) for QoS.

The meter parameters are:

e Meter ID on page 38

e Committed Information Rate on page 38
e Peak Information Rate on page 39

« Adaptation Rule for Meters on page 39
« Committed Burst Size on page 41

« Maximum Burst Size on page 41

¢ Meter Counters on page 42

« Meter Modes on page 42

Meter ID

The meter ID is used to uniquely identify the metdre meter ID is only unique within the
context of the QoS policy within which the metedefined.

Committed Information Rate

The committed information rate (CIR) for a metettie long term average rate at which traffic is
considered as conforming traffic or in-profile fiaf The higher the rate, the greater the
throughput user can expect. The user will be ablautst above the CIR and up to PIR for brief
periods of time. The time and profile of the padketecided based on the burst sizes as explained
in the following sections.

When defining the CIR for a meter, the value spedifs the administrative CIR for the meter. The
7210 SAS M has a number of native rates in harditeaiet uses to determine the operational CIR
for the meter. The user has some control over hevatdministrative CIR is converted to an
operational CIR should the hardware not supporetteet CIR and PIR combination specified.
Refer to the interpretation of the administrati&®@ Adaptation Rule for Meters on page. 39

The CIR for meter is provisioned on service ingr@sg network ingress within service ingress
QoS policies and network QoS poalicies, respectively
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Peak Information Rate

The peak information rate (PIR) defines the maxinmate at which packets are allowed to exit the
meter. It does not specify the maximum rate at tvpigckets may enter the meter; this is governed
by the meter's ability to absorb bursts and isnaefiby its maximum burst size (MBS).

When defining the PIR for a meter, the value spedifs the administrative PIR for the meter. The
7210 SAS M has a number of native rates in harewaat it uses to determine the operational
PIR for the meter. The user has some control ogerthe administrative PIR is converted to an
operational PIR should the hardware not supporéestaet CIR and PIR combination specified.
Refer to the interpretation of the administrativ® fh Adaptation Rule for Meters on page. 39

The PIR for meter is provisioned on service ingass access uplink port or network port ingress
within service ingress QoS policies and network Qokcies, respectively

Adaptation Rule for Meters

The adaptation rule provides the QoS provisionigiesn with the ability to adapt the
administrative rates provisioned for CIR and PtRdérive the operational rates based on the
underlying capabilities of the hardware. The adstmtive CIR and PIR rates are translated to
actual operational rates enforced by the hardwatemThe rule provides a constraint, when the
exact rate is not available due to hardware caipabil

The hardware rate step-size is providedable 12

Table 12: Supported Hardware rates and burst step s izes for CIR and PIR values

Rate (kbits_sec) Burst (kbits_burst)  Rate Step Size (  bits) Burst Step Size
(bits)
0-4194296 0-16773 8000 4096
4194297-8388592 16774-33546 16000 8192
8388593-16777184 33547-67092 32000 16384
16777185-33554368 67093-134184 64000 32768
33554369-67108736 134185-268369 128000 65536
67108737-134217472 268370-536739 256000 131072
134217473-268434944 536739-1073479 512000 262144
268434945-536869888 1073480-16384 1024000 524288
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The system attempts to find the best operatiortaldapending on the defined constraint. The
supported constraints are listed below:

¢ Minimum: Find the next multiple of step-size tlgequal to or greater than the specified
rate.

* Maximum: Find the next multiple of step-size tisequal to or less than the specified
rate.

» Closest: Find the next multiple of step-size ikatlosest to the specified rate.

Hardware supports rates to be in the multiple dd®s, the system will attempt to find the best
operational rate depending on the defined congtraire supported constraints are:

e Minimum: Find the next multiple of 8 kbps thatdqual to or higher than the specified
rate.

* Maximum: Find the next multiple of 8 kbps thaeigual to or less than the specified rate.

* Closest: Find the next multiple of 8 kbps thatlissest to the specified rate.

Table 13lists the rate values configured in the hardwanemdifferent PIR or CIR rates are
specified in the CLI.

Table 13: Administrative Rate Example

Administrative Rate Operation Rate Operation Rate Operation Rate
(Min) (Max) (Closest)
8 8 8 8
10 16 8 8
118085 11808 11800 11808
46375 46376 46368 46376

If user has configured any value greater than Olesglthan 8 then operation rate configured on
hardware would be 8 kbps irrespective of the cairstused.

Note:

» The burst size configured by the user affectsdite step-size used by the system. The
system uses the step size in a manner that bothutise size and rate parameter
constraints are met. For example, if the rate $igelcis less than 4Gbps but the burst size
configured is 17Mbits, then the system uses rafe-size of 16Kbits and burst step-size of
8192bits (refer tdable 12 row#2)

e In prior releases of 7210 SAS-T CBS and MBS ofanetax was 16384, now the max
max value is 2146959
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Committed Burst Size

The committed burst size parameter specifies thémrman burst size that can be transmitted by
the source at the CIR while still complying wittet@IR. If the transmitted burst is lower than the
CBS value then the packets are marked as in-piofilthe meter to indicate that the traffic is
complying meter configured parameters.

The operational CBS set by the system is adapted the user configured value by using the
minimum constraint.

Maximum Burst Size

For trTCM, the maximum burst size parameter spegifiie maximum burst size that can be
transmitted by the source at the PIR while comgyiith the PIR. If the transmitted burst is
lower than the MBS value then the packets are ntaakeout-profile by the meter to indicate that
the traffic is not complying with CIR, but complygmwith PIR.

For srTCM, the maximum burst size parameter spescifie maximum burst size that can be
transmitted by the source while not complying viiitb CIR. If the transmitted burst is lower than
the MBS value then the packets are marked as ofiteoby the meter to indicate that the traffic is
not complying with CIR.

If the packet burst is higher than MBS then packetsmarked as red are dropped.

The operational MBS set by the system is adapted the user configured value by using the
minimum constraint.
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Meter Counters

The 7210 SAS M maintains following counters forteme within the system for granular billing
and accounting. Each meter maintains the follovaimignters:

« Counters for packets or octets marked as in-grdil meter
« Counters for packets or octets marked as out-afitproy meter

Meter Modes
The 7210 SAS M supports following meter modes:

« srtcm: Single Rate Three Color Marking

e trtcm: Two Rate Three Color Marking

e trtcm1:Two Rate Three Color Markingl (Applicablelypfor Service Ingress QoS
Policies)

e trtcm2:Two Rate Three Color Marking2 (Applicablelypfor Service Ingress QoS
Policies)

In srtcm the CBS and MBS Token buckets are rephenisat single rate, that is, CIR where as in
case of trtcm CBS and MBS buckets are individuadlylenished at CIR and PIR rates,
respectively. trtcm1 implements the policing algun defined in RFC2698 and trtcm2
implements the policing algorithm defined in RFC811

Color Aware Policing

The 7210 SAS M supports Color Aware policing atrileéwvork ingress, where as at service
ingress policing is color blind. In color aware ipoig user can define the color of the packet using
the classification and feed those colored packetise meter. A color aware meter would treat
those packets with respect to the color defined.

« If the packet is pre-colored as in-profile (orcatsalled as Green colored packets) then
depending on the burst size of the packet meteeithar mark it in-profile or out-profile.

» Ifthe packet is pre-colored as out-profile (atstled as Yellow colored packets) then even
if the packet burst is lesser than the currentlabbs CBS, it would not be marked as in-
profile and remain as out-profile.

« If the packet burst is higher than the MBS therduld be marked as Red and would be
dropped by meter at ingress.

The profile marked by the meter is used to deteerttie packets eligibility to be enqueued into a
buffer at the egress (when a slope policy is caméd at the egress).
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QoS Overrides

The QoS Override feature support on access SARalloe user to override the meter parameters
such as CBS, MBS, Rate (CIR and PIR), Mode, andofedimn rule (CIR and PIR) at the SAP
context.

The values are taken from the SAP-Ingress polit\ewthe meter parameter values are not
overridden.

Meter Override commands are supported on all tppescess SAP.

Configuration guidelines of QoS Override
The configuration guidelines of QoS Override are:
* QoS override commands can be used only for themsier policers defined in the SAP
ingress policy.
* QoS override commands are not allowed when tlaelagd policy is of an exclusive type.
* QoS override commands are not allowed on Mirratidation SAPs.
* QoS override commands are not allowed when Taitéched to the SAP.

e 0On 7210 SAS-M and 7210 SAS-T access-uplink mods§ Qverride commands are not
supported for ingress and egress QoS policieswihdiccess-uplink SAPs and ports.

e On 7210 SAS-M (network mode), QoS override comrnsaaré not supported ingress and
egress QoS policies used with network IP interfacebnetwork ports.
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Configuring Meter Override parameters

The following example displays the meter overridegmeter configuration:

*7210SAS>config>service>epipe>sap>ingress# info

gos 13
meter-override
meter 1 create
mode trtcm2
adaptation-rule pir max cir max
cbs 300
mbs 200
rate cir 300 pir 400
exit
exit

*A:7210SAS>config>service>epipe>sap>ingress#
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Queue Parameters

Queue ID

Page 46

This section describes the queue parameters pooeidion access ports and access uplink
network port’s queues for QoS (for 7210 SAS-M a@d@¥ SAS-T in access uplink mode).

The queue parameters are:

Queue ID on page 46

Committed Information Rate on page 47
Peak Information Rate on page 48
Adaptation Rule for Queues on page 49
Committed Burst Size on page 51

The queue ID is used to uniquely identify the quétie queue ID is only unique within the
context of the QoS policy within which the queudddined. On 7210 SAS M, the queue ID is not
a user configurable entity but the queue ID iScally assigned to the 8 Queues on the port
according to FC-QID map table shownTiable 31
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Committed Information Rate
The committed information rate (CIR) for a queuefgens two distinct functions:

1. Minimum bandwidth guarantees — Egress queuess€ltfihg provides the bandwidth which
will be given to this queue as compared to oth@ugs on the port competing for a share of
the available link bandwidth. The queue CIR doaswecessarily guarantee bandwidth in all
scenarios and also depends on factors such asvelRubscription and link port bandwidth
capacity. For each packet in an egress queue,lthésChecked with the current transmis-
sion rate of the queue. If the current rate igdtsdow the CIR threshold, the queue is consid-
ered in-profile. If the current rate is above theeshold, the queue is considered out-of-
profile. This in and out profile state of queudinked to scheduler prioritizing behavior as
discussed below.

2. Scheduler queue priority metric — The schedwderiag a group of egress queues prioritizes
individual queues based on their current CIR aitl fates. Queues operating below their
CIR are always served before those queues opetimgabove their CIR.

Queues at the egress never marks the packetsasfile-or out-profile based on the queue CIR,
PIR values. The in-profile and out-profile statetod queue interacts with the scheduler
mechanism and provides the minimum and maximumti guarantees.

When defining the CIR for a queue, the value sjtis the administrative CIR for the queue.
The user has some control over how the adminig&a@iR is converted to an operational CIR
should the hardware not support the exact CIR dRdcBmbination specified. The interpretation
of the administrative CIR is discussed belovAmhaptation Rule for Queues on page 49

Although the 7210 SAS is flexible in how the CImhdae configured, there are conventional
ranges for the CIR based on the forwarding classafeue. A access egress queue associated
with the high-priority class normally has the ChRashold equal to the PIR rate although the 7210
SAS allows the CIR to be provisioned to any ratewehe PIR should this behavior be required.

The CIR for a queue is provisioned on egress widltitess egress QOS policy.

The CIR for the network port queues (for 7210 SASaMetwork mode) and access uplink port
queues (for 7210 SAS-M and 7210 SAS-T in accedskipiode) are defined within network
gueue policies based on the forwarding class. TRef@ the network queues is specifiad a
percentage of the network interface bandwidth.
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Peak Information Rate

The peak information rate (PIR) defines the maxinmata at which packets are allowed to exit the
queue. It does not specify the maximum rate at wpeckets may enter the queue; this is
governed by the queue's ability to absorb burdis. dctual transmission rate of a egress queue
depends on more than just its PIR. Each queuempetng for transmission bandwidth with other
queues. Each queue's PIR, CIR and the relativeitgrand/or weight of the scheduler serving the
gueue, all combine to affect a queue's abilityaogmit packets.

The PIR is provisioned on egress service queudsnaiccess egress QoS policies.

The PIR for network queues are defined within nekngueue policies based on the forwarding
class. The PIR for the network queues is speciied percentage of the network interface
bandwidth.

When defining the PIR for a queue or meter, theeabpecified is the administrative PIR for the
gueue.The user has some control over how the astin@itive PIR is converted to an operational
PIR should the hardware not support the exact @QIRRIR values specified. The interpretation of
the administrative PIR is discussed belovAdaptation Rule for Queues on page 49
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Adaptation Rule for Queues

The adaptation rule provides the QoS provisionygiesn with the ability to adapt specific CIR
and PIR defined administrative rates to the undteglgapabilities of the hardware the queue will
be created on to derive the operational ratesatln@nistrative CIR and PIR rates are translated to
actual operational rates enforced by the hardwaeeie, The rule provides a constraint used when
the exact rate is not available due to hardwardedmentation trade-offs.

For the CIR and PIR parameters individually, thetesn will attempt to find the best operational
rate depending on the defined constraint. The stgga@onstraints are:

* Minimum — Find the hardware supported rate tha&gsal to or higher than the specified
rate.

 Maximum — Find the hardware supported rate thatjisal to or lesser than the specified
rate.

* Closest — Find the hardware supported rate thelb&est to the specified rate.
Depending on the hardware upon which the queumiggioned, the actual operational CIR and

PIR settings used by the queue will be dependatit@method the hardware uses to implement
and represent the mechanisms that enforce the @QIFPH rates.

The 7210 SAS E uses a single rate step valued#fine the granularity for both the CIR and PIR
rates The adaptation rule controls the methodyktem uses to choose the rate step based on the
administrative rates defined by trete command.

For the supported CIR/PIR range values 0 to 1Ghs#tme hardware rate is showrable 150r
the supported CIR/PIR range values 0 to 10Gb fb-&ig Port, the same hardware rate is show
in Table 16

Table 14: Supported Hardware Rates and CIR/PIR Valu es

Hardware Rate Steps Rate Range

Kb/sec 0 to 1 Gbh/sec

Table 15: Supported Hardware Rates and CIR/PIR Valu es

Hardware Rate Steps Rate Range (kbps)
8 Kb/sec 0 - 16770 kbps
16kbps 16780 - 33540 kbps
32kbps 33550 - 67090 kbps
64kbps 67100 - 134180 kbps
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Table 15: Supported Hardware Rates and CIR/PIR Valu es (Continued)

Hardware Rate Steps Rate Range (kbps)
128kbps 134190 - 268360 kbps
256kbps 268370 - 536730 kpbs
512kbps 536740 - 1000000 kbps

Table 16: Supported Hardware Rates and CIR/PIR Valu es for 10-Gig Port

Hardware Rate Steps Rate Range
8 Kb/sec 0- 16770 kbps
16kbps 16780 - 33540 kbps
32kbps 33550 - 67090 kbps
64kbps 67100 - 134180 kbps
128kbps 134190 - 268360 kbps
256kbps 268370 - 536730 kpbs
512kbps 536740 - 1073470 kbps
1024kbps 1073480 - 10000000 kbps

To illustrate how the adaptation rule constramigsimum , maximum andclosestare evaluated in
determining the operational CIR or PIR for the 7845, assume there is a queue where the
administrative CIR and PIR values are 90Kbps ar@lKlaps, respectively.

If the adaptation rule iminimum, the operational CIR and PIR values will be 96 &Kbpd 152
Kbps respectively, as it is the native hardwate gaeater than or equal to the administrative CIR
and PIR values.

If the adaptation rule imaximum, the operational CIR and PIR values will be 88 &lpd 144
Kbps.

If the adaptation rule islosest the operational CIR and PIR values will be 88 &bpd 152 Kbps,

respectively, as those are the closest matcheébdadministrative values that are even multiples
of the 8 Kbps rate step.
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Committed Burst Size

The committed burst size (CBS ) parameters spéuiyamount of buffers that can be drawn from
the reserved buffer portion of the queue’s buffeslpOnce the reserved buffers for a given queue
have been used, the queue contends with other gf®uadditional buffer resources up to the
maximum burst size.

The CBS for the queues is not configurable enttytiie access, network ports and access uplink
ports. The CBS value for the queues is set to gpjate default values which takes care of
specific FC needs in terms of maintaining the déffdial treatment.

Service Ingress QoS Policies

Service ingress QoS policies define ingress seffeicearding class meters and map flows to
those meters. When a service ingress QoS policseeted, it always has two meters defined that
cannot be deleted: one for the all unicast traffid one for all multipoint traffic. These meters
exist within the definition of the policy. The meteonly get instantiated in hardware when the
policy is applied to a SAP. In the case where #reise does not have multipoint traffic, the
multipoint meters will not be instantiated.

In the simplest service ingress QoS policy, affitas treated as a single flow and mapped to a
single meter, and all flooded traffic is treatedhad single multipoint meter. The required elements
to define a service ingress QoS policy are:

e A unique service ingress QoS policy ID.

* A QoS policy scope of template or exclusive.

« The number of classification and meter resourgeglocate for this policy.

» Allocates resources from the ingress internal Célsburce pool for use for service
ingress QoS policies. Additionally, allocate resmsrto the appropriate classification
match criteria.

« At least one default forwarding class meter. Themmeters that can be configured for a
meter are discussed ieter Parameters on page 38

Optional service ingress QoS policy elements ideiu

« Additional unicast meters up to a total of 8.
« Additional multipoint meters up to 31.
* QoS policy match criteria to map packets to a #oding class.
Each meter or a queue can have unique meter oeqpazameters to allow individual policing or

shaping of the flow mapped to the forwarding cld$e figure below depicts service traffic being
classified into three different forwarding classes.

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de Page 51



QoS Overview

Page 52

/ Egress Port
/ Ingress Egress Scheduler
/ Policers/Meters Queues
// ] EEEE
/g I | Expedited | DOE @ D 4+
|
Ingress AAAA
Match |E EO|E O | Assured Ooo@O D > -
Criteria
O
|
O BBBB
\ 4
. 0| BestEffot | BEEE( | 1>
\
\
\
Figure 3: Traffic Queuing Model for Forwarding Clas  ses

Mapping flows to forwarding classes is controllgddemparing each packet to the match criteria
in the QoS policy. The ingress packet classificatmforwarding class is subject to a classifiaatio

policy provisioned.

Table 17lists the classification rules that are availallaly a single classification policy can be
provisioned for an entity.

The IP and MAC match criteria can be very basiguite detailed. IP and MAC match criteria are
constructed from policy entries. An entry is idéatl by a unique, numerical entry ID. A single
entry cannot contain more than one match valuedch match criteria. Each match entry has an
action which specifies: the forwarding class ofkeds that match the entry.

The entries are evaluated in numerical order basdtie entry ID from the lowest to highest ID
value. The first entry that matches all match datéas its action performed.
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Table 17: Service Ingress QoS Policy IP Match Crite  ria in 7210 SAS-M network mode

IP Criteria

» DSCP value (available for SAPs in VPLS, IP source and mask, IP destination and mask,
VLL, PBB Epipe I-SAP, PBB VPLS I-SAP, IP protocol, TCP/UDP source port, TCP/UDP

IES and VPRN services) destination port,
(available only for SAPs in VPLS, VLL, PBB

Epipe I-SAP, PBB VPLS I-SAP, IES and
VPRN services)

Table 19: Service Ingress QoS Policy MAC Match Crit  eria

MAC Criteria

» |IEEE 802.1p/Dotlp value/mask, Source MAC
address/mask, Destination MAC address/mask,
EtherType Value/Mask (available for VLL, VPLS,
PBB (Epipe I-SAP, VPLS I-SAP, B-SAP), IES and
VPRN services.

Table 20:Service Ingress QoS Policy IPv6 Match Criteriain S AS-M network mode

IPv6 Criteria

» DSCP value (available for SAPs in VPLS, VLL, andPv6 128-bit source and mask, IPv6
PBB services) 128-bit destination and mask, IP
protocol/next-header, TCP/UDP
source port, TCP/UDP destination
port, (available only for SAPs in
VPLS, VLL, PBB Epipe I-SAP,
PBB VPLS I-SAP)
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IP Criteria
« DSCP value (available for access SAPs in VPLS, IP source and mask, IP destination
VLL, and IES services) and mask, IP protocol, TCP/UDP

source port, TCP/UDP destination
port, (available only for access
SAPs in VPLS, VLL, and IES ser-
vices)

Table 21: Service Ingress QoS Policy IPv6 Match Criteria21@ SAS-M and 7210 SAS-
T access-uplink mode

IPv6 Criteria

« DSCP value (available for SAPs in VPLS, and VLL IPv6 128-bit source and mask, IPv6
services) 128-bit destination and mask, IP
protocol/next-header, TCP/UDP
source port, TCP/UDP destination
port, (available only for SAPs in
VPLS and VLL services)

Table 22: Service Ingress QoS Policy MAC Match &id in 7210 SAS-M and 7210
SAS-T access-uplink mode

MAC Criteria

« |EEE 802.1p/Dotlp value/mask, Source MAC
address/mask, Destination MAC address/mask,
EtherType Value/Mask (available for VLL, VPLS,
and IES services.

The MAC match criteria that can be used for an Etbeframe depends on the frame’s format.
SeeTable 23
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Table 23: MAC Match Ethernet Frame Types

Frame Format Description

802.3 IEEE 802.3 Ethernet frame. Only the source Mégstination MAC and
IEEE 802.1p value are compared for match criteria.

Ethernet-II Ethernet type Il frame where the 80213gth field is used as an Ethernet
type (Etype) value. Etype values are two byte vafyreater than Ox5FF
(1535 decimal).

Table 24lists the criteria that can be matched for théower MAC frame types.

Table 24: MAC Match Criteria Frame Type Dependencie s

Frame Format Source MAC Dest MAC IEEE 802.1p Value Etyp e Value
802.3 Yes Yes Yes No

ethernet-I| Yes Yes Yes Yes

Service ingress QoS policy ID 1 is reserved fordbBault service ingress policy. The default
policy cannot be deleted or changed.

The default service ingress policy is implicitlymipd to all SAPs which do not explicitly have
another service ingress policy assigned. In thauepolicy no queues are defined. All traffic is
mapped to the default forwarding class which usester by default. The characteristics of the
default policy are listed ifiable 25

Table 25: Default Service Ingress Policy ID 1 Defin ition

Characteristic Item Definition
Meter 1 1 (one) meter all unicast traffic:
« Forward Class: best-effort (be)
*CIR=0
* PIR = max (4000000 kbps in case of a LAG with fowember
ports)

* MBS, CBS = default (values derived from applicabédicy)
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Table 25: Default Service Ingress Policy ID 1 Defin ition (Continued)

Characteristic Item Definition
Meter 11 1 (one) meter for all multipoint traffic:
*CIR=0
* PIR = max (4000000 kbps in case of a LAG with fovember
ports)
* MBS, CBS = default (values derived from applicabbdicy)
Flows Default Forwarding 1 (one) flow defined for all traffic:
Class (be) « All traffic mapped to best-effort (be)

The available ingress CAM hardware resources callbeated as per user needs for use with
different QoS classification match criteria. By aelt, the system allocates resources to maintain
backward compatibility with release 4.0. Users oantify the resource allocation based on their
need to scale the number of entries or numbersafcations (that is, number of SAPs using a
policy that uses a particular match criterionndfresources are allocated to a particular match
criteria used in the policy, then the associatibthat policy to a SAP will fail. Allocation of
classification entries also allocates meter ressjrased to implement the per FC per traffic type
policing function. Please refer to tResource Allocation for Service Ingress QoS padica

page 2160 know more about resource usage and allocati@AP ingress policies.

An aggregate SAP shaper is available for use p& $Ae aggregate shaper limits the rate of
unicast queued traffic across all the FCs configune SAP ingress.
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Hierarchical Ingress Policing

Hierarchical ingress policing allows the userspedify the amount of traffic admitted into the
system per SAP. It also allows the user to sharatailable bandwidth per SAP among the
different FCs of the SAP. For example, user camathe packets classified as Internet data to use
the entire SAP bandwidth when other forwarding sdasdo not have traffic.

It provides an option to configure SAP aggregatécpoper SAP on SAP ingress. The user should
configure the PIR rate of the aggregate policee Wier can optionally configure the burst size of
the aggregate policer.

The aggregate policer monitors the traffic on défe FCs and determines if the packet has to be
forwarded to an identified profile or dropped. Theal disposition of the packet is based on the
operating rate of the following:

e Per FC policer
» Per SAP aggregate policer

For more information on the final color assignedtaf packet, refer to the command description
of "aggregate-meter-rate” command in the 7210 SASdwices Guide.

A new meter mode “trtcm?2” (RFC 4115) is introdudeduse only on SAP ingress. When the
SAP aggregate policer is configured, the per F@pbtan be only configured in “trtcm2” mode.
The existing meter mode “trtcm” is re-named astrt” (RFC 2698). The meter modes “srtCM”
and “trtcm1” are used in the absence of aggregatenmn

NOTE: Before use of per SAP aggregate policer/metetentesources must be allocated using
the CLI command config> system> resource-profilegréss-internal-tcam> sap-aggregate-meter.
Change to the amount of resources allocated for &fgffegate meter requires a reboot of the node
to take effect. For more information, see the 7B&6ic System Guide.

Access Egress QoS Policies

An access egress policy defines the queue and ngackiaracteristics for the traffic egressing
towards the customer on the access ports. Thei@ @queues always available at the access port
and FCs are mapped into these 8 Queues. By coimiggappropriate queue shape rates the
individual FC traffic can be managed so that eachrgffic is well within SLA limits and does not
impact the serviceability of other FCs.

Access egress QoS policies define access quedenamforwarding class flows to queues.
There are 8 queues always available per accesamaull forwarding classes traffic is mapped
into these separate 8 queue asTadnle 31, Forwarding Class to Queue-ID Map, on @&gdo
define a basic access egress QoS policy, the filipare required:
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* A unigque service access QoS policy ID.
e A QoS policy scope of template or exclusive.

* The parameters that can be configured for a qaezidiscussed iQueue Parameters on
page 46

* |EEE 802.1p priority value remarking based on farging class.

In the 7210 SAS-M in network mode, 7210 SAS-M aBd@ SAS-T access-uplink mode,
remarking of dotlp or DSCP or both bits by def@utlisabled. It can be enabled by the
remarking command with options to remark dotlp/dscp/botls@né under access-egress
context. In 7210 SAS-M network mode, user is predigvith an option to remark Dotlp
or DSCP or both. In 7210 SAS-M and 7210 SAS-T ascgdink mode, user is provided
with an option to remark Dot1p bits only.

The forwarding class determination per service ®gpacket is determined at ingress. If the
packet ingressed the service on the same rougesgitvice ingress classification rules determine
the forwarding class of the packet. In network mafihe packet was received over a service
transport tunnel on a network port, the forwarditags is typically determined by in the MPLS
LSP EXP bits. For 7210 SAS-M and 7210 SAS-T in asaglink mode, if the packet was
received on a access-uplink port, the forwardirg<lis determined by the Dotlp bits in the outer
tag of the QinQ encapsulation.

Access egress QoS policy ID 1 is reserved as tfali@ccess ports which do not have another

access egress policy explicitly assigned. The cherniatics of the default policy are listed in the
following table.
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Table 26: Default Access Egress Policy ID 1 Definit  ion

Characteristic

Iltem

Definition

Queues

Network-Control (nc)

High-1 (h1)

Expedited (ef)

High-2 (h2)

Low-1 (I11)

Assured (af)

Low-2 (12)

Best-Effort (be)

Flows

Queue 1-8

Queue 8

Queue7

Queue 6

Queue 5

Queue 4

Queue 3

Queue 2

Queue 1

Default
Action

1 (one) queue defined for eaclctcddbs

» CIR=0

PIR=max (line rate)

CBS=default (values derived for optimal buffer gisa
* CIR=0

PIR=max (line rate)

CBS=default (values derived for optimal buffer gisa
* CIR=0

PIR = max (line rate)

CBS = default (values derived for optimal buffsage)
«CIR=0

PIR = max (line rate)

* CBS = default (values derived for optimal buffsage)
* CIR=0

* PIR = max (line rate)

» CBS = default (values derived for optimal buffeage)
« CIR=0

¢ PIR = max (line rate)

* CBS = default (values derived for optimal buffsage)
* CIR=0

* PIR = max (line rate)

» CBS = default (values derived for optimal buffeage)
« CIR=0

¢ PIR = max (line rate)

* CBS = default (values derived for optimal buffsage)

All FCs are mapped to corresponding Queues andatllies are
marked as follows:
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Table 26: Default Access Egress Policy ID 1 Definit  ion (Continued)

Characteristic Item Definition
In-Profile Out-Profile
Network-Control (nc) 7 7
High-1(h1) 6 6
Expedited (ef) 5 5
High-2 (h2) 4 4
Low-1 (I11) 3 3
Assured (af) 2 2
Low-2 (12) 1 1
Best-Effort (be) 0 0
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Buffer Pools

Buffer pools cannot be created or deleted in tHO®AS. The default pools created by the system
are distributed among various ports. The 7210 SASvien operating in network mode and
access-uplink mode, only supports port egress bpféfels by default. The egress buffer pools are
distributed as network egress buffer pool and acegsess buffer pools. When the decommission
entries are not configured, during system initiiian, based on the maximum number of ports to
be supported for access and network, the totakbigfdistributed into the access egress buffer
pool and the network egress buffer pool. The diation of the buffers into access and network
egress pools take care of the buffer requiremertteegort level for various queue shaping/
scheduling mechanisms and for various packet sagsng from 64 bytes to jumbo frames. Each
port on the system gets a equal portion of thelaviai buffers. From the buffers allocated to a
port, each queue gets its CBS amount of buffers.rémaining buffers are allocated towards the
shared MBS pool per port. All the queues of the pan use the buffers from the shared MBS
pool.

Using decommission command for Buffer Allocation on 7210 SAS-
M and 7210 SAS-T devices

Note: The platforms that support using decommissionroamd for buffer allocation are 7210
SAS-M in both access-uplink and network mode, atlants of 7210 SAS-M — namely 7210 SAS-
M 24F, 7210 SAS-M 24F 2XFP (ETR and non-ETR), vathwithout the CES MDA and the
2x10G MDA, and 7210 SAS-T. On 7210 SAS-M variahtt tsupport the 2 x10G MDA, it is
possible to decommission the 10G ports on the MDbfo @llocate more buffers to the 10G ports
on the MDA.

This feature enables the user to make efficienbliiee available port egress queue buffer pool by
allocating queue buffers of the unused ports tésp&ervices cannot be configured on the unused
ports as software takes away all the queue bugfgurces from these ports that need increased
amount of buffers to handle larger bursts. Thigvedl the operators who use limited number of
ports to deploy services, to increase the amouqtietie buffers allocated to them by
decommissioning ports that are not used to de@oyices.

The amount of credit of queue buffers received pgrais used to increase the MBS portion of the
buffer pool of the port. This allows any queue e port to use the buffers, if needed. The CBS
portion of the queue is not modified with this faat
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Note: The system has to be rebooted after decommisgjarfiports for the queue buffers to be
reallocated and the configuration to take effect.

The users have an option to specify the group®adspvhich receives the credit of queue buffers
freed up using the decommission command. Withapt®n, the user can specify a port or group
of ports which receives the credit of queue buffEa example, it is possible for the user to
configure decommissioning of 4 fixed copper portd allocate the freed queue buffers to the
remaining copper ports in the system or decommisSibber ports and allocate the freed up
gueue buffers to the 10G XFP ports, and so on. fieishanism allows the operators to provide
higher amount of queue buffers to a specific pod group of ports, allowing them to pick and
choose ports that need the extra buffers for alrsorption. The user is allowed to increase the per
port MBS pool limit so that more buffers are avhitato absorb larger bursts, at the cost of
decommissioning ports which are not used to configervices.

Note on Buffer allocation on 7210 SAS-M

Page 62 7

On 7210 SAS-M, each queue is allocated with a sfixaltl amount of buffers towards the CBS
(Committed burst size) and each port is allocatiéd ashared pool of buffers towards the MBS
(Maximum Burst Size). The per queue CBS portiobufers guarantees that the queue does not
starve due to lack of buffers and allows for lim¢erthroughput through the node. The buffers
allocated towards the MBS pool, allows each pofhaondle some amount of burst. Per port MBS
pool/portion of buffers is shared by all the queakthe port and allows any queue or a small
group of queues of the port to absorb larger b@sssiming that, not all the queues receive burst
simultaneously. In a typical network, the routeitstvin the ingress traffic is usually a mix of
packets of different sizes and different flows batsdifferent time intervals, thus allowing 7210
SAS-M to provide better burst absorption capabiigy queue.

The hardware implements an algorithm to handleestgufor allocation of buffers from the MBS
pool assuming that not all the ports and queuest laithe same time. This allows some queues to
utilize a larger portion of the buffers when iigilable, allowing them to handle larger bursts. A
the same time, the algorithm ensures that all tleags get fair share of the buffers, so that the
throughput on those ports is not affected. Whedware receives a packet, before it decides to
gueue up the packet on the egress queue of theatest port, it determines the discard threshold
for the queue based on the oversubscription factdrthe total amount of free buffers available at
that point of time. The queue’s discard threshsldigher, if the amount of free buffers availalsle i
larger (which indicates other queues on the node hesser congestion), allowing the queue to
absorb larger bursts. The queue’s discard threshdddver, if there is lesser amount of free
buffers available (which indicates that other queeaie heavily congested on the node), which
results in the packet being dropped. At the same,talgorithm allocates the available free buffers
to queues which are using lesser amount of bufferet using any buffers. This allows equal
sharing of available buffers and maintains a géwdughput for less congested queues.

210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



QoS Policies

Note on Buffer allocation on 7210 SAS-T

The buffer allocation on 7210 SAS-T is differerdrfr what is available on 7210 SAS-M. 7210
SAS-T has 2MB of packets buffers and it provides2fenodes of operation. In one mode, the
MBS pool is a shared across all queues on all [ftras is, referred to as per node from now on)
and in the other mode, the MBS pool is shared aathgjueues of a single port (that is, referred to
as per port from now on).

Per node MBS pool

In the per node mode, each of the 8 queues awaitabh port, is allocated a CBS amount of
committed buffers. The remaining amount of bufisrallocated towards the MBS pool that is
available for sharing among all the queues acribsiseaports of the node. In other words the MBS
pool is per node unlike the per port MBS pool oa 7210 SAS-MNote: The system internal
ports, such as internal loopback port used forarimg, port loopback with mac-swap, and others
are allocated some buffers. Additionally, some éngffare reserved for internal use. The 7210
SAS-T hardware implements a similar algorithm &s#B10 SAS-M to provide access to the per
node MBS pool of buffers. For more information, dexe on Buffer allocation on 7210 SAS-M
on page 62

Per port MBS pool

To allow operators better control over which p@es larger portion of queue buffers, the operator
is provided with an option to use per-port MBS pflile what is available on 7210 SAS-M) and
decommission ports. The decommissioning of portaig allowed when the node is booted with
the option to use per-port MBS pool.

With the decommissioning feature, the user is mrediwith an option to make efficient use of the
available port egress queue buffer pool by allecatjueue buffers of the unused ports to in-use
ports. It allows the user to specify the unusedtfmanel ports which cannot be used to deploy any
services. The software does not allocate any ghbefiers to these unused ports and assigns it to a
specific port or a group of ports. The user is pied with a CLI command to decommission a
port and make it unavailable to deploy servicess fitrechanism allows operators who use limited
number of ports to deploy services, to increaseatheunt of queue buffers allocated to them by
decommissioning ports that will not be used to dgny services.

The user has an option to specify the groups dbpehich will receive the credit of queue buffers
freed up using the decommission command. Withdpt®n, the user can specify a port or group
of ports which receives the credit of queue buffErg example, it is possible for the user to
configure decommissioning of 4 fixed copper porid allocate the freed queue buffers to the
remaining copper ports in the system or decommissifiber ports and allocate the freed up
gqueue buffers to the 10G XFP ports, and so on. fkeishanism allows the operators to provide
higher amount of queue buffers to a specific pod group of ports, allowing them to pick and
choose ports that need the extra buffers for kalrsorption.
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The amount of credit of queue buffers received pgrais used to increase the MBS portion of the
buffer pool of the port. This allows any queue ba port to use the buffers, if need be. The CBS
portion of the queue is not modified with this ig&t The system has to be rebooted after
decommissioning of ports for the queue bufferseadallocated and the configuration to take

Configuration guidelines for use of ‘Decommission’ commands on
7210 SAS-M and 7210 SAS-T devices

The CLI command ¢onfigure>system>resource-profile>decommission>ghailows

the user to configure the list of ports to be dewassioned and the list of ports that need
more buffers. The system does not allocate anygiduniffers to the ports which are
decommissioned. For more information, see the @bhrmand description for details on
the functionality provided by the command.

Packet buffers are added to the MBS pool of the (ee MBS pool is shared by the 8
gueues on the port) and the CBS portion of the esi@ue not modified.

The user can modify the list of ports or updatéhmlist of ports specified with the
decommission command (and also entry command) wieenode is up, but the changes
are effected by software only after a reboot oftB&0 SAS-M node.

The software maintains two lists of entries, anthie current list of ports and another
which has been modified by the user and takesteffdyg after the next reboot. These lists
can be displayed using the show command. The amafiign file always stores the list of
entries as configured by the user, so that wheoatel the modified entries and new
entries (if any) takes effect.

A port must be in administrative down (shutdowta}e before it is in a decommission
entry. An attempt to configure a port which is adistratively up (no shutdown) state
results in an error. The administrative state erdperational state of the port is not
affected by configuring the port in a decommissairy.

The decommissioned port cannot be used in anycgecenfiguration or as a loopback
port. An attempt to do so results in an error.

The decommissioned port must not be configuret B F parameter, ‘no-service-ports’.

Buffer allocation to a port should is possible &mcess ports, network ports or hybrid
ports. In other words, irrespective of port modés possible to assign more buffer
resources to the port.

The user needs to ensure that enough buffersvarlale for the internal loopback ports
or front-panel ports assigned for loopback. Itas recommended to take away buffers
allocated to these ports and assign it to otheisp®his might cause unintended behavior
of the system. The system software does not chegdkif, but expects users to ensure this
through proper configuration.
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« During system boot up, while executing the comnsaindhe configuration file software
checks if the no-service-ports are configured unidemdecommission entries. If there is
match, software throws an error and stops execuafidarther commands in the
configuration file. When this happens, user needmtrect the configuration file or the
BOF file, to either remove the ports from the deodssion entries or not configure them
as no-service-ports in the BOF, save the BOF fildne configuration file based on where
the change was made and reboot the node.

* On 7210 SAS-T, the decommission command takestaifay if the per port MBS pool is
in use, that is, the user needs to configure thecGimmand tonfigure>configure>
system> resource-profile> gos> mbs-pool pgrfefore using the decommission port
feature.

The following configuration sample shows the ptotbe decommissioned and the ports that need
more buffers.

A:7210SAS>config>system>res-prof>decom# info detail

entry 15 port 1/2/1,1/2/2 to 1/1/2
entry 23 port 1/1/5 to 1/1/3

A:7210SAS>config>system>res-prof>decom#

Note: For more information on the decommission CLI coamahs, see the “7210 SAS OS Basics
System User Guide”.
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Slope Policies

The available buffer space is partitioned into bufiools. The buffers for a queue are allocated
from a single buffer pool. On 7210 SAS-M (networkahe and access-uplink mode), buffer pools
are created for access port egress, network pasggin network mode) and access uplink port
egress (in access uplink mode). In 7210 SAS-Thtlter allocation is done as described above in
the section on Buffer Allocation.

Slope policies define the RED slope characteristtca percentage of pool size for the pool on
which the policy is applied.

On 7210 SAS-M (network mode and access-uplink mdd&ult buffer pools exist (logically) at
the port levels.

» Access egress pool

* Network egress pool (in network mode)

» Access uplink egress pool (in access uplink mode)

By default, each queue on the port is associatdusiope-policydefault which disables the high-
slope, low-slope, and non-TCP slope within the pool

On 7210 SAS-M (network mode and access-uplink médegss, anetwork pools (in network
mode) and access uplink pools (in access uplinkenark created at the port level; creation is
dependent on the physical port mode (network ,ssca® access uplink).

Note: If WRED is not configured, then taildrop ised.
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RED Slopes In Network and Access-uplink Mode

Operation and Configuration

On 7210 SAS-M (network mode and access-uplink medelh queue provides user an option to
configure high-priority RED slope a non-TCP REDm@nd a low-priority RED slope or use 2
slopes - high-priority RED slope and a low-priofR¥ED slope per queue. On 7210 SAS-T, each
queue, supports a high-priority RED slope and apoierity RED slope.

The high-priority RED slope manages access tolthees! portion of the buffer pool for high-
priority or in-profile packets. The low-priority REslope manages access to the shared portion of
the buffer pool for low-priority or out-of-profilpackets. The non-TCP slope manages access to
the shared portion of the buffer pool for non-TGRlets (such as MPLS packets received on
network ingress).

By default, the high-priority, low-priority , andon-TCP RED slopes are disabled.

The WRED uses average queue lengths, queue thdeghralvisioned, and drop probablility to
calculate the packet’s eligibility to be enqueuElde committed portion of the buffer pool is
exclusively used by a queue to enqueue trafficiwitommitted rate.

For the queues within a buffer pool, packets ateeeiqueued using committed burst size (CBS)
buffers or shared buffers. The CBS buffers are Bitnpffer memory that has been allocated to the
gueue while the queue depth is at or below its @B&hold. The amount of CBS assigned to all
queues is dependent upon the number of queuesdrdélae setting of the default CBS as defined
in the policy, and any CBS values set per queukinvd QoS policy. However, from a functional
perspective, the buffer pool does not keep track®total of the CBS assigned to queues serviced
by the pool. CBS subscription on the pool is aniadtrative function that must be monitored by
the queue provisioner.

For access and network buffer pools, the percert&the buffers that are to be reserved for CBS
buffers is configured by the software (cannot baenged by user). This setting indirectly assigns
the amount of shared buffers on the pool. Thisigvgortant function that controls the ultimate
average and total shared buffer utilization valalewdation used for RED slope operation. The
CBS setting can be used to dynamically maintairbtiféer space on which the RED slopes
operate.

When a queue depth exceeds the queue’s CBS, paeketsed on that queue must contend with
other queues exceeding their CBS for shared buffersesolve this contention, the buffer pool
uses two RED slopes to determine buffer availabiit a packet by packet basis. A packet that
was either classified as high priority or consideireprofile is handled by the high-priority RED
slope. This slope should be configured with REDapeaters that prioritize buffer availability over
packets associated with the low-priority RED sldpackets that had been classified as low
priority or out-of-profile are handled by this logpviority RED slope.
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The following is a simplified overview of how a REdlbpe determines shared buffer availability
on a packet basis:

1.

The RED function keeps track of shared buffdizatiion and shared buffer average utiliza-
tion.

2. At initialization, the utilization is O (zero) drihe average utilization is O (zero).

3. When each packet is received, the current avartigetion is plotted on the slope to deter-

mine the packet’s discard probability.

A random number is generated associated witpdloket and is compared to the discard
probability.

The lower the discard probability, the lower dhe@nces are that the random number is within
the discard range.

If the random number is within the range, thekpads discarded which results in no change
to the utilization or average utilization of theaskd buffers.

A packet is discarded if the utilization variaiseequal to the shared buffer size or if the uti-
lized CBS (actually in use by queues, not justriEfiby the CBS) is oversubscribed and has
stolen buffers from the shared size, lowering tifecéve shared buffer size equal to the
shared buffer utilization size.

If the packet is queued, a new shared bufferameeutilization is calculated using the time-
average-factor (TAF) for the buffer pool. The TA€sdribes the weighting between the pre-
vious shared buffer average utilization result tredlnew shared buffer utilization in deter-
mining the new shared buffer average utilizati@edTuning the Shared Buffer Utilization
Calculation on page 69

. The new shared buffer average utilization is usethe shared buffer average utilization next

time a packet’s probability is plotted on the RHOpe.

10.When a packet is removed from a queue (if tHietsureturned to the buffer pool are from

the shared buffers), the shared buffer utilizattoreduced by the amount of buffers returned.
If the buffers are from the CBS portion of the geigile returned buffers do not result in a
change in the shared buffer utilization.
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Figure 4: RED Slope Characteristics

A RED slope itself is a graph with an X (horizoptahd Y (vertical) axis. The X-axis plots the
percentage of shared buffer average utilizatiomgyé&rom 0 to 100 percent. The Y-axis plots the
probability of packet discard marked as 0 to 1. @&bial slope can be defined as four sections in
(X, Y) points Figure 4:

1. Section A'is (0, 0) to (start-avg, 0). This ie fhart of the slope that the packet discard value
is always zero, preventing the RED function frorscdirding packets when the shared buffer
average utilization falls between 0 and start-avg.

2. Section B is (start-avg, 0) to (max-avg, max-prdlnis part of the slope describes a linear
slope where packet discard probability increasa® fzero to max-prob.

3. Section C is (max-avg, max-prob) to (max-avg;Thjs part of the slope describes the instan-
taneous increase of packet discard probability froax-prob to one. A packet discard prob-
ability of 1 results in an automatic discard of gaeket.

4. Section D is (max-avg, 1) to (100%, 1). On ttdst pf the slope, the shared buffer average
utilization value of max-avg to 100% results inacket discard probability of 1.

Plotting any value of shared buffer average utiiczawill result in a value for packet discard
probability from 0 to 1. Changing the values farstavg, max-avg and max-prob allows the
adaptation of the RED slope to the needs of thesscor network queues using the shared portion
of the buffer pool, including disabling the RED 0

Tuning the Shared Buffer Utilization Calculation

The 7210 SAS Mallows tuning the calculation of 8teared Buffer Average Utilization (SBAU)
after assigning buffers for a packet entering auguees used by the RED slopes to calculate a
packet's drop probability. The 7210 SAS M implenseatime average factor (TAF) parameter in
the buffer policy which determines the contributidfrthe historical shared buffer utilization and
the instantaneous Shared Buffer Utilization (SBtgalculating the SBAU. The TAF defines a
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weighting exponent used to determine the portiothefshared buffer instantaneous utilization
and the previous shared buffer average utilizatiwed to calculate the new shared buffer average
utilization. To derive the new shared buffer averaglization, the buffer pool takes a portion of
the previous shared buffer average and addslietinizerse portion of the instantaneous shared
buffer utilization (SBU). The formula used to cdkted the average shared buffer utilization is:

1 2TAF_
SBAY, = (SBUx ZTAF) +[SBAq]_lx—Eﬂ—F—]

where:

SBAU,, = Shared buffer average utilization for event n
SBAU,,.; = Shared buffer average utilization for event jn-1

SBU = The instantaneous shared buffer utilization
TAF = The time average factor

Table 27shows the effect the allowed values of TAF haveéhenrelative weighting of the
instantaneous SBU and the previous SBAU (SBA{has on the calculating the current SBAU
(SBAU,).

Table 27: TAF Impact on Shared Buffer Average Utili  zation Calculation

TAF 2TAF Equates Shared Buffer Shared Buffer Average

To Instantaneous Utilization Portion
Utilization Portion

0 20 1 1/1 (1) 0 (0)

1 ol 2 1/2 (0.5) 1/2 (0.5)

2 22 4 1/4 (0.25) 3/4 (0.75)

3 23 8 1/8 (0.125) 7/8 (0.875)

4 24 16 1/16 (0.0625) 15/16 (0.9375)

5 25 32 1/32 (0.03125) 31/32 (0.96875)

6 26 64 1/64 (0.015625) 63/64 (0.984375)

7 27 128 1/128 (0.0078125) 127/128 (0.9921875)

8 28 256 1/256 (0.00390625) 255/256 (0.99609375)
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Table 27: TAF Impact on Shared Buffer Average Utili  zation Calculation (Continued)

TAF 2 TAF Equates Shared Buffer Shared Buffer Average
To Instantaneous Utilization Portion
Utilization Portion
9 29 512 1/512 (0.001953125) 511/512 (0.998046875)
10 210 1024 1/1024 (0.0009765625) 1023/2024
(0.9990234375)

11 ol1 2048 1/2048 2047/2048
(0.00048828125) (0.99951171875)

12 212 4096 1/4096 4095/4096
(0.000244140625) (0.999755859375)

13 213 8192 1/8192 8191/8192
(0.0001220703125) (0.9998779296875)

14 ol4 16384 1/16384 16383/16384
(0.00006103515625) (0.99993896484375)

15 215 32768 1/32768 32767/32768

(0.000030517578125)  (0.999969482421875)

The value specified for the TAF affects the speedtach the shared buffer average utilization
tracks the instantaneous shared buffer utiliza#olow value weights the new shared buffer
average utilization calculation more to the shdreffier instantaneous utilization. When TAF is
zero, the shared buffer average utilization is etputhe instantaneous shared buffer utilization. A
high value weights the new shared buffer averailjegation calculation more to the previous
shared buffer average utilization value. The TARigapplies to all high and low priority RED
slopes for ingress and egress buffer pools coettdlly the buffer policy.
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Slope Policy Parameters

The elements required to define a slope policy are:

e Aunique policy ID.

e On 7210 SAS-M, choose whether the three slopegyenie must be used or two slopes
must be used. On 7210 SAS-T, only two slopes peugs available.

e The high and low RED slope shapes for the bufferp settings for the high-priority and
low-priority RED slopes.

« The RED slope shapes for the buffer-pool, thagestings for the RED slopes:

- If 3 slopes are used, then user needs to conflggrepriority TCP slope, low -
priority TCP slope and non-TCP slope parameters.

- If two slopes are used, then user needs to corfigigh-priority slope and low -
priority slope parameters.

All slopes are available per queue and the follgyparameters are configurable for each slope:

» start-avg

* max-avg

* max-prob

« Time average factor (TAF)
A slope policy is defined with generic parametershat it is not inherently an access or a network
policy. A slope policy defines access egress buffanagement properties, when it is associated

with an access port buffer pool and network egbedfer management properties, when it is
associated with a network port buffer pool.

Each access egress buffer pool and network egoegs@n be associated with only one slope
policy ID.

Slope policy IDdefault is reserved for the default slope policy. The difaolicy cannot be
deleted or changed. The default slope policy idititly applied to all access and network buffer
pools which do not have another slope policy expliassigned.

Table 28lists the default values for the default slopegyol

Table 28: Default Slope Policy Definition (for 7210  SAS-M configured in Network mode)

Parameter Description Setting
Policy ID policy ID default (for default policy)
High (RED) slope Administrative state Shutdown
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Table 28: Default Slope Policy Definition (for 7210  SAS-M configured in Network mode)

Parameter Description Setting
start-avg 70% utilization
max-avg 90% utilization
max-prob 75%

Low (RED) slope Administrative state Shutdown
start-avg 50% utilization
max-avg 75% utilization
max-prob 75%
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Table 28: Default Slope Policy Definition (for 7210  SAS-M configured in Network mode)

Parameter Description Setting
Non-TCP (RED) slope Administrative State Shutdown
start-avg 50% utilization
max-avg 75% utilization
max-prob 75%
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CPU Queues

The packets that are destined to the CPU are fizienli based on the application. Some of the
applications that are prioritized are Layer 2 gsakets (copy of which is sent to CPU for MAC
learning), EFM, CFM, STP, LACP, OSPF, IS-IS, RSVEDP, and so on.

The packets destined to the CPU are classifiednally and are placed into the correct queue.
These packets are rate-limited to prevent DoS kataiche software programs the classification
entries to identify these packets and assigns appte bandwidth and priority to them. It is not
configurable by the user.
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Port Scheduler Policies

Port scheduler policies control the traffic behawio a per-port basis. Associated with each egress
port is a set of eight class of service (CoS) qaeual a default port-scheduler-policy named
“default”. This default policy makes the port tdhawe in strict mode. The default policy cannot be
modified. The user can attach another policy topihi to change its scheduling behavior. The
scheduler that provides the arbitration acroseifjet CoS queues is a scheduler that is configured
in a variety of modes. A major aspect of the aalibn mechanism is the ability to provide
minimum and maximum bandwidth guarantees. Thisi®@aplished by tightly integrating a
network queue and access egress policies intactiexlaler. After the packets are mapped into a
COS queue, they are forwarded/conditioned usingobtigese schedulers (such as Strict Priority
(SP), Round-Robin (RR), Weighted Round-Robin (WRRgjghted Deficit Round-Robin
(WDRR), (WRR+SP, WDRR+SP). The traffic shaping aspetightly integrated with the
scheduler.

Scheduler Modes

Page 76 7

The scheduling modes interact with the minimum mrackimum bandwidth CoS queue and
maximum bandwidth egress port shaping specificati@ach egress port may be configured to
have a specific scheduling mode. The scheduldrdisvices the queues to meet their CIR and
then services the queues to meet the PIR. Therévarpossibilities as follows:

»  Strict priority scheduling across CoS queues — Jthiet priority scheduler provides strict
priority access to the egress port across the @e8ejfrom highest CoS queue index (7)
to the lowest (0). The purpose of the strict ptiosicheduler is to provide lower latency
service to the higher CoS classes of traffic. Ia thode, the scheduler services the queues
in order of their prority in both the CIR and Pisbp.

Table 29: Minimum and Maximum Bandwidth Meters Exam  ple

QoS Queue Name Minimum Bandwidth Maximum Bandwidth
7 10 Mbps 1 Gbps
6 10 Mbps 1 Ghps
5 50 Mbps 1 Gbps
4 50 Mbps 1 Ghps
3 50 Mbps 1 Gbps
2 50 Mbps 1 Ghps
1 50 Mbps 1 Gbps
0 50 Mbps 1 Ghps
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Displayed inTable 29 CoS queues 7 and 6 each have a minimum bandspettification
of 10 Mbps, whereas the remaining QoS queues heninimmum bandwidth specification
of 50 Mbps. All CoS queues have a maximum bandwsgtrcification of 1 Gbps. The
goal of these settings is to guarantee the minirhandwidth settings for each of the
gqueues while also allowing each CoS queue to figly the egress port capability by
having the maximum bandwidth setting at 1 Gbps. Sthet priority scheduler mode
provides low latency service for CoS queues 6 anthile their minimum bandwidth
guarantees are being satisfied.

¢ Round robin scheduling across CoS queues — Thedroabin scheduler mode provides
round robin arbitration across the CoS queues.stheduler visits each backlogged CoS
gqueue, servicing a single packet at each queuedmafoving on to the next one. The
purpose of the round robin scheduler is to prof@ileaccess to the egress port bandwidth
(at a packet level). This works best when packagssare approximately comparable. In
this mode, the scheduler services the queues imdronbin for both the CIR and the PIR
loop.

* Weighted round robin (WRR) — In WRR mode, the sither provides access to each
CoS queue in round robin order.When the schedsilpraviding access to a particular
queue, it services a configurable number of baeliack packets before moving on to the
subsequent CoS queue. A value of strict is usegsmnate that a particular queue be
considered to be a part of a hybrid Strict + WRRfiguration. The values 1 to 15 are
used to indicate the number of back-to-back padkelt® serviced when the scheduler is
servicing a particular CoS queue. If the weight#jed is N, but if the number of packets
in the queue is lesser than N, the scheduler amegimvorking and moves on to the next
backlogged queue. In this mode, with no strict gseconfigured, the scheduler services
the queues in round robin in the CIR loop. The mped weights are not considered in
the CIR loop. The weights are used only in the B.

*  Weighted deficit round robin (WDRR) scheduling— Amerent limitation of the WRR
mode is that bandwidth is allocated in terms okeéts WRR works well if the average
packet size for each CoS queue flow is known.WDRRsat addressing this issue.
WDRR provides a bandwidth allocation scheduler mibdé takes into account the
variably-sized packet issue by maintaining suffitistate information when arbitrating
across the CoS queues. In this mode, with no sfdeties configured, the scheduler
services the queues in round-robin in the CIR Iddre configured weights are not
considered in the CIR loop. The weights are usdyliarthe PIR loop. A weight value of
1 to 15 can be configured for each queue. Basdteoweights provided respective
amount of bytes is de-queued from the queue. AevaflD is used to designate that a
particular queue be considered to be a part obaidhystrict + WDRR configuration. If a
weight value of 1 is given for queue 1 and 5 isgiVor queue 2, then we will see traffic
out of the port in the ratio of 1:5 between thewpge(1 and 2), provided no traffic is
flowing in the other queues. A weight value of 1actually pump out 2Kbytes from that
queue, a value of 5 will pump out 10 Kbytes. Twac¢ehe weight value given will be
pumped out.

e Strict + WRR/WDRR — If the WRR/WDRR weight assdei@ with a particular CoS
gqueue is set to strict, the queue is considerde o a strict priority mode. This set of
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strict priority queues is serviced first in the eraf their CoS numbering (higher
numbered CoS queue receives service before smaitebered queues). In this mode, the
scheduler services the strict queues first and tiveigueues configured with weights in
both the CIR and PIR loop. The scheduler ensui@sttmeets the CIR of all the queues
(both strict queues and queues with weight), ifdvédth is available before scheduling
the queues in the PIR loop. If multiple queuescargigured as strict, the higher-priority
strict queues are serviced first before the lowarijby strict queues in both the CIR and
the PIR loop. The weights configured for the quearesonly considered during the PIR
loop.

CPU Queues

The packets that are destined to the CPU are fiziedlibased on the application. Some of the
applications that are prioritized are Layer 2 gatekets (a copy of which is sent to CPU for MAC
learning), EFM, CFM, STP, LACP, ICMP, etc. The Cpidvides eight queues from BE (0) to NC
(7). The packets destined to the CPU are clasdifiiednally and are put into the correct queue.

These packets are rate-limited to prevent DoS kdtache software programs the classification
entries to identify these packets and assigns apipte bandwdith and priority to them. It is not
configurable by the user.
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Egress Port Rate Limiting
The 7210 SAS supports port egress rate limitifgs Teatures allows the user to limit the

bandwidth available on the egress of the portwtalae less than the maximum possible link
bandwidth. It also allows the user to control theoant of burst sent out.
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Forwarding Classes
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7210 SAS devices support multiple forwarding classed class-based queuing, so the concept of
forwarding classes is common to all of the QoSqiesi.

Each forwarding class (also called Class of Sery@S)) is important only in relation to the other
forwarding classes. A forwarding class provideswoek elements a method to weigh the relative
importance of one packet over another in a diffeferwarding class.

Queues are created for a specific forwarding diasetermine the manner in which the queue
output is scheduled. The forwarding class of thekpg along with the in-profile or out-of-profile
state, determines how the packet is queued anddth(ttie per hop behavior (PHB)) at each hop
along its path to a destination egress point. 2A8 devices support eight (8) forwarding classes
(Table 30.

Table 30: Forwarding Classes

FC-ID FC Name FC DiffServ Notes
Designa- Name
tion
7 Network NC NC2 Intended for network control traffic.
Control

6 High-1 H1 NC1 Intended for a second network control
class or delayl/jitter sensitive traffic.

5 Expedited EF EF Intended for delayl/jitter sensitiadfic.

4 High-2 H2 AF4 Intended for delayl/jitter sensitiveftia

3 Low-1 L1 AF2 Intended for assured traffic. Also igth
default priority for network management
traffic.

2 Assured AF AF1 Intended for assured traffic.

1 Low-2 L2 Cs1 Intended for BE traffic.

0 Best Effort BE BE

Note thafTable 30presents the default definitions for the forwagditasses. The forwarding class
behavior, in terms of ingress marking interpretatimd egress marking, can be changed by a
Network QoS Policies in Network Mode on page &l forwarding class queues support the
concept of in-profile and out-of-profile.
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Forwarding-Class To Queue-ID Map

There are 8 forwarding classes supported on 7219 8AEach of these FC is mapped to a
specific queue. By mapping FC to different quehesdifferential treatment is imparted to various
classes of traffic.

In the7210 SAS M, there are only 8 queues availabthe port level. These 8 queues are created
by default per port. Users cannot create or détetejueues or the queue ID. Only the queue
parameters can be changed. The queue-id is natfegemble entity and queue ID 1 to 8 are, by
default, used to identify these 8 queues availabléhe port. The 8 queues are available both on
the access and network ports. Queue parametetteefge 8 queues can be configured as part of the
access egress QoS policy which is applied on tbesagorts and network queue policy which is
applied on the network ports.

The queue ID 1 to 8 are assigned to each of theeBap. Queue-ID 8 is the highest priority and
queue-id 1is the lowest priority. FCs are correstiugly mapped to these queue IDs according to
their priority. The stystem defined map is as shawhable 31

Table 31: Forwarding Class to Queue-ID Map

FC-ID FC Name FC Designation Queue-ID
7 Network control NC 8
6 High-1 H1 7
5 Expedited EF 6
4 High-2 H2 5
3 Low-1 L1 4
2 Assured AF 3
1 Low-2 L2 2
0 Best-Effort BE 1
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QoS Policy Entities

Services are configured with default QoS policisdditional policies must be explicitly created
and associated. There is one default service ingpes$ policy, one default access egress QoS
policy, two default network QoS policy (one eachrietwork qos policy of type ip-interface and
of type port) and two default port scheduler palioyly one ingress QoS policy and one egress
QoS policy can be applied to a SAP, IP interfaedwork port, or access uplink ports.

When you create a new QoS policy, default valuegpaovided for most parameters with the
exception of the policy ID, descriptions. Each pylhas a scope, default action, a description, and
meters for ingress policies and queues for egrelésigs. The queue is associated with a
forwarding class.

QoS policies can be applied to the following ses\igpes:

» Epipe — Only SAP ingress policies are supportedmipipe service access point (SAP).
* VPLS — Only SAP ingress policies are supportecdh&PLS SAP.
«  VPRN — SAP ingress policies are supported on RNFESAP.

QoS policies can be applied to the following eesti

* Access egress policies on access ports

* Network QoS policy on access uplinknetwork pamtrietwork mode) or access uplink
port (in access uplink mode)

* Network queue policy (egress) on access uplinkastygort (in network mode) or access
uplink port (in access uplink mode).

QoS prioritizes traffic according to the forwardidlgss and uses congestion management to
control access ingress, access egress, and nerafiik (network port or access-uplink port) ,
enqueuing packets according to their priority (cplo

QoS Policy Entities for Hybrid port

* Network queue policies are supported for queudigoration of egress queues on hybrid
ports. These egress queues are shared by traffioseof SAPs and network IP interfaces
configured on hybrid port.

» Network qos (type == ip-interface) policies ar@parted for network IP interfaces on
hybrid ports. The behavior is similar to the exigtbehavior for network IP interfaces on
network ports. It supports per IP interface ingr@assification and policing, and egress
marking (only EXP marking for MPLS traffic).

Page 82 7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



QoS Policies

* Network qos (type == port) policies are suppoftachybrid ports. The behavior is similar
to existing behavior for network ports. It suppgr&s port ingress classification and
policing, and egress marking (Dot1p and/or DSCPkingj.

* SAP ingress QoS policies are supported for SARfgared on Hybrid ports. The
behavior is similar to existing behavior for acc8#e® ingress. It supports per SAP
ingress classification and policing.

« For marking traffic sent out of SAPs and IP traent out of IP interfaces configured on
hybrid port, user needs to use the network qogyoli type 'port’, with an option to mark
Dotlp, DSCP, or both.

NOTE that if DSCP marking or both is specified el the traffic, including the traffic
sent out of SAPs configured in a L2 services, bélmarked with IP DSCP.
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Configuration Notes

The following information describes QoS implemeiatatcaveats:

« Creating additional QoS policies is optional.

« Default policies are created for service ingressgess service egress, network, network-
queue, slope, and port scheduler.

* Associating a service or access uplink or IP fat or network ports with a QoS policy
other than the default policy is optional.
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Port Level Egress Rate-Limiting

In This Section

This section provides information to configure gdextel egress-rate using the
command line interface.

Topics in this section include:

* Overview on page 86
« Basic Configurations on page 88
* Configuration Commands on page 92
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Overview

Overview

Egress port rate limiting allows the device to tithie traffic that egresses through a port to aeal
less than the available link bandwidth. This featisrsupported on the 7210 SAS-Series
platforms.

Applications

This feature is useful when connecting the 7210 8A&h Ethernet-over-SDH (EoSDH) (or
microwave) network, where the network allocateslptermined bandwidth to the nodes
connecting into it, based on the transport bandwidguirement. When connecting to such a
network it is important that the traffic sent irtee SDH node does not exceed the configured
values, since the SDH network does not have Qo&bilities and buffers required to prioritize
the ingress traffic.

Egress rate attributes include:

Allows for per port configuration of the maximurgress port rate, using the egress-rate
CLI command.

Ethernet ports configured asaccess, access ugtidetworksupport this feature.

The port scheduler distributes the available maximegress bandwidth based on the CIR/
PIR configuration parameters provisioned for theugs.

Provides support for a burst parameter to contrlamount of burst the egress port can
generate.

When ports are members of a LAG, all the portstheesame value for the egress-rate and
the max-burst parameters.

If frame overhead accounting is enabled, then geeheduler accounts for the Ethernet
frame overhead.
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Effect of Port Level Rate-Limiting on Network Queue Functionality

* When an egress-rate sub-rate value is given,aheark queue (on network ports or
access uplink ports) rates that are specified ysémgentages will use the egress-rate
value instead of the port bandwidth to configure dppropriate queue rates.
Configuration of egress port rate to different eawvill result in a corresponding dynamic
adjustment of rates for the queues configured ewark ports, or access uplink ports.

* When the egress-rate sub-rate value is set, CBS/bfBhe associated network queues
will not change.
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Basic Configurations

To apply port level rate-limiting, perform the foling:

* Theegress-ratecommand is present in thA:Dut-1>config>port>ethernet context.

* Theegress-rateconfigures the maximum rate (in kbps) for the pdhe value should be
between 1 and 1000000 kbps and between 1 and 100&@ps for 10G port.

e Themax-burst command configures a maximum-burst (in kilo-bés}ociated with the
egress-rate. This is optional parameter and iflefihed then, by default, it is set to 64kb
for a 1G port and 66kb for a 10G port. User camooifigure max-burst without
configuring egress-rate. The value should be beatvéde and 16384 or default.

« By default there is no egress-rate command spoon By default egress-rate for a port is
maximum (equal to line-rate).

e On 10G port, if ERL configured is more than 8Qigsirecommended to configure burst
value higher than 80kbits to avoid packet drops.

The following displays the egress-rate configurafior a port:

*A:Dut-1>config>port# info

ethernet

egress-rate 120000 max-burst 234
exit
no shutdown

*A:Dut-1>config>port#
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Modifying Port Level Egress-Rate Command

To modify egress-rate parameters you can simpllyappgress-rate command with new egress-
rate and max-burst value.

The following displays the egress-rate configurafior a port:

*A:Dut-1>config>port# ethernet egress-rate 10000 ma x-burst default
*A:Dut-1>config>port# info

ethernet

egress-rate 10000
exit
no shutdown

*A:Dut-1>config>port#
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Removing Port Level Egress-Rate Command

To remove egress-rate command from a port, usaedloption with theegress-ratecommand.
The rate for the egress-rate option and max-bhisild not be used in this case.

CLI Syntax:  config>port>ethernet# no egress-rate

The following displays the removal of egress-ratefiguration from a port:

*A:Dut-1>config>port# no ethernet egress-rate
*A:Dut-1>config>port# info

ethernet
exit
no shutdown

*A:Dut-1>config>port#

Default Egress-Rate Values

By default no egress-rate is configured for a port.
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Port Level Egress-Rate Command Reference

Command Hierarchies

Configuration Commands

config
— port
— ethernet
— egress-ratesub-rate[max-burst size-in-kbity
— noegress-rate

Show Commands

show
— port [port-id]
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Port Level Egress-Rate Command Reference

Configuration Commands

egress-rate

Syntax  egress-rate sub-rate [max-burst size-in-kbits]
no egress-rate

Context config>port>ethernet

Description This command configures maximum rate and correspgrizlirst value for a port. The egress-rate
is configured as kbps while max-burst is configuasdilo-bits while max-burst should be
between 64 and 16384 or default.

Theno form of the command removes egress-rate from dine p
Default No egress-rate and max-burst is configured foptire

Parameters sub-rate —Specifies an integer value between 1 and 10000} &nd between 1 and 10000000 kbps for
10G port.

max-burst size-in-kbits— Specifies an integer value, in kilo-bits, betwedrad 16384 or default.
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Show Commands

port

Syntax
Context

Description

Parameters

port [port-id]

show

This command displays Egress-Rate and Max-Bursievsdt for port along with other details of

the port.

port-id —Displays information about the specific port ID.

Sample Output

*A:Dut-1>config>port>ethernet# show port 1/1/23

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface :1/1/23 Ope
Link-level : Ethernet Con
Admin State Jup Ope
Oper State Tup Con
Physical Link  : Yes MTU
Ifindex : 36405248 Hol

Last State Change :03/12/2001 03:31:09 Hol
Last Cleared Time : N/A

Configured Mode : network Enc
Dot1Q Ethertype : 0x8100 Qin
Net. Egr. Queue Pol: default Acc
Egr. Sched. Pol : default Net
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : 100000 Max
Down-when-looped : Disabled Kee
Loop Detected : False Ret

Configured Address : 00:f7:d6:5e:98:18
Hardware Address : 00:f7:d6:5e:98:18
Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

Model Number : 3HEOO062AAAAO0L ALA IPUIAEHDA
TX Laser Wavelength: 0 nm Dia

Connector Code : Unknown Ven
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r Speed : 100 mbps
fig Speed :1 Gbps
r Duplex  :full
fig Duplex : full

19212
dtimeup :0seconds

d time down : 0 seconds

ap Type 2 null

Q Ethertype : 0x8100
ess Egr. Qos *: n/a
work Qos Pol : 1

/MDX : MDX

lect-stats : Disabled

Burst : 8000

p-alive 110

ry 1120

A6

g Capable :no

dor OUI : 00:90:65
de
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Manufacture date :2008/09/11 Med ia : Ethernet
Serial Number : PEB2WGH
Part Number : FCMJ-8521-3-A5
Optical Compliance : GIGE-T
Link Length support: 100m for copper
Traffic Statistics

Input Output
Octets 150 28477 3236
Packets 16729 19
Errors 0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output
Unicast Packets 11611 17
Multicast Packets 359 0
Broadcast Packets 4759 2
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors : 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors  : 0 Int MAC Rx Errs : 0

*A:MTU-T2>config>port>ethernet#
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Frame Based Accounting

In This Section

This section provides information to configure fedvased accounting using the
command line interface.

Topics in this section include:

¢ Overview on page 96
« Basic Configurations on page 97
* Configuration Commands on page 100
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Overview

Overview

This feature when enabled let QoS policies to actoior the Ethernet frame overhead (for
example, it accounts for the IFG (inter-frame gap) the preamble). Typically, the IFG and
preamble constitutes about 12 + 8 = 20 bytes. Tleehead for Ethernet ports uses this value.

A configurable CLI command enables accounting efftame overhead at ingress or egress. This
is a system wide parameter and affects the behaftibie ingress meter or egress rate. When
disabled, the queue rates and egress-rate do catratcfor the Ethernet frame overhead. By
default frame-based accounting is disabled foribgtiess and egress.

Effects of Enabling Ingress Frame Based Accounting on Ingress Meter
Functionality

To enable system-wide consistency in configuring@aeue and meter rate parameters, the
meters used on the system ingress might need taactor Ethernet frame overhead. Network
ingress and service ingress meters account forigth&rame overhead. A configurable CLI
command can enable or disable the frame overheamliating. This is a system-wide parameter
affecting the behavior of all the meters in theteys

Effects of Enabling Egress Frame Based Accounting o n Network Queue
Functionality

If frame overhead consideration is enabled, thesugischeduler accounts for the Ethernet frame
overhead. The maximum egress bandwidth accounthddethernet frame overhead (it accounts
for the IFG (inter-frame gap) and the preamblepi@slly, the IFG and preamble constitutes about
12 + 8 = 20 bytes. The overhead for Ethernet pmés this value.

A configurable CLI command enables accounting efftame overhead. This is a system wide
parameter and affects the behavior of all egressiegi(when frame-based-accounting is enabled
on egress port (network ports or access-uplinkspad applicable), the associated queues also
account for frame overhead implicitly). When digahlthe egress-rate command does not account
for the Ethernet frame overhead.

Accounting and Statistics

Page 96

Accounting logs and statistics do not account fanfe overhead.
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Frame Based Accounting

Basic Configurations

To enable frame-based accounting, you must perfbenfiollowing:

* Theframe-based-accountingcommand is in th#A:Dut-1> config>gqos>frame-based-
accounting context.

e Theingress-enablecommand enables frame-based-accounting for ingnessring.

* Theegress-enableommand enables frame-based-accounting for egtesse rates,
scheduler and port level egress-rate.

The following displays the frame-based accountiogfiguration:

*A:Dut-1>config>gos>frame-based-accounting# info de tail

no ingress-enable
no egress-enable

*A:Dut-1>config>gos>frame-based-accounting#
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Basic Configurations

Enabling and Disabling Frame-Based Accounting

To enable frame-based-accounting for ingress, wousimply use thigress-enablecommand
and to enable frame-based-accounting on egreshaisgress-enableommand. To disable
frame-based-accounting for ingress, executathimgress-enableeommand and to disable
frame-based-accounting on egress, executadhegress-enableommand.

CLI Syntax:  config>qos>frame-based-accounting

The following output displays the enabling of frafvesed-accounting:

*A:Dut-1>config>gos>frame-based-accounting# ingress -enable
*A:Dut-1>config>gos>frame-based-accounting# egress- enable
*A:Dut-1>config>qos>frame-based-accounting# info

ingress-enable
egress-enable

*A:Dut-1>config>gos>frame-based-accounting#

The following output displays the disabling of frevhased-accounting:

*A:Dut-1>config>qos>frame-based-accounting# no ingr ess-enable
*A:Dut-1>config>gos>frame-based-accounting# no egre ss-enable
*A:Dut-1>config>qos>frame-based-accounting# info de tail

no ingress-enable
no egress-enable

*A:Dut-1>config>gos>frame-based-accounting#

Default Frame-Based-Accounting Values

By default frame-based-accounting is disabled fithlingress and egress.
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Frame Based Accounting Command Reference

Command Hierarchies

Configuration Commands

config
— gos
— frame-based-accounting
— [no] egress-enable
— [no] ingress-enable

egress-enableingress-enable

Show Commands

show

— gos
access-egredpolicy-id] [association|detall
network [policy-id] [detail]
network-queue [network-queue-policy-narhpdetail]
port-scheduler-policy [port-scheduler-policy-nani¢association
sap-ingresgpolicy-id] [association|match-criteria|detai]
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Configuration Commands

Configuration Commands

egress-enable

Syntax [no] egress-enable
Context config>qos>frame-based-accounting

Description This command enables the frame-based-accountirgctess-egress, network-queue, port
scheduler, SAP or Network Aggregate Rate and pwetlegress-rate.

Theno form of the command disables frame-based-accagifitinall egress QoS.

Default disabled

ingress-enable

Syntax [no] ingress-enable
Context config>qos>frame-based-accounting

Description This command enables the frame-based-accountingafeingress and network QoS.
Theno form of the command disables frame-based-accagifitinsap-ingress and network QoS.

Default disabled
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Show Commands

sap-ingress

Syntax  sap-ingress [policy-id] [association|match-criteria|detail]
Context show>qos

Description This command displays accounting status of a sgre#s policy along with other details of the
policy. When frame-based-accounting is enabledwatirng is shown as frame-based otherwise
packet-based.

Parameters policy-id —Displays information about the specific policy ID.

Sample Output

A:7210-SAS>config>qos>access-egress# show qos sap- ingress 1

QoS Sap Ingress

Sap Ingress Policy (1)

Policy-id 01 Scope . Template
Default FC : be

Criteria-type : None Sub-C riteria-type : None
Accounting . packet-based

Classifiers Allowed 14 Meter s Allowed 12
Classifiers Reqrd (VPLS) : 2 Meter s Regrd (VPLS) : 2
Classifiers Reqrd (EPIPE) : 1 Meter s Regrd (EPIPE) : 1

Description : Default SAP ingress QoS policy.

A:7210-SAS>config>qos>access-egress#

network

Syntax  network [policy-id] [detail ]
Context show>qos

Description This command displays the accounting status otwork qos policy along with other details of
the policy. When frame-based-accounting is enahtetbhunting is shown as frame-based
otherwise packet-based.

Parameters policy-id —Displays information about the specific policy ID.

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de Page 101



Show Commands

Sample Output

*A:7210-SAS# show gos network 1

QoS Network Policy

Network Policy (1)

Policy-id  :1

Egr Remark : False

Forward Class : be Profi le :Out
Scope : Template Polic y Type : port

Accounting : packet-based
Description : Default network-port QoS policy.

Meter Mode  CIR Admin CIR Rule PIR Admin PIR Rule CBS Admin MBS Admin
1 TrTecml_CA O closest max closest def def
FC UCastM MCastM

No FC-Map Entries Found.

*A:7210-SAS>#

access-egress

Syntax  access-egress [policy-id] [association|detail ]

Context show>qos

Description This command displays accounting status of an aeegess policy along with other
details of the policy. When frame-based-accounsrgnabled accounting is shown as
frame-based otherwise packet-based.

Parameters policy-id —Displays information about the specific policy ID.

association —Displays the policy associations.

detail — Displays the policy information in detail.

Sample Output

*A:Dut-1# show qos access-egress 1

QoS Access Egress
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Policy-id  :1 Scope : Template
Remark : False

Accounting  : frame-based

Description : Default Access egress QoS policy.

*A:Dut-1#

network-queue

Syntax  network-queue [network-queue-policy-name] [detail |
Context show>qos

Description This command displays accounting status of a nétdgaeue policy along with other details of
the policy. When frame-based-accounting is enahtetbunting is shown as frame-based
otherwise packet-based.

Parameters network-queue-policy-name Bisplays information about the specific Network geeolicy.
detail — Displays the detailed policy information.
Sample Output

*A:Dut-1# show qos network-queue default

QoS Network Queue Policy

Network Queue Policy (default)

Policy . default
Accounting : frame-based
Description : Default network queue QoS policy.

Associations

Port-id : 1/1/6

Port-id : 1/1/7

Port-id : 1/1/8

Port-id : 1/1/9

Port-id : 1/1/10
Port-id : 1/1/11
Port-id : 1/1/12
Port-id : 1/1/13
Port-id : 1/1/14
Port-id : 1/1/15
Port-id : 1/1/16
Port-id : 1/1/17
Port-id : 1/1/18
Port-id : 1/1/20
Port-id : 1/1/21
Port-id : 1/1/22
Port-id : 1/1/23
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Port-id : 1/1/24

*A:Dut-1#

port-scheduler-policy

Syntax
Context

Description

Parameters

Page 104

port-scheduler-policy  [port-scheduler-policy-name] [association |

show>qos

This command displays accounting status of a priréduler policy along with other details of the
policy. When frame-based-accounting is enabledwatirag is shown as frame-based otherwise
packet-based.

port-scheduler-policy-name -Bisplays information about the specifiort scheduler policy.

association —Displays the associations of the port schedulecyol

Sample Output

*A:Dut-1# show qos port-scheduler-policy default

QoS Port Scheduler Policy

Policy-Name : default

Description : Default Port Scheduler policy.
Accounting : frame-based

Mode : STRICT

Last changed  : 08/06/2001 18:36:04
Number Of Queues : 8
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Network QoS Policies

In This Section

This section provides information to configure netkvQoS policies using the
command line interface.

Topics in this section include:

¢ Overview on page 106

« Basic Configurations on page 115

« Default Network Policy Values on page 120
« Service Management Tasks on page 124
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Overview

Network QoS Policy in Network Mode

Page 106

The network QoS policy consists of an ingress ajrtdss component. When 7210 SAS-M is
operating in network mode, there are two typesatfvork QoS policies, network QoS policy of
typeport and network QoS policy of typp-interface. Aport network policy is applied to
network and hybrid ports, used for classificatienarking of IP traffic using DSCP or Dotlp
values. Either DSCP or Dotlp can be used for irggeesssification but not both. Both DSCP and
Dotlp can be configured at egress for remarking.iftinterface type network policy is applied
to IP Interface, used for classification/remarkafdVPLS traffic using EXP values. Note that the
FC to Dotlp marking values configured on the pierglso used to mark the Dotlp in the VLAN
tag, if any, used for MPLS traffic.

The ingress component of the policy defines how EDX®&CP or Dotlp bits are mapped to internal
forwarding class and profile state. The forwarditess and profile state define the Per Hop
Behavior (PHB) or the QoS treatment through theD72AS . From release 4.0, the profile
mapping is defined using a new policy mpls-Isp-expfile-map. Thanpls-Isp-exp-profile-map
defines the mapping between the LSP EXP bits amgibfile (in or out) to be associated with a
packet. The mapping on eaighinterface or port defaults to the mappings defined in the default
network QoS policy until an explicit policy is deéd for the IP interface or port.It also defines th
rate-limiting parameters for the traffic mappecsxh forwarding classes. Traffic mapped to each
forwarding class can be rate limited using separadters for each unicast and multipoint traffic
(multipoint is used only for IP Interface for MPI&ffic).

The total number of QoS resources, that is ingekssification entries and policers, available for
use with IP interfaces is limited. The softwar@edltes these resources to an IP interface onta firs
come first serve basis. The number of resources pselP interface limits the total number of IP
interfaces configured on the system (the total remalb IP interfaces allowed is also subject to a
system limit).

The egress component of the network QoS policyndsfthe LSP EXP, DSCP or Dot1p bits
marking values associated with each forwardingsla

By default, network qos policy remarking is alwalysabled. If the egressing packet originated on
an ingress SAP, the egress EXP bit marking basdHdeoforwarding class and the profile state.
The default map of FC-EXP marking is as shown ifaadlé network qos policy, policy id 2. All
non-default network qos policies inherits the FCHEXap.

By default, all ports configured in network mode iBefault network policy "1" and all network
port IP interfaces use Default network policy "Réfault network policies "1" and "2" cannot be
modified or deleted.

Network policy-id 2 exists as the default policy that is applied tdRiinterface by default. The
networkpolicy-id 2 cannot be modified or deleted. It defines the aletaSP EXP-to-FC mapping
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and default meters for unicast and multipoint nmeeter the ingress MPLS packets. For the egress,
it defines eight forwarding classes which defin&PLEXP values and the packet marking criteria.
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Network QoS Policy in Access Uplink Mode

Page 108

The network QoS policy consists of an ingress ayrdes component. For 7210 SAS-M and 7210
SAS-T devices operating in access-uplink mode, ogtyolicy of 'port' is available for use. The
ingress component of the policy defines how Dotitp dre mapped to internal forwarding class
and profile state (DSCP is not available for ugée forwarding class and profile state define the
Per Hop Behavior (PHB) or the QoS treatment thraghsystem. The mapping on each access
uplink port defaults to the mappings defined in deéault network QoS policy until an explicit
policy is defined for the access uplink ports.I$badefines the rate-limiting parameters for the
traffic mapped to each forwarding classes. Traffapped to each forwarding class can be rate
limited using separate meters for each unicashautipoint traffic.

The egress component of the network QoS policyndsfthe Dotlp bits marking values
associated with each forwarding class. By defagitwork qos policy remarking is always
disabled. If the egressing packet originated omgress SAP, the egress QoS policy also defines
the Dotlp bit marking based on the forwarding ckasd the profile state. The default map of FC-
Dotlp marking is as shown in default network qocymf type 'port’, policy-id 1. All non-

default network gos policies inherits the FC-Dotdgp.

Network policy-id 1 exists as the default policydars applied to access uplink ports.The network
policy-id 1 cannot be modified or deleted. It deSrthe default Dot1p-to-FC mapping and
Dotlpto-FC mapping and default meters for unicastraultipoint meters for the ingress. For the
egress, it defines eight forwarding classes anghdloet marking criteria.

New (non-default) network policy parameters camoglified. Theno form of the command
reverts the object to the default values.

Changes made to a policy are applied immediateall ti®® interface where the policy is applied.
For this reason, when a policy requires severahgbs, it is recommended that you copy the
policy to a work area policy-id. The work-in-progeecopy can be modified until all the changes
are made and then the original policy-id can bewsitten with theconfig qos copycommand.

For information about the tasks and commands napess access the command line interface
and to configure and maintain your devices, refeCltl Usage chapter in the OS Basic System
Configuration Guide.
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Normal QoS Operation

The following types of QoS mapping decisions angliapble on a network IP interface when
operating in network mode.

e MPLS LSP EXP value mapping to FC (if defined)
e Default QoS mapping
e MPLS LSP EXP mapping to profile

The default QoS mapping always exists on an I&tfiate and every received packet will be
mapped to this default if another explicitly definmatching entry does not exist.

The following types of QoS mapping decisions angliapble on a network port when operating in
network mode:

e Ethernet Dot1P and IP DSCP value mapping (if daf)rfor use with IP packets
* Default QoS mapping

The default QoS mapping always exists on networkgud every received packet will be mapped
to this default if another explicitly defined maitay entry does not exist.

The following types of QoS mapping decisions angliapble on an access-uplink port when
operating in access-uplink mode:

e Ethernet Dot1P value mapping (if defined)
e Default QoS mapping

The default QoS mapping always exists on an ingressss uplink port and every received packet
will be mapped to this default if another expligitlefined matching entry does not exist.
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The following behavior is supported with use ofimatk IP interface qos policies for LDP and
RSVP(with FRR/PHP) MPLS LSPs:

LSPs setup using LDP uses a global mpls-Isp-erfilermap policy. By default, the
system assigns a default mpls-Isp-exp-profile-majry User has an option to change
the global policy to use. A new policy mpls-Isp-gxmfile-map policy allows the user to
assign different profile value for MPLS EXP bits fdPLS packets received over
different IP interface. This is helpful for use wijtrimarily RSVP LSP with FRR 1:1. For
LDP LSPs or when using FRR facility it is recommeddo use a single mpls-Isp-exp-
profile-map policy for all IP interfaces.

The new policy separate the profile mapping and&pping. The FC to use is always
picked from the network policy. Using the EXP to F@pping configured in the network
policy. EXP to profile mapping is picked up fromettmpls-Isp-exp-profile” policy
associated with the network qos policy.

Each IP interface can define a unique networkcgdhr it use, each possibly using a
different mapping for MPLS LSP EXP bits to forwardiclass (FC). It allows for use of
more than 32 distinct network policies, providetiwark classification resources are
available for use.

If user receives traffic on RSVP LSP and LDP LSkhwhe same value in the EXP bits,
the system provides the same QoS treatment. Thensydways uses the FC and the
meter from the network Qos policy for all MPLS frafreceived on an IP interface
irrespective of whether its LDP or RSVP LSP.
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DSCP Marking CPU Generated Traffic

DSCP marking for CPU generated traffic is not cgafable by the user. The default values are
given inTable 32

Note: RSVP, TLDP, OSPF and IS-IS protocols are not sttppdan 7210 SAS-M devices
configured in Access uplink mode.

Table 32: DSCP and Dotlp Marking

Protocol IPva DSC_ZP Dot;P Default DSCP DOT1P
Marking Marking FC Values Values

OSPF Yes Yes Yes NC 48 7
ISIS Yes Yes Yes NC - 7
TLDP Yes Yes Yes NC 48 7
RSVP Yes Yes Yes NC 48 7
SNMP Yes Yes Yes H2 34 4
NTP Yes Yes Yes NC 48 7
TELNET Yes Yes Yes H2 34 4
FTP Yes Yes Yes H2 34 4
TFTP Yes Yes Yes H2 34 4
SYSLOG Yes Yes Yes H2 34 4
TACACS Yes Yes Yes H2 34 4
RADIUS Yes Yes Yes H2 34 4
SSH Yes Yes Yes H2 34 4
ICMP Req Yes Yes Yes NC 0 7
ICMP Res Yes Yes Yes NC 0 7
ICMP Unreach Yes Yes Yes NC 0 7
SCP Yes Yes Yes H2 34 4
STP NA NA Yes NC - 7

CFM NA NA Yes NC - 7

ARP NA NA Yes NC - 7
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Table 32: DSCP and Dotlp Marking (Continued)

Network QoS Policies

Protocol IPv4 DSC_:P Dot:I_.P Default DSCP DOT1P
Marking Marking FC Values Values
Trace route Yes Yes Yes NC 0 7
TACPLUS Yes Yes Yes H2 34 4
DNS Yes Yes Yes H2 34 4
BGP Yes Yes Yes NC 48 7

Note: DSCP and Dot1P values in the table are applicablEnwemarking is disabled at port level.
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Default DSCP Mapping Table

DSCP Name DSCP Value DSCP Value DSCP Value Label

Decimal Hexadecimal Binary
Default 0 0x00 0b000000 be
ncl 48 0x30 0b110000 hl
nc2 56 0x38 0b111000 nc
ef 46 0x2e 0b101110 ef
afll 10 0x0a 0b001010 assured
afl2 12 0x0c 0b001100 assured
afl3 14 0x0e 0b001110 assured
af21 18 0x12 0b010010 11
af22 20 0x14 0b010100 11
af23 22 0x16 0b010110 11
af31 26 Oxla 0b011010 11
af32 28 Oxlc 0b011100 11
af33 30 Ox1d 0b011110 11
af41 34 0x22 0b100010 h2
af42 36 0x24 0b100100 h2
af43 38 0x26 0b100110 h2

default* 0

*The default forwarding class mapping is used 1bD&CP names/values for which there is no
explicit forwarding class mapping.
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Basic Configurations

A basic network QoS policy must conform to theduling:

e Each network QoS policy must have a unique pdlizy
* Specify the default-action.

* Have a QoS policy scope of template or exclusive.

* Have at least one default unicast forwarding ctaster.
* Have at least one multipoint forwarding class mete

Create a Network QoS Policy

Configuring and applying QoS policies other tham diefault policy is optional. A default network
policy of the type ‘ip-interface’ is applied .

To create an network QoS policy of type ip-intefavhen operating in network mode, define the
following:

* A network policy ID value. The system will not dymically assign a value.

« Set the network-policy-type parameter to be igiiface.

* Include a description. The description providésiaf overview of policy features.

* You can modify egress LSP EXP marking map. Othsswihe default values are applied.

- Remarking — When enabled, this command remarks padtkets that egress on the
specified network port. The remarking is basednenforwarding class to LSP EXP
bit mapping defined under the egress node of thear& QoS policy.

- Forwarding class criteria — The forwarding clasmeaepresents an egress queue.
Specify forwarding class criteria to define therkireg criteria of packets flowing
through it.

- LSP EXP — The EXP value is used for all MPLS ladgdackets requiring marking
that egress on this forwarding class queue thanhaseout of profile.
» Ingress criteria — Specifies the EXP to forwardihgss mapping for all packets.

- Default action — Defines the default action to dken for packets that have an
undefined EXP bits set. The default-action spegitiee forwarding class to which
such packets are assigned.

- LSP EXP — Creates a mapping between the EXP bitseofietwork ingress traffic
and the forwarding class. Ingress traffic that hascthe specified EXP bits will be
assigned to the corresponding forwarding class.
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User has an option to specify the mapping of the EXP bits to a profile (in/out). Ingress traffic
that matches the specified EXP bits will be asgigihe corresponding profile.

To create an network QoS policy of typert when oprating in network mode, define the
following:

* A network policy ID value. The system will not dymically assign a value.
* Set the network-policy-type parameter to 'port'
* Include a description. The description providésiaf overview of policy features.

* You can modify egress DSCP and Dotlp marking rdperwise, the default values are
applied.

- Remarking — When enabled, this command remarks padtkets that egress on the
specified network port. The remarking is basedhenforwarding class to DSCP bit
mapping defined under the egress node of the nkt@oS5 policy for all IP traffic and
forwarding class to Dot1p bit mapping for all IRdaMPLS traffic.

- Forwarding class criteria — The forwarding clasmeaepresents an egress queue.
Specify forwarding class criteria to definethe niagkcriteria of packets flowing
through it.

- DSCP and Dotlp — The DSCP and Dotl1p value is usedlifpackets requiring
marking that egress on this forwarding class queatare in or out of profile.

* Ingress criteria — Specifies either DSCP or Dyt not both) to forwarding class
mapping for all packets.

- Default action — Defines the default action to adken for packets that have an
undefined DSCP or Dot1p bits set. The default-actigecifies the forwarding class to
which such packets are assigned.

- DSCP or Dotlp — Creates a mapping between the O CBt1p bits of the network
ingress traffic and the forwarding class. Ingreaffit that matches the specified
DSCP or Dotlp bits will be assigned to the corresiig forwarding class.

To create an network QoS policy of type port whparating in access-uplink mode, define the
following:

* A network policy ID value. The system will not dymically assign a value.

* Set the network-policy-type parameter to 'port’

* Include a description. The description providésiaf overview of policy features.

* You can modify egress Dotlp marking map. Otherwtise default values are applied.

- Remarking — When enabled, this command remarks padtkets that egress on the
specified network port. The remarking is basednenforwarding class to Dotl1p bit

mapping.
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- Forwarding class criteria — The forwarding clasmeaepresents an egress queue.
Specify forwarding class criteria to define the kirag criteria of packets flowing
through it.

- Dotlp — The Dotlp value is used for all packetsungigg marking that egress on this
forwarding class queue that are in or out of peofil

* Ingress criteria — Specifies Dotlp to forwardingss mapping for all packets.

- Default action — Defines the default action to &kein for packets that have an
undefined DSCP or Dot1p bits set. The default-actigecifies the forwarding class to
which such packets are assigned.

- Dotlp — Creates a mapping between the Dotlp bitseoficcess uplink port ingress
traffic and the forwarding class. Ingress traffiatt matches the specified Dotlp bits
will be assigned to the corresponding forwardirassl

Use the following CLI syntax to create a networkQmlicy (for 7210 SAS-M in network mode):

CLI Syntax:  config>qos#

network policy-i d [network-policy-type net wor k- pol i cy-type]
description description-string
scope {exclusive|template}
egress
remarking
fc {be|l2|af|l1|h2|ef|h1l|nc}
Isp-exp-in-profile nmpl s- exp-val ue
Isp-exp-out-profile nmpl s- exp-val ue
default-action fc { f c- nane} profile {in|out}
Isp-exp | sp-exp-val ue fc fc- nane profile {in | out}

fc {fc-name}
meter {meter-id}
multicast-meter {id}
meter rmeter-id [multipoint]
adaptation-rule cir {closest | max | min} pir {clos -
est | max | min}
cbs{ size-in-kbits}
mbs { si ze-i n- kbi t s}
mode {trtcm | srtcm}
rate cir cir-rate-in-kbps [pir pir-rate-in-kbps]
mpls-Isp-exp-profile policy-id

Use the following CLI syntax to create a network3Qmlicy for 7210 SAS-M and 7210 SAS-T in
access uplink mode:

CLI Syntax:  config>qos#

network policy-id [network-policy-type network-policy-type]
description description-string
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scope {exclusive|template}
egress
remarking
fc {be|l2|af|l1|h2|ef|h1l|nc}
dotl1p-in-profile dot1p-priority
dotl1p-out-profile dotlp-priority
default-action fc {fc-name} profile {in|out}
dotlp dotlp-priority fc {fc-name} profile {in|out}
fc {fc-name}
meter {meter-id}
multicast-meter {id}
meter meter-id [multipoint]
adaptation-rule cir {closest | max | min} pir {clos
est | max | min}
cbs {size-in-kbits}
mbs {size-in-kbits}
mode {trtcm | srtcm}
rate cir cir-rate-in-kbps [pir pir-rate-in-kbps]

config>qos>network# info

description "Network Qos policy 200"
ingress
meter 1 create
exit
meter 9 multipoint create
exit
exit
egress
remarking
exit

A:ALA-10config>gos>network#

CLI Syntax:
config>router
interface i nterface-nane
gos network-policy-id

CLI Syntax:  network port (in network mode)
config> port
ethernet
network
gos network-policy-id

CLI Syntax: access uplink port (in access-uplink mode)
config>port
ethernet
access
uplink
gos network-policy-id
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The following output displays the configuration fouter interface ALA-1-2 with network policy
600 applied to the network IP interface.

A:ALA-7>config>router# info
#.

echo "IP Configuration"
.

#

interface "ALA-1-2"
address 10.10.4.3/24
gos 600

exit

A:ALA-7>config>router#
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Default Network Policy Values

The default network policy for IP interfaces isntified as policy-id2. Default policies cannot be
modified or deleted. The following displays defaudtwork policy parameters:

Table 33: Network Policy Defaults for Policy Type | P Interface

Field Default
description Default network QoS policy.
scope template
ingress
default-action fc be profile out (default action fieout is applicable only
for port policies and not for ip-interface policies
mpls-Isp-exp-profile 1
egress
remarking no
fc af:
Isp-exp-in-profile 3
Isp-exp-out-profile 2
fc be:
Isp-exp-in-profile 0
Isp-exp-out-profile 0
fc ef:
Isp-exp-in-profile 5
Isp-exp-out-profile 5
fc hi:
Isp-exp-in-profile 6
Isp-exp-out-profile 6
fc h2:
Isp-exp-in-profile 4
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Table 33: Network Policy Defaults for Policy Type | P Interface (Continued)

Field Default

Isp-exp-out-profile 4
fc I1:

Isp-exp-in-profile 3

Isp-exp-out-profile 2
fc 12:

Isp-exp-in-profile 1

Isp-exp-out-profile 1
fc nc:

Isp-exp-in-profile 7

Isp-exp-out-profile 7

Table 34: Default Network QoS Policy of Type IP Int  erface, LSP EXP to FC Mapping on

Ingress
LSP EXP Value 7210 FC Ingress Profile
0 be Out
1 12 In
2 af Out
3 af In
4 h2 In
5 ef In
6 hl In
7 nc In

The default network policy for port is identified policy-id 1. Default policies cannot be modified
or deleted. The following output displays the paggers for default network policy of typert
when in network mode of operation:

*A:ALA>config>gos>network# info detail
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description "Default network-port QoS p

olicy."

scope template
ingress

default-action fc be profile out
meter 1 create
mode trtcm
adaptation-rule cir closest pir
rate cir O pir max
mbs default
cbs default
exit
dscp be fc be profile out
dscp ef fc ef profile in
dscp cs1 fc 12 profile in
dscp ncl fc hl profile in
dscp nc2 fc nc profile in
dscp afll fc af profile in
dscp af12 fc af profile out
dscp af41 fc h2 profile in

exit
egress
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no remarking

fc af
dscp-in-profile af1l
dscp-out-profile af12
dotlp-in-profile 3
dotlp-out-profile 2

exit

fc be
dscp-in-profile be
dscp-out-profile be
dotlp-in-profile O
dotlp-out-profile O

exit

fc ef
dscp-in-profile ef
dscp-out-profile ef
dotlp-in-profile 5
dotlp-out-profile 5

exit

fc hl
dscp-in-profile ncl
dscp-out-profile ncl
dotlp-in-profile 6
dotlp-out-profile 6

exit

fc h2
dscp-in-profile af41
dscp-out-profile af41
dotlp-in-profile 4
dotlp-out-profile 4

exit

fcll
dscp-in-profile af21
dscp-out-profile af22
dotlp-in-profile 3
dotlp-out-profile 2

exit

fc 12
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dscp-in-profile cs1
dscp-out-profile cs1
dotlp-in-profile 1
dotlp-out-profile 1

exit

fc nc
dscp-in-profile nc2
dscp-out-profile nc2
dot1p-in-profile 7
dotlp-out-profile 7

exit

exit

*A:ALA>config>gos>network#

A:SAS-M>config>qos>network# info

description "Default network QoS policy

ingress
meter 1 create
exit
meter 9 multipoint create
exit
Isp-exp O fc be
Isp-exp 1 fc 12
Isp-exp 2 fc af
Isp-exp 3 fc af
Isp-exp 4 fc h2
Isp-exp 5 fc ef
Isp-exp 6 fc h1
Isp-exp 7 fc nc
exit
egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit
exit

*A:SAS-M>config>qos>network#
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Service Management Tasks

Deleting QoS Policies

A network policy is associated by default with Heirfaces and network ports for 7210 SAS-M
operating in network mode. A network policy is agated by default with access uplink ports for
7210 SAS-M and 7210 SAS-T in access uplink mode.

You can replace the default policy with a non-d&fpalicy, but you cannot remove default

policies from the configuration. When you remouveoa-default policy, the policy association
reverts to the appropriate default network policy.
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Remove a Policy from the QoS Configuration

To delete a network policy, enter the following coands:

CLI Syntax:  config>qos# no network net wor k- policy-id

Copying and Overwriting Network Policies

You can copy an existing network policy to a nevigyolD value or overwrite an existing policy
ID. Theoverwrite option must be specified or an error occurs ifdestination policy 1D
exists.

CLI Syntax:  config>qos# copy network source-policy-id dest-policy-id
[overwrite]

The following output displays the copied policies:

A:ALA-12>config>qos# info detail

network 1 create
description "Default network QoS policy
scope template
ingress
default-action fc be profile out

network 600 create
description "Default network QoS policy
scope template
ingress
default-action fc be profile out

network 700 create
description "Default network QoS policy
scope template
ingress
default-action fc be profile out

A:ALA-12>config>qos#
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Editing QoS Policies

You can change existing policies, except the déefaalicies, and entries in the CLI. The changes
are applied immediately to all network ports oiirikerfaces or access uplink ports where the
policy is applied. To prevent configuration errase the copy command to make a duplicate of the
original policy to a work area, make the edits, #meh overwrite the original policy. The number
of meters (TP) used are: 5 ( Meters 1,2,3,9,12).
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Resource Allocation for Network QoS policy

This section describes the allocation of QoS resmufor network QoS policy (for type=ip
interface only).

When an IP interface is created, a default netw@uk policy is applied. For the default policy,
two meters and two classification entries in hangwaxe allocated.

The resources are allocated to a network polidy, when a port is configured for the IP interface.

For every FC in use, the system allocates two ifleation entries in hardware. If multiple
matchcriteria entries map to the same FC, then efitiese are allocated two classification entries
in hardware. For example, if there are two matéteiga entries that map to FC ‘af’, then a total of
four classification entries are allocated in hardiend if there are four match-criteria entrieg tha
map to FC ‘af’, then a total of 8 classificatiortries are allocated in hardware.

For every meter or policer in use, the system atleg one meter in hardware. A meter or policer is
considered to be in use when it is associated avitRC in use.

The number of IP interfaces allowed is limited tonber of resources available in hardware,
subject to system limit ( a maximum of 64 IP inéeds are allowed). The system reserves a total
of 512 classification entries and 256 meters imtare for use by network policy associated with
an IP interface.

For computing the number of QoS resources usead bl anterface:

* Determine number of match-criteria entries useideatify the FC.
* Determine number of FCs to use.

Only the FCs used by the match-criteria classificagéntries are to be considered for the ‘'number
of FCs'. Therefore are referred to as ‘FC in use’.

Use the following rules to compute the number absification entries per FC in use:

If a FC is in use and is created without explicéters, use default meter#1 for unicast traffic and
default meter #9 for all other traffic types (thgtbroadcast, multicast and unknown-unicast). This
requires two classification entries in hardware.

If a FC is in use and is created with an expligicast meter, use that meter for unicast traffid an
use default meter #9 for all other traffic typehislrequires two classification entries in hardware

If a FC is in use and is created with an explicicast meter and explicit multicast meter, use the

unicast meter for unicast traffic and multicastendor all other kinds of traffic. This requiresdaw
classification entries in hardware.
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Given the number of match criteria and the numib&iGs used, use the equation given below to
arrive at total number of classification entries pelicy (for example TC):

TC=X 2 *E()
i=nc,hl,ef,h2,11,af,12,be

Where,

E(i) is the number of match- criteria entries ttlassify packets to FCi. For 7210 platforms, the
maximum number of classification entries per potieyn be 64 (including default).

2 is the number of classification entries thatragired by FCi.

Note: In any case, only 2 classification entries@ged per FC in a network policy, as only two
traffic-types are supported.

Determine number of policers or meters to usedkample TP). A maximum of 12 meters per
network policy is available.

Only those meters that are associated with FCs tocleel considered for number of meters. Note,
that only FCs in use are considered.
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Network QoS Policies Resource Usage Examples

NOTE: In the examples below the profile configuratiembt shown. In practice, user needs to
configure the mpls-Isp-exp-profile policy and asateit with the network policy. Association of a
profile policy with the network qos policy does mbtange the resource calculation methodology
show below.

Example 1

network 1 network-policy-type ip-interface create
description “network-policy-1"

ingress
default-action fc be
meter 1 create
exit
meter 9 multipoint create
exit

exit

egress

fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit

exit

The number of classification entries (TC) usedalewulated, as follows:
(2*0)nc + (2*0)hl + (2 *0)ef + (2*0)h2 + (20)I1L + (2 * O)af + (2*0)I2 + (2 * 1)be =2

The number of meters (TP) used are: 2 (meter 19and

Example 2

network 2 network-policy-type ip-interface create
description “network-policy-2"

ingress
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default-action fc be
meter 1 create
exit
meter 2 create
exit
meter 9 multipoint create
exit
meter 12 multipoint create
exit
fc "af" create
meter 2
multicast-meter 12

exit
Isp-exp 2 fc af

exit

egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit

exit

exit

The number of classification entries (TC) usedaiswlated, as follows:
(2*0)nc+(2*0)hl + (2*0)ef+ (2*0)h2 + R20)I1 + (2 * D)af + (2*0)I2 + (2* 1)be = 4

The number of meters (TP) user are: 4 (Meters ]11,2)9

Example 3

network 3 network-policy-type ip-interface create
description “network-policy-3"
ingress
default-action fc be
meter 1 create
exit
meter 2 create
exit
meter 9 multipoint create
exit
meter 12 multipoint create
exit
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fc "af" create
meter 2
multicast-meter 12
exit
fc "be" create
meter 2
multicast-meter 12
exit
Isp-exp 2 fc af
exit
egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit
exit
exit

The number of classification entries (TC) usedcaleulated, as follows:
(2*0)nc+ (2*0)hl + (2*0)ef+ (2*0)h2 + R20)I1 + (2 * D)af + (2*0)I2 + (2* 1)be = 4

The number of meters (TP) user are: 2 ( Meters)2,12
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Example 4

network 4 network-policy-type ip-interface create
description “network-policy-4"

ingress
default-action fc be
meter 1 create
exit
meter 9 multipoint create
exit
Isp-exp 1 fc 12
Isp-exp 2 fc af
Isp-exp 3 fc af
Isp-exp 4 fc h2
Isp-exp 5 fc ef
Isp-exp 6 fc hl
Isp-exp 7 fc nc

exit

egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit

exit

exit

The number of Filter-Entries (TC) used is calculaies follows:
2*1)nc+(2*1)h1+ (2 *1ef+(2*1)h2 + 20)I1 + (2 * 2)af + (2 * 1)I2 + (2 * 1)be = 16

The number of meters (TP) used are: 2 (Meters 1,9).

Example 5

network 5 network-policy-type ip-interface create
description “network-policy-5"
ingress
default-action fc be
meter 1 create
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exit
meter 2 create
exit
meter 9 multipoint create
exit
meter 12 multipoint create
exit
fc "af" create
exit
fc "be" create
exit
fc "ef" create
exit
fc "h1" create
exit
fc "h2" create
exit
fc "I2" create
exit
fc "nc" create
exit
Isp-exp 1 fc 12
Isp-exp 2 fc af
Isp-exp 3 fc af
Isp-exp 4 fc h2
Isp-exp 5 fc ef
Isp-exp 6 fc h1
Isp-exp 7 fc nc
exit
egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit
exit

The number of classification entries (TC) usedaiswlated, as follows:
2*1)nc+(2*1)h1+ (2 *1ef+(2*1)h2 + 20)I1 + (2 * 2)af + (2 * 1)I2 + (2 * 1)be = 16

The number of meters (TP) used are: 2 ( Meters- N6te that meters 2 and 12 are not accounted
for, since its not associated with any FC).
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Example 6

network 6 network-policy-type ip-interface create
description “network-policy-6"

ingress
default-action fc be
meter 1 create
exit
meter 2 create
exit
meter 3 create
exit
meter 9 multipoint create
exit
meter 12 multipoint create
exit
fc "af" create
meter 2
multicast-meter 12
exit
fc "be" create
exit
fc "ef" create
exit
fc "h1" create
meter 3
exit
fc "h2" create
exit
fc "I2" create
exit
fc "nc" create
meter 3
exit
Isp-exp 1 fc 12
Isp-exp 2 fc af
Isp-exp 3 fc af
Isp-exp 4 fc h2
Isp-exp 5 fc ef
Isp-exp 6 fc hl
Isp-exp 7 fc nc
exit
egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
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fc nc
exit
exit
exit

The number of classification entries (TC) usedaiswalated, as follows:
2*1)nc+(2*1)h1+ (2*1ef+(2*1)h2 + 20)I1 + (2 * 2)af + (2 * 1)I2 + (2 * 1)be = 16

The number of meters (TP) used are: 5 ( Meter8.82.2).

Example 7

network 2 network-policy-type ip-interface create
description "Default network QoS policy
scope template
ingress
default-action fc be
meter 1 create
mode trtcm
adaptation-rule cir closest pir closest
rate cir O pir max
mbs default
cbs default
exit
meter 9 multipoint create
mode trtcm
adaptation-rule cir closest pir closest
rate cir O pir max
mbs default
cbs default
exit
Isp-exp O fc be
Isp-exp 1 fc 12
Isp-exp 2 fc af
Isp-exp 3 fc af
Isp-exp 4 fc h2
Isp-exp 5 fc ef
Isp-exp 6 fc h1
Isp-exp 7 fc nc
exit
egress
no remarking
fc af
Isp-exp-in-profile 3
Isp-exp-out-profile 2
exit
fc be
Isp-exp-in-profile 0
Isp-exp-out-profile 0
exit
fc ef
Isp-exp-in-profile 5
Isp-exp-out-profile 5
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exit
fc hl
Isp-exp-in-profile 6
Isp-exp-out-profile 6
exit
fc h2
Isp-exp-in-profile 4
Isp-exp-out-profile 4
exit
fcll
Isp-exp-in-profile 3
Isp-exp-out-profile 2
exit
fc 12
Isp-exp-in-profile 1
Isp-exp-out-profile 1
exit
fc nc
Isp-exp-in-profile 7
Isp-exp-out-profile 7
exit
exit
exit

The number of classification entries (TC) useis:

The number of meters (TP) used is: 2.

Example 8

network 8 network-policy-type ip-interface create
description “network-policy-8"
ingress
default-action fc nc
meter 1 create
exit
meter 2 create
exit
meter 3 create
exit
meter 4 create
exit
meter 5 create
exit
meter 7 multipoint create
exit
meter 8 multipoint create
exit
meter 9 multipoint create
exit
meter 12 multipoint create
exit
fc "af" create
meter 2
multicast-meter 12
exit

Page 136 7210 SAS-M and 7210 SAS-T OS Quality of Ser

vice Guide



Network QoS Policies

fc "ef" create
meter 4
multicast-meter 8
exit
fc "h2" create
exit
fc "I2" create
meter 3
multicast-meter 7
exit
fc "nc" create
meter 4
multicast-meter 8
exit
Isp-exp 1 fc 12
Isp-exp 3 fc af
Isp-exp 5 fc ef
Isp-exp 7 fc nc
exit
egress
fc af
exit
fc be
exit
fc ef
exit
fc hl
exit
fc h2
exit
fcll
exit
fc 12
exit
fc nc
exit
exit
exit

The number of classification entries (TC) usedaiswlated, as follows:

(2*2)nc + (2 * O)h1 + (2 * 1)ef + (2 * 0)h2 + (20)I1 + (2 * 1)af + (2 * 1)I2 + (0 * O)be =
10

The numbers of meters (TP) used is: 6 (Meters 2, 3, 8, 12).
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Command Hierarchies

* Configuration Commands (for network mode operatmmpage 139

* Operational Commands (for network mode or acceiskumode of operation) on
page 141

« Show Commands (for network mode or access-uplindlemad operation) on page 142

Configuration Commands (for network mode operation)

config
— qos

— [no] mpls-Isp-exp-profile-map policy-id [create]
— description description-string
— no description
— Isp-explsp-exp-valugprofile {in|out}
— nolsp-exp

— [no] use-global-mpls-Isp-exp-profilepolicy-id

config
— qos
— [no] network network-policy-id/create [network-policy-type { ip-interface | port}]
— description description-string
— nodescription
— scope{exclusive| template}
— noscope
— egress
— [no] fc fc-name
— nodotlp-in-profile dotlp-priority
— nodotlp-in-profile
— nodotlp-out-profile dotlp-priority
— no dotlp-out-profile
— dscp-in-profile dscp-name
— no dscp-in-profile
— dscp-out-profile dscp-name
— no dscp-out-profile
— Isp-exp-in-profile Isp-exp-value
— noIsp-exp-in-profile
— |sp-exp-out-profile Isp-exp-value
— nolsp-exp-out-profile
— [no] remark policy-id
— remarking {use-dotlp | use-dscp | all }
— noremarking
— ingress
— default-action fc fc-nameprofile {in | out}
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— dotlp dotlp-priority fc fc-nameprofile {in |out}
— nodotlp
— [no] fc fc-name]create]
— meter meter-id
— no meter
— multicast-meter meter-id
— no multicast-meter
— dscpdscp-namédc fc-name profile {in | out}
— nodscpdscp-name
— Isp-explsp-exp-valudc fc-name
— nolsp-exp
— meter meter-id[multipoint ] [creatd
— no meter meter-id
— adaptation-rule [cir adaptation-rulg [pir adaptation-rulg
— no adaptation-rule
— cbssize-in-kbits
— nocbs
— mbs size-in-kbits
— nombs
— modemode
— nomode
— rate cir-rate-in-kbps[pir pir-rate-in-kbp$
— norate
— [no] mpls-Isp-exp-profile policy-id
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config
— qos

— [no] network network-policy-id network-policy-type] {ip-interface|port} (port supported only in
7210 SAS-M in access-uplink mod@or 7210 SAS-T, by default this command is of tppet)]

description description-string

no description

no scope{exclusive | templaje

egress

ingress

[no] fc fc-name
dot1p-in-profile

no dot1p-in-profile
dotlp-out-profile
no dot1p-out-profile
[no] remarking

default-action fc fc-name profile{in | out}
dot1p dotlp-priority fc fc-name profiléin | out}
no dotlp dotlp-priority
[no] fc fc-name[create]
— meter meter-id
— no meter
— multicast-meter meter-id
— no multicast-meter
meter meter-id[multipoint] [create]
no meter meter-id
adaptation-rule [cir adaptation-rulg[pir adaptation-rulg
no adaptation-rule
cbssize-in-kbits
no cbs
mbs size-in-kbits
no mbs
mode{trtcm1 | trtcml2 | srtcm}
no mode
rate cir-rate-in-kbps[pir pir-rate-in-kbp$
no rate

Operational Commands (for network mode or access-uplink mode of operation)

config
— qos

— copy network src-pol dst-po[overwrite]
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Show Commands (for network mode or access-uplink mode of operation)

show
— gos
— network policy-id [detail]
— mpls-Isp-exp-profile [policy-id] [detail]
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Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>qos>network policy-id
config>qos>mpls-Isp-exp-profile-map

Description This command creates a text description storedarconfiguration file for a configuration
context.

Thedescription command associates a text string with a configumatontext to help identify the
context in the configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.
Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters

long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.
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Operational Commands

copy

Syntax  copy network src-pol dst-pol [overwrite ]

Context config>qos

Description This command copies existing QoS policy entriesafoS policy-id to another QoS policy-id.

Thecopy command is used to create new policies usingiegigiolicies and also allows bulk
modifications to an existing policy with the usetloé overwrite keyword.

Parameters network src-pol dst-pol— Indicates that the source and destination poliaiesetwork policy IDs.

Specify the source policy that the copy commantiaipy and specify the destination policy to which
the command will duplicate the policy to a new dfedent policy ID.

Values 1 — 65535

overwrite — Specifies to replace the existing destination golitverything in the existing destination
policy will be overwritten with the contents of teeurce policy. Ibverwrite is not specified, an error
will occur if the destination policy ID exists.

SR>config>qos# copy network 1 427
MINOR: CLI Destination "427" exists use {overwrite}
SR>config>qos# copy network 1 427 overwrite

scope

Syntax  scope {exclusive |template }
no scope

Context config>qos>network policy-id

Description This command configures the network policy scopexausive or template.

Theno form of this command sets the scope of the pdbdhe default ofemplate.
Default template

Parameters exclusive —When the scope of a policy is defined as exclughe policy can only be applied to one
interface. If a policy with an exclusive scope ssigned to a second interface an error message is
generated. If the policy is removed from the exgliinterface, it will become available for assiggmh
to another exclusive interface.

The system default policies cannot be put intoetkedusive scope. An error will be generated if sop
exclusive is executed in any policies with a polidyequal to 1.
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template —When the scope of a policy is defined as tempthatepolicy can be applied to multiple
interfaces on the router.

Default QoS policies are configured with templatepes. An error is generated if you try to modify t
template scope parameter to exclusive scope omltdefaicies.
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Network QoS Policy Commands

network

Syntax

Context

Description

Page 146

[no] network network-policy-id [create] [network-policy-type {ip-interface | port}] (for 7210
SAS-M in network mode)

config>qos

This command creates or edits a QoS network policg. network policy defines the treatment
packets receive as they ingress and egress thenkgbert.

The QoS network policy consists of an ingress ajrdss component. The ingress component of
the policy defines how LSP EXP bits are mappedternal forwarding class and profile state.
The forwarding class and profile state define thefop Behavior (PHB) or the QoS treatment
through the 7210 SAS. The mapping on each netwekface defaults to the mappings defined in
the default network QoS policy until an explicitlipy is defined for the network interface. It also
defines the rate-limiting parameters for the taffiapped to each forwarding classes. Traffic
mapped to each forwarding class can be rate limigéng separate meters for each uni-cast and
multipoint traffic.

The egress component of the network QoS policyndefforwarding class and profile state to LSP
EXP values for traffic to be transmitted into tleeecnetwork. If the egressing packet originated on
an ingress SAP, the parameter is always enablettiéanetworkport, the egress QoS policy also
defines the Dotlp bit marking based on the forwagdilass and the profile state.

Networkpolicy-id 2 exists as the default policy that is applied tdRiinterface by default. The network
policy-id 2 cannot be modified or deleted. It defines the alefaSP EXP-to-FC mapping and default meters
for unicast and multipoint meters for the ingresBL\& packets. For the egress, it defines eight fating
classes which defines LSP EXP values and the pat&eking criteria.

Network policy-id 1 exists as the default policatlis applied to all network ports by default. Thefault
policy cannot be modified or deleted. It defined tlefault DSCP-to-FC mapping and default unicaserse
for ingress IP traffic. For the egress, if defities forwarding class to Dotlp and DSCP values had t
packet marking criteria.

If a new network policy is created (for instanceligy-id 3), only the default action, default
meters for unicast and multipoint traffic and egriswarding class parameters are identical to the
default policy. A new network policy does not cantthe default LSP EXP-to-FC mapping for
network QoS policyof typ@-interface or the DSCP-to-FC mapping (for network QoSpoli€y o
typeport). The default network policy can be copied (usedbpy command) to create a new
network policy that includes the default ingres$’LISXP or DSCP to FC mapping (as
appropriate). You can modify parameters or usentheodifier to remove an object from the
configuration.
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Operational Commands

Any changes made to an existing policy, using drth® sub-commands, will be applied
immediately to all network ports where this polisyapplied. For this reason, when many changes
are required on a policy, it is highly recommentieat the policy be copied to a work area policy-
id. That work-in-progress policy can be modifiedibcomplete and then written over the original
policy-id. Use the config qos copy command to nampolicies in this manner.

Theno form of this command deletes the network policypdlicy cannot be deleted until it is
removed from all entities where it is applied. Tefault networkpolicy policy-id 1 cannot be
deleted.

System Default Network Policy 1

network-policy-id —The policy-id uniquely identifies the policy on tli210 SAS.
Default none
Values 1— 65535

network-policy-type — The type of the policy, eithép-interface or port. It defines where this network
policy can be applied.

ip-interface — Specifies only EXP-based classification rules aradking values. It can only be associated
with an IP interface. It can be used only whend&eice is operating in network mode.

port — Specifies only DSCP and Dotlp classification raled marking values. It can only be associated
with a port and is available for use when the devgocoperating in network mode.

mpls-Isp-exp-profile-map

Syntax

Context

Description

mpls-Isp-exp-profile-map policy-id [create]
no mpls-Isp-exp-profile-map

config>qgos

This command allows the user to create a new nsplexkp-profile-map policy. The policy
specifies the profile to assign to the packet basethe MPLS LSP EXP bits value matched in the
MPLS packet received on a network IP interface.

The assigned profile is available for use by théemigolicer associated with FC in the network
policy attached to this IP interface.

The policy is associated with network policy atedho a network IP interface.

When ‘no Idp-use-local-fc-enable’ is set, systemates the mpls-Isp-exp-profile-map
automatically with same ID as the network policy e values that map the Isp-exp bits to a
profile value can be modified by the user. Theaystleletes the policy when the associated
network policy is deleted.
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Default

Parameters

Isp-exp

Syntax

Context

Description

Default

Parameters

When Idp-use-local-fc-enable is set, system doésneate the mpls-Isp-exp-profile-map policies
by default (except for the default policy “1”). Ude allowed to create, delete, modify, copy the

policies. User needs to associate these policitsapipropriate network policies as per their
requirement.

1 (default mpls-Isp-exp-profile-map policy “1").

policy-id —The policy-id uniquely identifies the policy on tli210 SAS.
Values 1— 65535

create —The keyword used to create a policy.

Isp-exp Isp-exp-value
no Isp-exp

config>qos> mpls-Isp-exp-profile-map

This command creates a mapping between the LSPUEXBf the network ingress traffic and the
profile.

Ingress traffic that matches the specified LSP BX®will be assigned the corresponding profile.

Multiple commands can be entered to define thecaon of some or all eight LSP EXP bit
values to the profile. For undefined values, paslaet assigned the profile value out.

The no form of this command removes the associatidghe LSP EXP bit value to the profile
value. The default profile value ‘out’ then applteshat LSP EXP bit pattern.

none

Isp-exp-value —Fhe 3-bit LSP EXP bit value, expressed as a dedmieder.
Values 0—7

use-global-mpls-Isp-exp-profile

Syntax

Context

Description

Page 148

use-global-mpls-Isp-exp-profile  policy-id
no use-global-mpls-Isp-exp-profile

config>qos

This command allows the user to associate the maplexp-profile-map policy for use with LDP
LSPs. When color aware metering is in use for Ehenterface, the policy specified here provides
the profile to assign to the MPLS packets receiwe@ny of the network IP interface in use in the
system. The MPLS EXP bits in the received packenaatched for assigning the profile.
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When ‘no Idp-use-local-fc-enable’ is set, systens gigo the default value. User cannot modify it.

When Idp-use-local-fc-enable is set, on system-bpadets it to the default value. User can
modify it to use the policy of their choice.

For LDP LSP traffic, the system always uses théalonpls-Isp-exp-profile-map policy. For
RSVP LSP traffic, system uses the mpls-Isp-expierofiap policy associated with the network
policy. It is highly recommended to use a singldsyigp-exp-profile-map policy for all the
network policies when FRR facility is in use fomsistent QoS treatment.

Theno form of the command sets the policy to defauligyol

Default Default mpls-Isp-exp-profile-map policy “1” is used
Parameters policy-id —The policy-id uniquely identifies the mpls-Isp-egpafile-map policy to use.
Values 1 — 65535

mpls-Isp-exp-profile
Syntax  mpls-Isp-exp-profile policy-id [create ]
no mpls-Isp-exp-profile
Context config>qos>network>ingress

Description Specify the mpls-Isp-exp-profile-map policy to deeassigning profile values for packets
received on this IP interface.

When ‘no Idp-use-local-fc-enable’ is set, this pplis managed by the system. User is not allowed
to modify it. The system assigns the same polic$Dhe network policy ID. It is cannot be
modified by the user.

When ‘ldp-use-local-fc-enable’ is set, by defahlt system assigns the default policy ID “1”. User
can create new policies and specify the new patisiead of the default policy.

Note: For LDP LSP traffic, the system always uses théallonpls-Isp-exp-profile-map policy.
For RSVP LSP traffic, system uses the mpls-Isp{gxgile-map policy associated with the
network policy. It is highly recommended to usérgke mpls-Isp-exp-profile-map policy for all
the network policies when FRR facility is in use fonsistent QoS treatment.

Theno form of the command assigns the default policy.

Parameters policy-id —The policy-id uniquely identifies the policy on tl210 SAS.
Values 1 — 65535
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Network QoS Policy Commands (for 7210 SAS-M and 721 0 SAS-T in access
uplink mode)

network

Syntax
Context

Description
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[no] network network-policy-id
config>qos

This command creates or edits a QoS network palicg. network policy defines the treatment
packets receive as they ingress and egress thesaggknk port.

The QoS network policy consists of an ingress ajrtdss component. The ingress component of
the policy defines how Dotlp bits are mapped terimal forwarding class and profile state. The
forwarding class and profile state define the Pep Behavior (PHB) or the QoS treatment
through the 7210 SAS. The mapping on each netwekface defaults to the mappings defined in
the default network QoS policy until an explicitlipy is defined for the network interface. It also
defines the rate-limiting parameters for the taffiapped to each forwarding classes. Traffic
mapped to each forwarding class can be rate limisétg separate meters for each uni-cast and
multipoint traffic.

The egress component of the network QoS policyndsfthe queuing parameters associated with
each forwarding class. There are eight queuesgeop the egress. Each of the forwarding
classes is associated with a queue on each aquédsport. This queue gets all the parameters
defined within the default network QoS policy 1ilah explicit policy is defined for the network
interfaceaccess uplink port. If the egressing packginated on an ingress SAP, the parameter is
always enabled for the access uplink port, thessg@®nS policy also defines the Dotlp bit
marking based on the forwarding class and the Iprefate.

The network policy-id 1 cannot be modified or detktlt defines the default Dot1p-to-FC
mapping and

Dotl1p-to-FC mapping and default meters for unieast multipoint meters for the ingress. For the
egress, it defines eight forwarding classes whighesent individual queues and the packet
marking criteria.

If a new network policy is created (for instanceligy-id 2), only the default action, default
meters for unicast and multipoint traffic and egriswarding class parameters are identical to the
default policy. A new network policy does not cantthe default Dotlp-to-FC mapping for
network QoS policy of type port). The default netlwpolicy can be copied (use the copy
command) to create a new network policy that inetuthe default ingress Dot1p or DSCP to FC
mapping (as appropriate).

You can modify parameters or use the no modifigetnove an object from the configuration.
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Any changes made to an existing policy, using drth® sub-commands, will be applied
immediately to all access uplink ports where tluBqy is applied. For this reason, when many
changes are required on a policy, it is highly recended that the policy be copied to a work area
policy-id. That work-in-progress policy can be nfogtl until complete and then written over the
original policy-id. Use the config qos copy commaadnaintain policies in this manner.

Theno form of this command deletes the network policypdlicy cannot be deleted until it is
removed from all entities where it is applied. Tefault network policy policy-id 1 cannot be
deleted.

Default System Default Network Policy 1

Parameters network-policy-id —The policy-id uniquely identifies the policy on tli210 SAS.
Default none

Values 1— 65535
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Network Ingress QoS Policy Commands

ingress

Syntax  ingress
Context config>qos>network policy-id

Description This command is used to enter the CLI node thattescor edits policy entries that specify the Isp-
exp value to forwarding class mapping for all MR kets.

When pre-marked packets ingress on a network gh&tQosS treatment through the 7210 SAS-
based on the mapping defined under the current.node

default-action

Syntax  default-action fc  fc-name [profile {in | out}]

Context config>qos>network>ingress

Description This command defines or edits the default actiobetdaken for packets that have an undefined
LSP EXP (only on 7210 SAS-M network mode) or ddbitp (for 7210 SAS-M and 7210 SAS-T
in access uplink mode) bits set. Tdefault-action command specifies the forwarding class to
which such packets are assigned.

Multiple default-action commands will overwrite éggrevious default-action command.
Default  default-action fc be profile out

Parameters fc fc-name — Specify the forwarding class name. All packets wisP EXP(only on 7210 SAS-M net-
work mode)or dotlp bits (for 7210 SAS-Mnd 7210 SAS-Tn access uplink mode) bits that is not
defined will be placed in this forwarding class.

Default None, the fc name must be specified
Values be, 12, af, I1, h2, ef, h1, nc

profile {in | out} — All packets that are assigned to this forwardirasslwill be considered in or out of
profile based on this command. In case of congestio network ingress, the meter/policer supports
color-aware policing/metering. The value of thefiegarameter is used to provide the color to the
meter. Value of 'in' indicates 'Green’' color ORpiofile packet to the meter and value of 'out’ ¢tatiés
"Yellow' color OR out-of-profile packet to the metgerating in color-aware mode. Based on the
configured meter rates, the final profile for thecket is determined. The final color is used for
subsequent processing of the packet in the sygenegress, in case of congestion, the in-profile
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packets are preferentially queued over the outrofilp packets. The profile can be specified in 3.0

release
Default None
Values in, out

dotlp dotlp-priority fc fc-name profile {in | out}
no dotlp

config>qos>network>ingress

This command explicitly sets the forwarding clasgmqueuing priorityand profile of the packet
when a packet is marked wittdat1p-priority specified. Adding a dot1p rule on the policy farce
packets that match thiot1p-priority specified to overridebe assigned to the forwardiags and
enqueuing priorityand profile of the packet basedh® parameters included in the Dot1p rule.

Thedotlp-priorityis derived from the most significant three bitdhie IEEE 802.1Q or IEEE
802.1P header. The three dotlp bits define 8 G&Service (CoS) values commonly used to
map packets to per-hop Quality-of-Service (QoS alvéir.

Theno form of this command removes the explicit dotlgssification rule from the policy.
Removing the rule on the policy immediately remothesrule on all ingress SAPsports using the

policy.

dotlp-priority —This value is a required parameter that specifieaunique IEEE 802.1P value that will
match the dotlp rule. If the command is executeliphe times with the samdot1p-valuethe
previous forwarding class is completely overridigrthe new parameters .

A maximum of eight dot1p rules are allowed on ak&rpolicy.
Values 0—7

fc fc-name — The value given for this-nameparameter must be one of the predefined forwardiasses
in the system. Specifying tlie-nameis optional. When a packet matches the rule,dh&drding class
is only overridden when ttfe fc-nameparameter is defined on the rule. If the packeathes and the
forwarding class is not explicitly defined in thde, the forwarding class is inherited based owipres
rule matches.

Values be,12 ,af ,11 ,h2,ef ,hl, nc

profile {in | out} — All packets that are assigned to this forwardiragslwill be considered in or out of
profile based on this command or to use the defauttase of congestion, the in-profile packets are
preferentially queued over the out-of-profile paske

Default none, the profile name must be specified.
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meter
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meter meter-id
no meter meter-id [multipoint ] [create ]

config>qos>network>ingress

This command enables the context to configure gress Network QoS policy meter. The meter
command allows the creation of multipoint meterslyOnultipoint meters can receive ingress
packets that need to be sent to multiple destinatio

Multipoint meters are for traffic bound to multipfiestinations. Within non-multipoint services,
such as Epipe services, all traffic is considengidast due to the nature of the service type.
Multicast and broadcast-destined traffic in an Emprvice will not be mapped to a multipoint
service meter.

The no form of this command removes the meteraédchfthe Network ingress QoS policy and
from any existing Ports using the policy. If anyvarding class forwarding types are mapped to
the meter, they revert to their default meters. iWaeneter is removed, any pending accounting
information for each port meter created due tadifinition of the meter in the policy is discarded.

meter 1 (for unicast traffic)

meter 9 multipoint (for all other traffic, otherath unicast traffic)

meter-id —Specifies the meter-id that uniquely identifies teter within the policy. This is a required
parameter each time the meter command is executed.

Values For network policy of type ip-interface: 1 — 12 ¢expt 9, the default multipoint meter)
For network policy of type port: 1 — 8

multipoint — This keyword specifies that thiseter-idis for multipoint forwarded traffic only. Thizeter-
id can only be explicitly mapped to the forwardingss multicast, broadcast, or unknown unicast
ingress traffic. If you attempt to map forwardingss unicast traffic to a multipoint queue, an eiso
generated and no changes are made to the currieasutraffic queue mapping.

The meter must be created as multipoint. fudtipoint designator cannot be defined after the meter is
created. If an attempt is made to modify the conhtarinclude thenultipoint keyword, an error is
generated and the command will not execute.

Themultipoint keyword can be entered in the command line oreaegisting multipoint meter to edit
meter-idparameters.

Values multipoint or not present

Default Not present (the meter is created as non-multipoint
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meter meter-id
no meter

config>qos>network>ingress>fc

This command overrides the default unicast forwaydi/pe meter mapping féc fc-name The
specified meter-id must exist within the policyaason-multipoint meter before the mapping can
be made. Once the forwarding class mapping is ¢&dcall unicast traffic on a port using this
policy is forwarded using the meter-id.

Theno form of this command sets the unicast (point-to¥)aneter-id back to the default meter
for the forwarding class (meter 1).

meter 1

meter-id —Specifies the meter-id. The specified parametett ip&isin existing, non-multipoint meter
defined in theconfig>qos>network>ingresscontext.

Values 1—12

multicast-meter

Syntax

Context

Description

Default

Parameters
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multicast-meter meter-id
no multicast-meter

config>qos>network>ingress>fc

This command overrides the default multicast fodirag type meter mapping féec fc-name The
specified meter-id must exist within the policyaamultipoint meter before the mapping can be
made. Once the forwarding class mapping is execatedhulticast traffic on a port using this
policy is forwarded using the meter-id.

This command can only be used with a network padictypeip-interface.

Theno form of the command sets the multicast forwardyqe meter-id back to the default meter
for the forwarding class.

9

meter-id —Specifies the multicast meter. The specified patanraust be an existing, multipoint meter
defined in theconfig>gqos>network>ingresscontext.

Values 1— 12
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dscp dscp-name fc fc-name profile {in | out}
no dscp

config>qos>network policy-id>ingress

This command creates a mapping between the DiffSede Point (DSCP) of the network ingress
traffic and the forwarding class.

Ingress traffic that matches the specified DSCPhelassigned to the corresponding forwarding
class. Multiple commands can be entered to defiaassociation of some or all sixty-four
DiffServ code points to the forwarding class. Fodefined code points, packets are assigned to
the forwarding class specified under thefault-action command.

Theno form of this command removes the DiffServ codenpt forwarding class association.
Thedefault-action then applies to that code point value.

none

dscp-name —Fhe name of the DiffServ code point to be assodiatith the forwarding class. DiffServ code
point can only be specified by its name and onlgxisting DiffServ code point can be specified. The
software provides names for the well known codefsoi

The system-defined names available are as folldtws.system-defined names must be referenced as
all lower case exactly as shown in the first colummable 35andTable 36below.

Additional names to code point value associati@rstie added using théscp-namedscp-name dscp-
valué command.

The actual mapping is being done on disep-valuenot thedscp-namehat references thascp-value
If a seconddscp-namehat references the samgcp-valuds mapped within the policy, an error will
occur. The second name will not be accepted umifitst name is removed.
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Table 35: Default DSCP Names to DSCP Value Mapping Table

DSCP Name DSCP Value DSCP Value DSCP Value
Decimal Hexadecimal Binary

ncl 48 0x30 0b110000
nc2 56 0x38 0b111000
ef 46 0x2e 0b101110
af41 34 0x22 0b100010
af42 36 0x24 0b100100
af43 38 0x26 0b100110
af31 26 Oxla 0b011010
af32 28 Oxlc 0b011100
af33 30 ox1d 0b011110
af21 18 0x12 0b010010
af22 20 0x14 0b010100
af23 22 0x16 0b010110
afll 10 0x0a 0b001010
af12 12 0x0c 0b001100
afl3 14 0x0e 0b001110
default 0 0x00 0b000000

Table 36: Default Class Selector Code Points to DSC P Value Mapping Table

DSCP Name DSCP Value DSCP Value DSCP Value
Decimal Hexadecimal Binary
cs7 56 0x38 0b111000
cs6 48 0X30 0b110000
cs5 40 0x28 0b101000
cs4 32 0x20 0b100000
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Isp-exp
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Page 158

Table 36: Default Class Selector Code Points to DSC P Value Mapping Table (Continued)

DSCP Name DSCP Value DSCP Value DSCP Value
Decimal Hexadecimal Binary
cs3 24 0x18 0b011000
cs2 16 0x10 0b010000
csl 08 0x8 0b001000

fc fc-name— Enter this required parameter to specifyfiti@amewith which the code point will be
associated.

Default none, for every DSCP value defined, the forwardilags must be indicated.
Values be, 12, af, I1, h2, ef, h1, nc

profile {in | out} — Enter this required parameter to indicate whethemiiffServ code point value is the
in-profile or out-of-profile value.

NOTE 1: DSCP values mapping to forwarding classqseHited (ef), High-1 (h1) and Network-
Control (nc) can only be set to in-profile.

NOTE 2: DSCP values mapping to forwarding class daa only be set to out-of-profile.

Default None, for every DSCP value defined, the profile tiugsindicated. If a DSCP value is not
mapped, the default-action forwarding class andilprstate will be used for that value.

Values in, out

Isp-exp Isp-exp-value fc fc-name
no Isp-exp Isp-exp-value

config>qos>network policy-id>ingress

This command creates a mapping between the LSPHEXBf the network ingress traffic and the
forwarding class.

Ingress traffic that matches the specified LSP BX®will be assigned to the corresponding
forwarding class. Multiple commands can be entéoeagktfine the association of some or all eight
LSP EXP bit values to the forwarding class. Forafim:d values, packets are assigned to the
forwarding class specified under ttefault-action command.

Theno form of this command removes the association®LiBP EXP bit value to the forwarding
class. Thalefault-action then applies to that LSP EXP bit pattern.

none
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Parameters Isp-exp-value —Specify the LSP EXP values to be associated wHdhwarding class.
Default None, the Isp-exp command must define a value.
Values 0 to 7 (Decimal representation of three EXP bitlie

fc fc-name— Enter this required parameter to specify the fc-adnat the EXP bit pattern will be
associated with.

Default None, the Isp-exp command must define a fc-name.

Values be, 12, af, 11, h2, ef, hl, nc

adaptation-rule

Syntax  adaptation-rule [cir adaptation-rule] [pir adaptation-rule]
no adaptation-rule

Context config>gos>network>ingress>meter

Description This command defines the method used by the systelarive the operational CIR and PIR
settings when the meter is provisioned in hardwiaoe the CIR and PIR parameters, individually
the system attempts to find the best operationaldapending on the defined constraint.

Theno form of the command removes any explicitly defimedstraints used to derive the
operational CIR and PIR created by the applicatibtihe policy. When a specific adaptation-rule
is removed, the default constraints fate andcir apply.

Default adaptation-rule cir closest pir closest

Parameters adaptation-rule —Specifies the adaptation rule to be used while ading the operational CIR or PIR
value.

pir — Defines the constraints enforced when adaptindgtRerate defined within the meter meter-id rate
command. The pir parameter requires a qualifierdibéines the constraint used when deriving the
operational PIR for the meter. When the rate conthismot specified, the default applies.

cir — Defines the constraints enforced when adaptin@iRerate defined within theeter meter-idrate
command. Their parameter requires a qualifier that defines thestraint used when deriving the
operational CIR for the meter. When itie parameter is not specified, the default constizimiies.

max — Themax (maximum) option is mutually exclusive with thrén andclosestoptions. Whemax is
defined, the operational PIR/CIR will be the nextltiple of 8 kbps that is equal to or lesser ttzn
specified rate.

min — Themin (minimum) option is mutually exclusive with theax andclosestoptions. Whemnin is
defined, the operational PIR/CIR will be the nextltiple of 8 kbps that is equal to or higher thihe
specified rate.

closest —Theclosestparameter is mutually exclusive with thien andmax parameter. Whealosestis
defined, the operational PIR/CIR will be the nextltiple of 8 kbps ( that is closest to the spedifiate.
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Page 160

cbs size-in-kbits
no cbs

config>gos>network>ingress>meter

This command provides a mechanism to override dfi@uit reserved tokens for the meter. The
committed burst size parameter specifies the maxirburst size that can be transmitted by the
source while still complying with the CIR. If theahsmitted burst is lower than the CBS value
then the packets are marked as in-profile by theeme indicate that the traffic is complying
meter configured parameters.

The no form of this command returns the CBS sizhdéodefault value.

default

size-in-kbits —Specifies the size parameter is an integer exmmessithe number of kilobits reserved for
the meter. For example, if a value of 10KBits isided, then enter the value 10.

Values 4 — 2146959, default

mbs size-in-kbits
no mbs

config>gos>network>ingress>meter

This command provides the explicit definition oé tthaximum amount of tokens allowed for a
specific meter. The value is given in kilobits anarrides the default value for the context.

In case of trTCM, the maximum burst size paramgpecifies the maximum burst size that can be
transmitted by the source at the PIR while comgyiith the PIR. If the transmitted burst is
lower than the MBS value then the packets are ntlaakeout-profile by the meter to indicate that
the traffic is not complying with CIR, but complygmwith PIR.

In case of srTCM, the maximum burst size paransgiecifies the maximum burst size that can be
transmitted by the source while not complying wite CIR. The transmitted burst is lower than
the MBS value then the packets are marked as ofiteoby the meter to indicate that the traffic is
not complying with CIR.

If the packet burst is higher than MBS then packetsmarked as red are dropped by the meter.
Theno form of this command returns the MBS size assigndatie meter to the default value.

default
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size-in-kbits —This parameter is an integer expression of the maxi number of kilobits of burst allowed
for the meter. For example, for a value of 100 Khinter the value 100.

Values 4 — 2146959, default

mode mode
no mode

config>gos>network>ingress>meter

This command defines the mode of the meter. Theengad be configured as Two Rate Three
Color Marker (trTCM) or Single Rate Three Color Mar (srTCM). The mode command can be
executed at anytime.

Theno form of the command sets the default mode toteentr
trtcm

trtcm1 — Meters the packet stream and marks the packets gitben, yellow, or red. A packet is marked
red if it exceeds the PIR. Otherwise, it is markéter yellow or green depending on whether it
exceeds or does not exceed the CIR. The trTCM&eful, for example, for ingress policing of a
service, where a peak rate needs to be enforcedately from a committed rate.

srtcm — Meters a packet stream and marks its packets jteen, yellow, or red. Marking is based on a
CIR and two associated burst sizes, a CBS and aimMian Burst Size (MBS). A packet is marked
green if it doesn't exceed the CBS, yellow if ied@xceed the CBS, but not the cir and red otherwis
The srTCM is useful, for example, for ingress palicof a service, where only the length, not thekpe
rate, of the burst determines service eligibility.

rate cir cir-rate-in-kbps [pir pir-rate-in-kbps]
no rate

config>gos>network>ingress>meter

This command defines the administrative PIR and gdRimeters for the meter.

The rate command can be executed at anytime,rajtédre PIR and CIR rates for all meters
created through the association of the Network Qaiey with the meter-id.

Theno form of the command returns all meter instanceated with this meter-id to the default
PIR and CIR parameters (max, 0).

NOTE: The value of rates are represented in 100diks per second and bursts are represented as
1024 kilobits per second.
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rate O pir max — The max default specifies the amofi bandwidth in kilobits per second
(thousand bits per second). The max value is miyteatlusive to the pir-rate value.

cir cir-rate-in-kbps —The cir parameter overrides the default adminiseaEIR used by the meter. When
the rate command has not been executed or tham@neter is not explicitly specified, the defaulRC
(0) is assumed.

Values 0 — 20000000, max

pir pir-rate-in-kbps — Defines the administrative PIR rate, in kilobits; the meter. When this rate
command is executed, the PIR setting is optionagithe rate command has not been executed, the
default PIR of max is assumed.

Fractional values are not allowed and must be gasea positive integer.

The actual PIR rate is dependent on the meteristatian-rule parameters and the actual hardware
where the meter is provisioned.

Values — 20000000, max
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Network Egress QoS Policy Commands

egress

Syntax
Context

Description

fc

Syntax
Context

Description

Default

egress
config>qos>network policy-id

This command is used to enter the CLI node thatteseor edits egress policy entries that specify
the forwarding class to marking map to be instaetiavhen this policy is applied to the network
IP interface, network port or access-uplink port.

The forwarding class and profile state mappingpjrapriate marking values for all packets are
defined in this context.

In network mode of operation, the system suppaésai forwarding class mapping to EXP bits
for IP interface, forwarding class mapping to DSV Dotlp bits for network ports. In access-
uplink mode of operation it allows the user to sfyeihhe FC mapping to Dotlp bits for access-
uplink ports.

All out-of-profile service packets are marked wiitle corresponding out-of-profile value at
network egress. All the in-profile service ingrgsgkets are marked with the corresponding in-
profile value based on the forwarding class thelpihg.

[no] fc fc-name
config>qos>network>egress

This command specifies the forwarding class narhe.férwarding class name represents an
egress queue. THe fc-namerepresents a CLI parent node that contains subv@ords or
parameters describing the marking criteria of pecRewing through it. Théc command

overrides the default parameters for that forwaydilass to the values defined in the network
default policy. Appropriate default parametersgioked up based on whether the network-policy-
type is port or ip-interface.

Theno form of this command removes the forwarding claSB EXP/Dot1p/DSCP map
associated with this fc, as appropriate. The fodivey class reverts to the defined parameters in
the default network policy. If the-nameis removed from the network policy that forwarding
class reverts to the factory defaults.

Undefined forwarding classes default to the configuparameters in the default network policy
policy-id 1.
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Parameters fc-name —The case-sensitive, system-defined forwardingsat@sne for which policy entries will be
created.

Default none

Values be, 12, af, 11, h2, ef, hl, nc
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Network Egress QoS Policy Forwarding Class Commands

fc

Syntax

Context

Description

Default

Parameters

[no] fc fc-name [create ]

config>qos>network>ingress
config>qos>network>egress

This command creates a class instance of the fdimgclass. Once the fc-name is created,
classification actions can be applied and it cande in match classification criteria.

Theno form of the command removes all the explicit meta@ppings for fc-name forwarding
types. The meter mappings revert to the defaulerador fc-name.

Undefined forwarding classes default to the configuparameters in the defaptilicy policy-id
1.

fc-name —The case-sensitive, system-defined forwardingsaf@sne for which policy entries will be
created.
Values be, 12, af, I1, h2, ef, h1, nc

create —The keyword used to create the forwarding class.cféate keyword requirement can be
enabled/disabled in thenvironment>createcontext.

dot1p-in-profile

Syntax

Context

Description

Parameters

dotlp-in-profile  dotlp-priority

no dotlp-in-profile
config>gos>network>egress>fc fc-name

This command specifies dotl1p in-profile mappings.
Theno form of the command reverts to the default in-pealot1p-priority setting for policy-id 1.

dotlp-priority —This value is a required parameter that specifiesuhique IEEE 802.1P value that will
match the Dotlp rule. If the command is executettipt@ times with the samédotlp-valuethe
previous forwarding class and enqueuing priorityampletely overridden by the new parameters or
defined to be inherited when a forwarding classrajueuing priority parameter is missing.

A maximum of eight dotlp rules are allowed on akrpolicy.

Values 0—7
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dot1p-out-profile

Syntax
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Description

Parameters

dotlp-out-profile  dotlp-priority
no dotlp-out-profile

config>gos>network>egress>fc fc-name

This command specifies dotlp out-profile mappings.

Theno form of the command reverts to the default ouffifgaotlp-priority setting for policy-id
1.

dotlp-priority —This value is a required parameter that specifiesuhique IEEE 802.1P value that will
match the dotlp rule. If the command is executelipheltimes with the samdotlp-valuethe
previous forwarding class and enqueuing priorityampletely overridden by the new parameters or
defined to be inherited when a forwarding classrajueuing priority parameter is missing.

A maximum of eight dotlp rules are allowed on akrpolicy.
Values 0—7

dscp-in-profile

Syntax

Context

Description

Parameters
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dscp-in-profile  dscp-name
no dscp-in-profile

config>qos>network policy-id>egress>fc fc-name

This command specifies the in-profile DSCP nameHerforwarding class. The corresponding
DSCP value will be used for all IP packets reqgjnnarking the egress on this forwarding class
gqueue that are in profile.

When multiple DSCP names are associated with tiveafaling class at network egress, the last
name entered will overwrite the previous value.

Theno form of this command reverts to the factory defauprofile dscp-name setting for policy-
id 1.

dscp-name —System- or user-defined, case-sensitisep-name.
Default none

Values Any defined system- or user-definddcp-name

7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



Operational Commands

dscp-out-profile

Syntax  dscp-out-profile  dscp-name
no dscp-out-profile

Context config>gos>network policy-id>egress>fc fc-name

Description This command specifies the out-of-profile DSCP ndonghe forwarding class. The
corresponding DSCP value will be used for all IeKgds requiring marking the egress on this
forwarding class queue that are out-of-profile.

When multiple DSCP names are associated with tiveaialing class at network egress, the last
name entered will overwrite the previous value.

Theno form of this command reverts to the factory defauk-of-profile dscp-name setting for
policy-id 1.

Parameters dscp-name —System- or user-defined, case-sensitisep-name.
Default none

Values Any defined system- or user-defindgcp-name

Isp-exp-in-profile

Syntax  Isp-exp-in-profile  Isp-exp-value
no Isp-exp-in-profile
Context config>gos>network policy-id>egress>fc fc-name

Description This command specifies the in-profile LSP EXP vdhrethe forwarding class. The EXP value
will be used for all LSP labeled packets requiningrking the egress on this forwarding class
queue that are in-profile.

When multiple EXP values are associated with tinevdoding class at network egress, the last
name entered will overwrite the previous value.

Theno form of this command reverts to the factory definsborofile EXP setting.
Default Policy-id 2: Factory setting
Policy-id 3 — 65535: Policy-id setting

Parameters Isp-exp-value —The 3-bit LSP EXP bit value, expressed as a ddditeger.
Default none
Values 0—7
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Isp-exp-out-profile

Syntax

Context

Description

Default

Parameters

remarking

Syntax
Context

Description
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Isp-exp-out-profile  Isp-exp-value
no Isp-exp-out-profile

config>gos>network policy-id>egress>fc fc-name

This command specifies the out-of-profile LSP EXdPue for the forwarding class. The EXP
value will be used for all LSP labeled packets g marking the egress on this forwarding
class queue that are out-of-profile.

When multiple EXP values are associated with tinevdoding class at network egress, the last
name entered will overwrite the previous value.

Theno form of this command reverts to the factory defaut-of-profile EXP setting.
Policy-id 2: Factory setting
Policy-id 3 — 65535: Policy-id setting

mpls-exp-value —The 3-bit MPLS EXP bit value, expressed as a dakinteger.
Default none

Values 0—7

[no] remarking
config>qos>network policy-id>egress

This command remarks network egress traffic. Thear&ing is based on the forwarding class to
LSP EXP/Dot1p/DSCP bit mapping defined under threggnode of the network QoS policy in
network mode. In access-uplink mode, the remaridiigsed on the forwarding class to Dot1p bit
mappings defined under the egress node of the nief@oS policy.

On network egress in network mode, for MPLS paglaily LSP EXP and Dotlp values can be
marked. The LSP EXP mapping is defined in the negtwolicy of typeip-interface and the
Dotlp mapping can be defined in the network potityypeport.

On network egress in network mode, for IP packe®&CP and Dotlp values can be marked. The
Dotlp and DSCP values can be configured in the or&tyolicy of typeport.

Normally, packets that ingress on network portsehav case of MPLS packets, LSP EXP bit set
by an upstream router. The packets are placeckiappropriate forwarding class based on the
LSP EXP to forwarding class mapping. The LSP EXB dof such packets are not altered as the
packets egress this router, unless remarking isleda
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Remarking can be required if this SAS-M is connédtea different DiffServ domain where the
EXP forwarding class mapping is different.

Typically, no remarking is necessary when all degiare in the same DiffServ domain. The
network QoS policy supports an egress flag thateferemarking of packets that were received on
network IP interfaces. This provides the capabdityemarking without regard to the ingress state
of the IP interface on which a packet was receiVén effect of the setting of the egress network
remark trusted state on each type of ingress H¥farte and trust state is shown in the following

table.
Ingress IP Interface Type Egress Network IP Interface Egress Network IP Inter-
and Trust State Trust Remark Disabled face Trust Remark
(Default) Enabled
Network Non-Trusted Egress Remarked Egress Remarked
Network Trusted (Default) Egress Not Remarked EgRasmarked

The remark trusted state has no effect on packetsiwed on an ingress IP interface.
The remark trusted state is not applicable for nétwolicies of typegort.

In access-uplink mode, on access-uplink port egaedyg Dotlp values can be marked for QinQ
packets. The Dotlp mapping is defined in the nétvpaticy of type port.

Theno form of this command reverts to the default bebavi

Default no remarking — Remarking disabled in the Network QoS policy.
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Show Commands

network

Syntax
Context

Description

Parameters

Page 170

network [policy-id] [detail ]

show>qos

This command displays network policy information.

policy-id —Displays information for the specific policy ID.

Default all network policies
Values 1 — 65535
detail — Includes information about ingress and egress EKméppings and network policy interface

associations. (for 7210 SAS-M in Network mode)

detail — Includes information about ingress and egress Dbitlmappings and network policy interface
associations ( for 7210 SAS-M and 7210 SAS-T ireasaplink mode)

Network QoS Policy Output Fields —  The following table describes network QoS Policypo

fields.

Table 37: Show QoS Network Output Fields

Label

Description

Policy-Id

Remark

Description

Forward Class/
FC Name

Profile

The ID that uniquely identifies the policy.

True — Remarking is enabled for all packets that egress th
router where the network policy is applied. The agking is
based on the forwarding class to EXP bit mappirfndd under
the egress node of the network QoS policy.

A text string that helps identify the policy’s cent in the con-
figuration file.

Specifies the forwarding class name.
Out — Specifies the EXP marking for the packets which are
out-of-profile, egressing on this queue.

In — Specifies the EXP markings for in-profile packegsessing
this queue.
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Table 37: Show QoS Network Output Fields (Continue  d)

Label

Accounting

Profile policy

Global Prof

EXP Bit Mapping:

Out-of-Profile

In-Profile

Interface

IP Addr

Port-Id

A:qos1# show qos network

Description

Packet-based —  Specifies that the meters associated with
this policy do not account for packet framing oveatis (such as
Ethernet the Inter Frame Gap (IFG) and the preamistle
accounting for the bandwidth to be used by thig/flo
Frame-based — Specifies that the meters associated with this
policy account for the packet framing overheadstisas for
Ethernet the IFG and preamble), while accountirgtind-

width to be used by the flow.

Displays the profile policy ID.
Displays the global profile policy ID for LDP padke

Displays the EXP value used for out-of-profile fiaf
Displays the EXP value used for in-profile traffic.
Displays the interface name.

Displays the interface IP address.

Specifies the physical port identifier that asstasdhe interface.

Network Policies

Policy-Id Remark LerUseDscp Description

1 False False Default netw ork-port QoS policy.
2 False False Default netw ork QoS policy.
A:qosl#

*A:ALA# show gos network 1 detail

QoS Network Policy

Network Policy (1)

Policy-id  :1
Forward Class : be
Attach Mode : 12
Scope : Template

Accounting : packet-based

Remar k : False
Profi le : Out
Confi g Mode : 12+mpls
Polic y Type : port

Description : Default network-port QoS policy.

DSCP

Forwarding Class Profile
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be be Out

ef ef In

csl 12 In

ncl hl In

nc2 nc In
afll af In
afl2 af Out
af4l h2 In
Dotlp Bit Map Forwarding CI ass Profile

No Matching Entries

Meter Mode CIR Admin CIR Rule PIR Admin PIR Rule CBS MBS
1 TrTem_CA O closest max [« losest 32 128
FC UCastM MCastM

No FC-Map Entries Found.

Egress Forwarding Class Queuing

FC Value :0 FC Na me : be
- DSCP Mapping
Out-of-Profile : be In-Pr ofile : be

- Dotlp Mapping

Out-of-Profile : 0 In-Pr ofile :0
FC Value 01 FC Na me 112
- DSCP Mapping

Out-of-Profile : cs1 In-Pr ofile :csl

- Dotlp Mapping

Out-of-Profile : 1 In-Pr ofile :1
FC Value 12 FC Na me :af
- DSCP Mapping

Out-of-Profile : af12 In-Pr ofile :afll

- Dotlp Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 03 FC Na me S1

- DSCP Mapping

Out-of-Profile : af22 In-Pr ofile :af2l

- Dotlp Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 14 FC Na me - h2
- DSCP Mapping

Out-of-Profile : af41 In-Pr ofile :af4l

- Dotlp Mapping
Out-of-Profile : 4 In-Pr ofile :4
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FC Value :5 FC Na me s ef
- DSCP Mapping
Out-of-Profile : ef In-Pr ofile :ef

- Dotlp Mapping

Out-of-Profile : 5 In-Pr ofile :5
FC Value 16 FC Na me :hl
- DSCP Mapping

Out-of-Profile : ncl In-Pr ofile :ncl

- Dotlp Mapping

Out-of-Profile : 6 In-Pr ofile :6
FC Value 07 FC Na me :nc
- DSCP Mapping

Out-of-Profile : nc2 In-Pr ofile :nc2

- Dotlp Mapping
Out-of-Profile : 7 In-Pr ofile :7

Interface Association

No Interface Association Found.

Port Attachments

Port-id : 1/1/1
Port-id : 1/1/2
Port-id : 1/1/3
Port-id : 1/1/4
Port-id : 1/1/5
Port-id : 1/1/6
Port-id : 1/1/7
Port-id : 1/1/8
Port-id : 1/1/9
Port-id : 1/1/10
Port-id : 1/1/11
Port-id : 1/1/12
Port-id : 1/1/13
Port-id : 1/1/14
Port-id : 1/1/16
Port-id : 1/1/17
Port-id : 1/1/18
Port-id : 1/1/20
Port-id : 1/1/21
Port-id : 1/1/22
Port-id : 1/1/23
Port-id : 1/1/24

*A:ALA#

*A:ALA# show gos network 2 detail

QoS Network Policy

Network Policy (2)
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Policy-id 12 Remar k : False
Forward Class : be Profi le : Out

Attach Mode : mpls Confi g Mode : mpls
Scope . Template Polic y Type : Ipinterface

Accounting : packet-based

Profile Policy : 1

Global Prof : 1

Description : Default network QoS policy.

LSP EXP Bit Map Forwarding Class Profile
0 be Out

1 12 In

2 af Out

3 af In

4 h2 In

5 ef In

6 hl In

7 nc In
Meter Mode CIR Admin CIR Rule PIR Admin PIR Rule CBS MBS
1 TrTem_CA O closest max c losest 32 128

9 TrTcm_CA O closest max [« losest 32 128
FC UCastM MCastM

No FC-Map Entries Found.

Egress Forwarding Class Queuing

FC Value :0 FC Na me : be
- LSP EXP Bit Mapping

Out-of-Profile : 0 In-Pr ofile :0
FC Value 01 FC Na me 112
- LSP EXP Bit Mapping

Out-of-Profile : 1 In-Pr ofile :1
FC Value 12 FC Na me s af
- LSP EXP Bit Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 03 FC Na me d1
- LSP EXP Bit Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 14 FC Na me - h2
- LSP EXP Bit Mapping

Out-of-Profile : 4 In-Pr ofile : 4
FC Value :5 FC Na me s ef
- LSP EXP Bit Mapping

Out-of-Profile : 5 In-Pr ofile :5
FC Value 16 FC Na me :hl
- LSP EXP Bit Mapping

Out-of-Profile : 6 In-Pr ofile :6
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FC Value 17 FC Na me :nc

- LSP EXP Bit Mapping

Out-of-Profile : 7 In-Pr ofile :7
Interface Association

Interface  : system

IP Addr. :n/a Port Id :system
Interface . in-band-management

IP Addr. :10.135.25.189/24 Port Id :1/1/23
Port Attachments

No Matching Entries

*A:ALA#

For SAS-MX:

*A:qos1# show gos network 1001 detail

QoS Network Policy

Network Policy (1001)

Policy-id 11001 Remar k : False
Forward Class : be Profi le tIn

Attach Mode : mpls Confi g Mode : mpls
Scope . Template Polic y Type : Ipinterface
Accounting : packet-based

Description : ip-interface-type

LSP EXP Bit Map Forwarding Class Profile
0 be Out
1 12 Out
2 af In
3 11 Out
4 h2 In
5 ef Out
6 hl Out
7 nc In

Meter Mode CIR Admin

CIR Rule PIR Admin PIR
PIR Oper

CIR Oper

1 TrTem_CA 4000
4000

2  TrTecm_CA 4000
4000

3  TrTcm_CA 4000
4000

4 TrTcm_CA 4000
4000

5 TrTem_CA 4000
4000

6 TrTcm_CA 4000
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closest 8000 c
8000

closest 7000 c
7000

closest 7000 c
7000

closest 7000 c
7000

closest 7000 c
7000

closest 7000 c

Rule CBS Admin MBS Admin
CBS Oper MBS Oper

losest def def
def 500
losest 16384 16384
16000 16000
losest def def
def 500
losest def def
def 500
losest def def
def 500
losest def def

de
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4000 7000 def 500
7 TrTem_CA 4000 closest 7000 ¢ losest def def
4000 7000 def 500

8 TrTcm_CA 7000 closest 7000 c losest def def
7000 7000 def 500

9 TrTem_CA 4000 closest 7000 ¢ losest def def
4000 7000 def 500

10 TrTecm_CA 4000  closest 7000 c losest def def
4000 7000 def 500

11 TrTcm_CA 4000  closest 7000 ¢ losest def def
4000 7000 def 500

12 TrTecm_CA 4000 closest 7000 ¢ losest def def
4000 7000 def 500

FC UCastM MCastM

12 2 def

af 3 def

11 4 def

h2 5 12

ef 6 11

hl 7 10

nc 8 9

Egress Forwarding Class Queuing

FC Value :0 FC Na me :be

- LSP EXP Bit Mapping

Out-of-Profile : 0 In-Pr ofile : 0

FC Value 01 FC Na me 112

- LSP EXP Bit Mapping

Out-of-Profile : 1

*A:qosl#

Table 38: Show QoS Network Output Fields
Label Description

Policy-Id The ID that uniquely identifies the policy.

Remark True — Remarking is enabled for all packets that egress th
router where the network policy is applied. The aeking is
based on the forwarding class to Dot1p bit mapplefined
under the egress node of the network QoS policy.

Description A text string that helps identify the policy’s cent in the con-

Forward Class/
FC Name

figuration file.

Specifies the forwarding class name.
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Table 38: Show QoS Network Output Fields (Continue  d)

Label Description

Profile Out — Specifies the Dotlp marking for the packets whieh a
out-of-profile, egressing on this queue.

In — Specifies the Dot1lp markings for in-profile packetsessing
this queue.

Accounting Packet-based —  Specifies that the meters associated with
this policy do not account for packet framing oveatis (such as
Ethernet the Inter Frame Gap (IFG) and the preamistele
accounting for the bandwidth to be used by thig/flo

Frame-based — Specifies that the meters associated with this
policy account for the packet framing overheadstisas for
Ethernet the IFG and preamble), while accountirgtiind-

width to be used by the flow.

Dotlp Bit Mapping:

Out-of-Profile Displays the Dotlp value used for out-of-profilaftic.
In-Profile Displays the Dotlp value used for in-profile traffi
Port-1d Specifies the physical port identifier that asstasgdhe interface.

*A:SAS-M-A0-2>show>qos# network 1 detail

QoS Network Policy

Network Policy (1)

Policy-id 01

Egr Remark : False

Forward Class : be Profi le : Out
Scope . Template Polic y Type : port

Accounting : packet-based
Description : Default network-port QoS policy.

DSCP Forwarding Class Profile
be be Out

ef ef In

csl 12 In

ncl hl In

nc2 nc In

afll af In

afl2 af Out

af4l h2 In

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de Page 177



Network Egress QoS Policy Forwarding Class Commands

Dotlp Bit Map Forwarding CI ass Profile
0 be Out

1 12 In

2 af Out

3 af In

4 h2 In

5 ef In

6 hl In

7 nc In
Meter Mode  CIR Admin CIR Rule PIR Admin PIR Rule CBS Admin MBS Admin
1 TrTeml_CA O closest max closest def def
FC UCastM MCastM

No FC-Map Entries Found.

Egress Forwarding Class Queuing

FC Value :0 FC Na me : be
- DSCP Mapping
Out-of-Profile : be In-Pr ofile : be

- Dotlp Mapping

Out-of-Profile : 0 In-Pr ofile :0
FC Value 01 FC Na me 112
- DSCP Mapping

Out-of-Profile : cs1 In-Pr ofile :csl

- Dotlp Mapping

Out-of-Profile : 1 In-Pr ofile :1
FC Value 12 FC Na me :af
- DSCP Mapping

Out-of-Profile : af12 In-Pr ofile :afll

- Dotlp Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 03 FC Na me S1

- DSCP Mapping

Out-of-Profile : af22 In-Pr ofile :af2l

- Dotlp Mapping

Out-of-Profile : 2 In-Pr ofile :3
FC Value 14 FC Na me - h2
- DSCP Mapping

Out-of-Profile : af41 In-Pr ofile :af4l
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- Dotlp Mapping

Out-of-Profile : 4 In-Pr ofile : 4
FC Value :5 FC Na me s ef
- DSCP Mapping

Out-of-Profile : ef In-Pr ofile :ef

- Dotlp Mapping

Out-of-Profile : 5 In-Pr ofile :5
FC Value 16 FC Na me :hl
- DSCP Mapping

Out-of-Profile : nc1 In-Pr ofile :ncl

- Dotlp Mapping

Out-of-Profile : 6 In-Pr ofile :6
FC Value 07 FC Na me :nc
- DSCP Mapping

Out-of-Profile : nc2 In-Pr ofile :nc2

- Dotlp Mapping
Out-of-Profile : 7 In-Pr ofile :7

Port Attachments

Port-id : 1/1/3
Port-id : 1/1/4
Port-id : 1/1/5
Port-id : 1/1/6
Port-id : 1/1/7
Port-id : 1/1/8
Port-id : 1/1/9
Port-id : 1/1/10
Port-id : 1/1/11
Port-id : 1/1/12
Port-id : 1/1/13
Port-id : 1/1/14
Port-id : 1/1/15
Port-id : 1/1/16
Port-id : 1/1/17
Port-id : 1/1/18
Port-id : 1/1/19
Port-id : 1/1/20
Port-id : 1/1/21
Port-id : 1/1/22
Port-id : 1/1/23
Port-id : 1/1/24

*A:SAS-M-A0-2>show>qos#
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mpls-Isp-exp-profile

Syntax  mpls-Isp-exp-profile-map [ policy-id] [detail]
Context show>qos
Description This command displays profile policy information.
Parameters policy-id —Displays information for the specific policy ID.

Values 1 — 65535

detail — Displays detail policy information.

Table 39: Show QoS Network Output Fields

Label Description

Profile Map-id Displays the profile Map ID.

Description A text string that helps identify the policy’s cert in the con-
figuration file.

Exp Displays the EXP. values

Profile Specifies the marking of the packets as in-prafileut-of-pro-
file.

Network Policy Id Displays the Network policy ID with which the mgkp-exp-

profile is associated.

Output

*A:7210-SAS>show>qos# mpls-Isp-exp-profile-map 1

QoS MPLS LSP EXP Profile Maps

Profile Map-id  : 1
Description . Default MPLS LSP EXP Profile M ap policy

Exp Profile

Out
In
Out
In
In
In
In

O U WNEO
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7 In

*A:7210SAS>show>qos# mpls-Isp-exp-profile-map 1 det alil

QoS MPLS LSP EXP Profile Maps

Profile Map-id  :1
Description . Default MPLS LSP EXP Profile M ap policy

Exp Profile

Out
In
Out
In
In
In
In
In

~No o~ WNEFEO

Network Policy Associations

Network Policy Id 12

*A:7210-SAS>show>qos#
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In This Section

This section provides information to configure netlwqueue QoS policies using
the command line interface.

Topics in this section include:

e Overview on page 184

« Basic Configurations on page 185

« Default Network Queue Policy Values on page 189
« Service Management Tasks on page 193
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Overview

Page 184

Network Queue policies define the egress netwosduing for the traffic egressing on the network
ports (for 7210 SAS-M in network mode) and accedk ports (for 7210 SAS-M and 7210
SAS-T in access uplink mode). Network queue pdlieiee used at the Ethernet port and define the
bandwidth distribution for the various FC traffigressing on the Ethernet port.

There is one default network queue policy. Eaclicp@lways has 8 queues in both network mode
and access uplink modeach of these queues are shared by unicast anitastitraffic. The
default policies can be copied but they cannotdietdd or modified. The default policy is
identified asnetwork-queue default Default network queue policies are applied toratwork
ports in network mode and access uplink ports gesg uplink mode. You must explicitly create
and then associate other network queue QoS policies
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Network Queue QoS Policies

A basic network queue QoS policy must conform ®ftillowing:

» Each network queue QoS policy must have a uniglieypname.

e Queue parameters can be modified, but cannot leéede

Create a Network Queue QoS Policy

Configuring and applying QoS policies other tham diefault policy is optional. A default network
queue policy is applied to all network ports (fat02SAS-M in Network mode) and access uplink

ports (for 7210 SAS-M and 7210 SAS-T in accessnkpiode).

To create an network queue policy, define the Voithgy:

* Enter a network queue policy nhame. The systemnailldynamically assign a name.

« Include a description. The description providdsiaf overview of policy features.

* FCs are mapped to 8 queues available at the paot@ding toTable 31, Forwarding Class

to Queue-ID Map, on page 81

Use the following CLI syntax to create a networlege QoS policy:

CLI Syntax:  config>qos
network-queue pol i cy- name
description description-string
queue queue-id
rate cir cir-percent [pir

adaptation-rule [cir adaptation-rule] [pir adaptati

rule]

*A:Dut-B>config>gqos>network-queue# info detail

description "Default network queue QoS
queue 1
rate cir O pir 100
adaptation-rule cir closest pir clo
exit
queue 2
rate cir 25 pir 100
adaptation-rule cir closest pir clo
exit
queue 3
rate cir 25 pir 100
adaptation-rule cir closest pir clo
exit
queue 4
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policy."

sest

sest

sest
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rate cir 25 pir 100

adaptation-rule cir closest pir clo sest
exit
queue 5

rate cir 100 pir 100

adaptation-rule cir closest pir clo sest
exit
queue 6

rate cir 100 pir 100

adaptation-rule cir closest pir clo sest
exit
queue 7

rate cir 10 pir 100

adaptation-rule cir closest pir clo sest
exit
queue 8

rate cir 10 pir 100

adaptation-rule cir closest pir clo sest
exit

*A:Dut-B>config>qos>network-queue#
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Applying Network Queue Policies

Apply network queue policies to the following eiss:

* Ethernet Ports

Ethernet Ports

Use the following CLI syntax to apply a network gegolicy to an Ethernet port in network
mode of operation.

The network-queue policy can only be applied oetavork port.

CLI Syntax:  config>port#
ethernet

#H.

#

echo "Port Configuration"
#.

port 1/1/1
ethernet
mode network
network
queue-policy "nql-cbs"
exit
exit
exit
no shutdown
exit

Use the following CLI syntax to apply a network gaepolicy to an Ethernet port in access-uplink
mode of operation.

CLI Syntax:  config>port#
ethernet
access
uplink
queue-policy policy-name

#H.

#

echo "Port Configuration"
.
port 1/1/1
ethernet
mode access uplink
access
uplink
queue-policy "nql-cbs"
exit

exit
exit
no shutdown
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exit
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Default Network Queue Policy Values

The default network queue policies are identifisgalicy-id default. The default policies cannot
be modified or deleted. The following displays dafgolicy parameters:

A:qosl# show qos network-queue default detail

QoS Network Queue Policy

Network Queue Policy (default)

Policy . default
Accounting : packet-based
Description : Default network queue QoS policy.

Queue CIR PIR CBS
CIR Rule PIR Rule

1 0 100 12.50
closest closest

2 25 100 12.50
closest closest

3 25 100 12.50
closest closest

4 25 100 12.50
closest closest

5 100 100 12.50
closest closest

6 100 100 12.50
closest closest

7 10 100 12.50
closest closest

8 10 100 12.50
closest closest

FC UCastQ
be 1

2 2

af 3

11 4

h2 5

ef 6

hi 7

nc 8

Associations

Port-id : 1/1/4
Port-id : 1/1/8
Port-id : 1/1/9
Port-id : 1/1/10
Port-id : 1/1/12
Port-id : 1/1/13
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Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :
Port-id :

1/1/14
1/1/15
1/1/16
1/1/17
1/1/18
1/1/19
1/1/20
1/1/21
1/1/22
1/1/23
1/1/24
lag-1

A:qosl#

The following displays default policy parameters 7@10 SAS-M:

*A:Dut-C>config>qos>network-queue# info detail

description "Default network queue QoS

queue 1

rate O pir 100

adaptation-rule cir closest pir clo
exit
queue 2

rate 25 pir 100

adaptation-rule cir closest pir clo
exit
queue 3

rate 25 pir 100

adaptation-rule cir closest pir clo
exit
queue 4

rate 25 pir 100

adaptation-rule cir closest pir clo
exit
queue 5

rate 100 pir 100

adaptation-rule cir closest pir clo
exit
queue 6

rate 100 pir 100

adaptation-rule cir closest pir clo
exit
queue 7

rate 10 pir 100

adaptation-rule cir closest pir clo
exit
queue 8

rate 10 pir 100

adaptation-rule cir closest pir clo
exit

policy."

sest

sest

sest

sest

sest

sest

sest

sest
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*A:Dut-C>config>qos>network-queue#

*7210SAS>config>gqos>network-queue# info detail

description "Default hybrid queue QoS p

queue 1
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 2
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 3
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 4
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 5
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 6
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 7
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

queue 8
port-parent cir-level 1 pir-weight
rate cir O pir 100
adaptation-rule cir closest pir clo
queue-mgmt "default”

exit

*7210SAS>config>qos>network-queue#

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui

olicy."

sest

sest

sest

sest

sest

sest

sest

sest
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Use the following CLI syntax to apply a network gaepolicy to an Ethernet port in access-uplink
mode of operation.

CLI Syntax:  config>port#
ethernet
access
uplink
queue-policy policy-name
#.
echo "Port Configuration"
#.
port 1/1/1
ethernet
mode access uplink
access
uplink
queue-policy "nql-cbs"

exit
exit
exit
no shutdown
exit
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Service Management Tasks

This section discusses the following service manmesyg tasks:

e Deleting QoS Policies on page 193
e Copying and Overwriting QoS Policies on page 194
« Editing QoS Policies on page 196

Deleting QoS Policies

A network queue policy is associated by defaulhwil network ports (for SAS-M in Network
mode) and access uplink ports (for SAS-M and 7248-% in access uplink mode). You can
replace the default policy with a customer-confeglipolicy, but you cannot entirely remove a
QoS policy. When you remove a QoS policy, the podissociation reverts to the default network-
queue policydefault.

A network-queue policy cannot be deleted untisitemoved from all network ports where it is
applied.

To delete a user-created network queue policyr ¢iméefollowing commands:
CLI Syntax:  config>qos# no network-queue pol i cy- nane

Example : config>qos# no network-queue nql
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Copying and Overwriting QoS Policies

You can copy an existing network queue policy, ne@dt with a new policy ID name, or overwrite
an existing network queue policy. Theerwrite option must be specified or an error occurs if
the destination policy ID exists.

CLI Syntax:  config>qos#copynetwork-queue source-policy-iddest-policy-id
[overwrite]
Example: config>qos# copy network-queue nql-cbs ng2-chs

The following output displays the copied policies

*A:card-1>config>qos# info
#.

echo "QoS Slope and Queue Policies Configuration"

network-queue "ngl-cbs" create
queue 1
rate cir 0 pir 32
adaptation-rule cir max
exit
queue 2
exit
queue 3
exit
queue 4
exit
queue 5
exit
queue 6
rate cir 0 pir 4
exit
queue 7
rate cir 3 pir 93
exit
queue 8
rate cir 0 pir 3
exit
exit
network-queue "ng2-cbs" create
queue 1
rate cir 0 pir 32
adaptation-rule cir max
exit
queue 2
exit
queue 3
exit
queue 4
exit
queue 5
exit
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queue 6

rate cir 0 pir 4
exit
queue 7

rate cir 3 pir 93
exit
queue 8

rate cir 0 pir 3
exit

exit

*A:card-1>config>qos# info
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Editing QoS Policies

You can change existing policies, except the déefaalicies, and entries in the CLI. The changes
are applied immediately to all ports where the @ois applied. To prevent configuration errors
use the copy command to make a duplicate of thggnaidi policy to a work area, make the edits,
and then overwrite the original policy.
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Command Hierarchies

* Configuration Commands on page 141
e Operational Commands on page 142
e Show Commands on page 142

Configuration Commands

config
— gos
— network-queue policy-namecreate]

— description description-string

— nodescription

— queuequeue-id
— adaptation-rule [cir adaptation-rulg [pir adaptation-rulé
— no adaptation-rule
— adaptation-rule
— rate [cir cir-percent [pir pir-percent
— norate
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Operational Commands
config
— qos
— copy network-queuesrc-namedst-namgoverwrite]
Show Commands
show

— qos
— network-queue [network-queue-policy-namgdetail]
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Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>qos>network-queue

Description ~ This command creates a text description storedearconfiguration file for a configuration
context.

Thedescription command associates a text string with a configumatontext to help identify the
context in the configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.
Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters

long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.
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Operational Commands

copy

Syntax
Context

Description

Parameters

Page 200

copy network-queue src-name dst-name [overwrite ]
config>qos

This command copies or overwrites existing netwgurikue QoS policies to another network
queue policy ID.

Thecopy command is a configuration level maintenance tseld to create new policies using
existing policies. It also allows bulk modificat®ito an existing policy with the use of the
overwrite keyword.

network-queuesrc-name dst-name- Indicates that the source policy Hxd the destination policy ID are
network-queue policy IDs. Specify the source polidythat the copy command will attempt to copy
from and specify the destination policy ID to whitle command will copy a duplicate of the policy.

overwrite — specifies to replace the existing destination golitverything in the existing destination
policy will be overwritten with the contents of teeurce policy. Ibverwrite is not specified, a mes-
sage is generated saying that the destinationypli@xists.

SR>config>qos# copy network-queue ngl ng2
MINOR: CLI Destination "ng2" exists - use {overwrit e}
SR>config>qos# copy network-queue ngl nq2 overwrite
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Network Queue QoS Policy Commands

network-queue

Syntax
Context

Description

Default

Parameters

[no] network-queue policy-name [create ]
config>qos

This command creates a context to configure a mtgpaeue policy. Network queue policies on
the Ethernet port define network egress queuing.

default

policy-name —The name of the network queue policy.

Values Valid names consist of any string up to 32 charadting composed of printable, 7-bit
ASCII characters. If the string contains speciarelsters (#, $, spaces, etc.), the entire
string must be enclosed within double quotes.

create —Mandatory keyword to create a network queue policy.
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Network Queue QoS Policy Queue Commands

queue

Syntax
Context

Description

Parameters

gueue queue-id
config>qos>network-queue

This command enables the context to configure a qG@EBork-queue policy queue.

The FCs are mapped to these queues asgimde 31, Forwarding Class to Queue-ID Map, on
page 810nly one FC can be mapped to one queue. QueBésithe highest priority and Queue-
id 1 is the lowest priority. Queue carry both thécast and multicast traffic and no segregation is
done. The hardware port scheduler prioritizes theug according to the priority for each queue.
High priority traffic should be mapped to high pitg FC. Mapping traffic to high priority FC
does not necessarily guarantee high priority treatrsince the scheduler policy can influence the
relative priority among the queues.

The no form of this command is not supported.

gueue-id —Thequeue-idfor the queue, expressed as an integer.dlieeie-iduniquely identifies the queue
within the policy. This is a required parameterfetime the queue command is executed.

Values 1—8

adaptation-rule

Syntax

Context

Description

Default

Parameters
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adaptation-rule [cir adaptation-rule] [pir adaptation-rule]
no adaptation-rule

config>gos>network-queue>queue

This command defines the method used by the systelarive the operational CIR and PIR
settings when the queue is provisioned in hardwoethe CIR and PIR parameters individually,
the system attempts to find the best operationaldapending on the defined constraint.

Theno form of the command removes any explicitly defimedstraints used to derive the
operational CIR and PIR created by the applicaticthe policy. When a specifadaptation-rule
is removed, the default constraints far andcir apply.

adaptation-rule cir closest pir closest

adaptation-rule —Specifies the adaptation rule to be used while ading the operational CIR or PIR
value.

Values pir — Defines the constraints enforced when adaptied?R rate defined within the
gqueuequeue-idrate command. Their parameter requires a qualifier that defines the
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constraint used when deriving the operational PIRHe queue. When thpr command
is not specified, the default applies.

cir — Defines the constraints enforced when adaptiegIR rate defined within the
queuequeue-idate command. Their parameter requires a qualifier that defines the
constraint used when deriving the operational @RlHie queue. When tloér parameter
is not specified, the default constraint applies.

max — Themax (maximum) option is mutually exclusive with then andclosest
options. Whemmax is defined, the operational PIR for the queue ballequal to or less
than the administrative rate specified usingrtite command.

min — Themin (minimum) option is mutually exclusive with tiheax andclosest
options. Whemin is defined, the operational PIR for the queue béllequal to or greater
than the administrative rate specified usingrtite command.

closest— Theclosestparameter is mutually exclusive with timén andmax parameter.
Whenclosestis defined, the operational PIR for the queue bélithe rate closest to the
rate specified using thrate command.

The system creates and associates a port-schedthieevery access port on the system. Every
gueue within a SAP is associated with the portdalez available on the port on which the SAP is
created. This command provides the context to gandi the queue parameters ‘cir-level’ and ‘pir-
weight’. The port scheduler uses these parameiepportion the bandwidth to all the queues
competing for the available bandwidth.

The no form of the command sets the cir-level andvpight to default values.port-parent cir-
level 1 pir-weight 1Specifies the priority of theeye with respect to other queues. The priority of
the queue is used only in the CIR loop. Level ‘8thie highest priority and level "1" is the lowest
priority.

Default In the PIR loop, the priority of the queues canmmtonfigured. The system
assigns the priority to the queues based on tHe\at associated with the
queueSpecifies the relative weight of the queue witlpees to the other queues. The
weight parameter is used only in the PIR loop.dfiaues level parameter is set to ‘8’, the
weight parameter is ignored by the system.

rate
Syntax  rate [cir cir-percent] [pir pir-percent]
no rate

Context config>gos>network-queue>queue

Description This command defines the administrative Peak Infdion Rate (PIR) and the administrative
Committed Information Rate (CIR) parameters fordheue. The PIR defines the maximum rate
that the queue can transmit packets through the Pefining a PIR does not necessarily
guarantee that the queue can transmit at the iaterate. The actual rate sustained by the queue
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Parameters

Page 204

can be limited by oversubscription factors or aafai¢ egress bandwidth. The CIR defines the rate
at which the system prioritizes the queue overrogueues competing for the same bandwidth.

The rate command can be executed at anytime,rajtdre PIR and CIR rates for all queues
created on the access ports.

Theno form of the command returns all queues createl thitqueue-idby association with the
QoS policy to the default PIR and CIR paramete@®(D).

cir percent — Defines the percentage of the guaranteed rate edldar the queue. When thate
command is executed, a valid CIR setting must Ipdi@tly defined. When theate command has not
been executed, the default CIR0a6 assumed. Fractional values are not allowed amst be given as
a positive integer.

The actual CIR rate is dependent on the queadgptation-rule parameters and the actual hardware
where the queue is provisioned.

Values 0—100
Default 0

pir percent— Defines the percentage of the maximum rate allolwethe queue. When thrate command
is executed, the PIR setting is optional. Wherréte command has not been executed, or the PIR
parameter is not explicitly specified, the def&IR of 100 is assumed. Fractional values are not
allowed and must be given as a positive integer.

Values 1— 100 percent
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100Show Commands

network-queue

Syntax  network-queue [network-queue-policy-name] [detail |

Description This command displays network queue policy infoiiorat

Context show>qos

Parameters network-queue-policy-name Fhe name of the network queue policy.

Values Valid names consist of any string up to 32 charadteng composed of printable, 7-bit
ASCII characters. If the string contains speciarelsters (#, $, spaces, etc.), the entire
string must be enclosed within double quotes.

detail — Includes each queue’s rates and adaptation-rul&arid details. It also shows FC to queue
mapping details.

Table 40: Network Queue Labels and Descriptions

Label Description

Policy The policy name that uniquely identifies the palicy

Description A text string that helps identify the policy’s cert in the config-
uration file.

Associations Displays the physical port identifier where thewatk queue
policy is applied.

Queue Displays the queue ID.

CIR Displays the committed information rate.

PIR Displays the peak information rate.

CBS Displays the committed burst size.

FC Displays FC to queue mapping.

*A:card-1# show gos network-queue nql

QoS Network Queue Policy

Network Queue Policy (nql)

Policy :nql
Accounting : packet-based
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Associations

Port-id : 1/1/20

*A:card-1#

*A:card-1# show gos network-queue nql detail

QoS Network Queue Policy

Network Queue Policy (nql)

Policy :nql
Accounting  : packet-based
Description : this is a network-queue policy

Queue CIR PIR CBS
CIR Rule PIR Rule

1 0 100 12.50
closest closest

2 0 100 12.50
closest closest

3 0 100 12.50
closest closest

4 0 100 12.50
closest closest

5 0 100 12.50
closest closest

6 0 100 12.50
closest closest

7 0 100 12.50
closest closest

8 0 100 12.50
closest closest

FC UCastQ

be
2 2
af 3
11 4
h2 5
6
7
8

=

ef
hi
nc

Associations

Port-id : 1/1/20

*A:card-1#
*A:card-1# show gos network-queue default detail

QoS Network Queue Policy

Network Queue Policy (default)

Policy . default
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In This Section

This section provides information to configure SiBress QoS policies using
the command line interface.

Topics in this section include:

« Overview on page 208

* Basic Configurations on page 222

* Service Management Tasks on page 273

« Service Ingress Policy Configuration Considerationpage 215

* Allocation of QoS Resources for a SAP Ingress Ralit page 217
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There is one default service ingress policy. THawepolicy has two classification resources and
one meter ( the num-qos-classifiers set to valle b queues are allocated by default. SAP
ingress policies with policing is supported for SAfdNfigured on access ports and hybrid ports.
The default policies can be copied but cannot betelé The default policies are identified as
policy ID 1.

The default policies are applied to the appropristerface, by default. For example, the default
SAP ingress policy is applied to access ingresssSXBuU must explicitly associate other QoS
policies.

For information about the tasks and commands napess access the command line interface
and to configure and maintain your 7210 SAS devirfer to the CLI Usage chapter in the 7210
SAS OS Basic System Configuration Guide.
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Default SAP Ingress Policy

*A:7210-SAS>config>qos>sap-ingress# info detail

description "Default SAP ingress QoS po licy."
num-qos-classifiers 2
scope template
meter 1 create
mode trtcm1
adaptation-rule cir closest pir clo sest
rate cir O pir max
mbs default
cbs default
exit
default-fc "be"

*A:7210-SAS>config>gqos>sap-ingress#
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SAP Ingress Policy Defaults

Table 41: SAP Ingress Policy Defaults
Field

Default

description
scope
num-gos-classifiers

meter

mode
adaptation-rule
rate

cbs

mbs

default-fc

”

“Default SAP ingress QoS policy.
template
2

1

trtcm1

cir closest pir closest
pir = max, cir=0
Default
Default

be

Use of Index file by SAP QoS Ingress policy

7210 uses an index file to store the map whichcigis the QoS resource allocation to SAPs. This
file is used on reboot to ensure that all the Sthkaswere created successfully before reboot can
be created again on a reboot. Without an indexHidesystem does not ensure this (that is, without
an index file it is possible that all the SAPs tivate configured successfully, may fail on a reboot
after saving the configuration file). The file t®ed in the flash. On reboot if the file is fouride
system allocates resources as per the stored fithp.flle is not found the system implements a
best-fit algorithm and tries to allocate resourogsall the SAPs on a first-come-first-served basis
(Note : There is no guarantee that resources willllocated to all SAPs). Hence, when the file is
not present it is possible that configuration sawks not execute successfully after the reboot.

NOTE: The index file used for QoS map is different frdme bne used for storing Interface

indexes.

Use of the keyword “multipoint” for default meter “

117

The system allows sharing of a single meter fohhaticast and multipoint traffic. The user can
configure any of the available meters for multigaraffic. The use of 'multipoint’ keyword during
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meter creation is deprecated, except for use widtem“11” as described in the following
paragraphs.

When the Multipoint” keyword is specified with meter "11" the softwaneerprets it to be the
default multipoint meter. The default multipoint taeis used for all FCs that do not have explicit
multipoint meters configured.The software does dpgropriate resource checks to ensure that
resources needed to use multipoint meter with tal ECs are available before allowing this
change.

Note 1: When num-gos-resources is set to a value of ‘Zauemultipoint meter "11" cannot be
used as only a single meter is available for use.

Note 2: When associating a meter with a FC for BUM traffie software does not validate if the
meter is a multipoint meter thus allowing user $& & single meter for unicast and BUM traffic.
This implies efficient use of SAP ingress qos reses.From release 4.0R4 onwards when the
"multipoint" keyword is used, software throws a wiag indicating that it is an obsolete CLI
command and it is not saved in the configuratide dieprecating the use of multipoint keyword
with any meter other than the default.

Examples of usage of multipoint meter:

Example 1:

*7210-SAS>config>qos# sap-ingress 12 create
*7210-SAS>config>qos>sap-ingress$ info

num-gos-classifiers 4
meter 1 create
exit

*7210-SAS>config>qos>sap-ingress$

All FCs in the SAP ingress policy use the defaudtten 1 (for all traffic types). If the command
“configure gos sap-ingress <id> meter 11 multipointreate’ is executed, it attaches the default
meter "11" with all the FCs defined in the SAP igg policy.

After this configuration, all the FCs in this poliuse two meters, default meter "1" to meter
unicast traffic for all the FCs and meter "11" teter BUM traffic for all the FCs. In this specific
example, since only default FC “be” is in use, theltipoint meter will be used to meter BUM
traffic associated with default FC “be”.

After the change the policy is as displayed ingkample below:

*7210-SAS>config>qos# sap-ingress 12
*7210-SAS>config>qos>sap-ingress$ info

num-gos-classifiers 4
meter 1 create
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exit
meter 11 multipoint create

*7210-SAS>config>qos>sap-ingress$

Delete the multipoint meter "11" to remove all #@s associated with the multicast-meter
(assuming all the FCs are using the default mugticzeter and do not have any other multicast
meter explicitly configured). Execute the commandrifigure qos sap-ingress <id> no meter
117, this disassociates meter "11" from the FCs amd the FCs use only meter "1" (if no other
meter configured explicitly).

Example 2:

*7210-SAS>config>qos# sap-ingress 12
*7210-SAS>config>qos>sap-ingress$ info

configure> qos> sap-ingress 10 create
meter 1 create
exit
meter 3 create
exit
default-fc be
fc be
meter 3
multicast-meter 3
exit
fc af
meter 3
exit
exit

Starting with the above policy, if the user now @xtes the commandadnfigure qos sap-ingress
<id> meter 11 multipoint create’, the FC "be" continues to use meter "3" and tle"&f" uses
meter "11" for BUM traffic. In the above examplethe user were to executedhfigure qos sap-
ingress <id> fc be no multicast-metet, then the default meter “11” is used for FC "bed.

Example 3:

configure> qos> sap-ingress 10 create
meter 1 create
exit
meter 3 create
exit

default-fc be

fc be
meter 3
unknown-meter 3
exit
exit
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On execution of the commanddhnfigure qos sap-ingress <id> meter 11 multipointreatée’, FC
"be" unknown-unicast traffic type will continue tise meter 3 and broadcast and multicast traffic
type will use meter “11”.

In the above example, if initially a broadcast-metas configured in the sap-ingress policy and
then followed by execution of the commandotifigure gos sap-ingress <id> meter 11
multipoint create", then FC be changes to use meter “11" for mutideaffic and broadcast
traffic continue to use meter “3” for unknown-urstaraffic and meter “3” for unicast traffic.

In the above example, if the user executemfigure qos sap-ingress <id> fc be no unknown-
meter”, then meter "3" is used for all traffic typessddied to FC “be”. But, if the default meter
"11" is defined in the policy, then FC “be” usestare'11” for BUM traffic.

Service Ingress Meter Selection Rules

The following are rules for meter selection by eliéint traffic types under various configurations
for VPLS services:

* In the default policy, only meter “1” is definedlll FC and all traffic types use meter “1”
by default. Meter “11” is not created by defaultlds not available for use.

Sample configuration:

*7210-SAS>config>qos# sap-ingress 1 create // Defau It policy
*7210-SAS>config>qos>sap-ingress$ info

num-gos-classifiers 2
meter 1 create
exit

*7210-SAS>config>qos>sap-ingress$
The following describes the usage of meters wheteniél” is not configured in the policy:
« If a FC is created without explicit meters, thdaddt meter “1” is used for unicast traffic

and for multipoint traffic types (such as broadcastlticast and unknown-unicast traffic).

« If a FC is created with an explicit unicast metbgt meter is used for unicast traffic and
for multipoint traffic types (such as broadcast/teast and unknown-unicast traffic).

« If a FC is created with an explicit unicast meaed explicit broadcast meter, use these
meters for unicast and broadcast traffic respelgti@ed use the unicast meter for all other
traffic types.

« If a FC is created with an explicit unicast me#ed explicit multicast meter, use the
unicast meter for unicast traffic and multicast endor all other traffic types.
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If a FC is created with an explicit unicast metan, explicit broadcast meter, and an
explicit multicast meter, use these meters for asticbroadcast and multicast traffic types
respectively. Unknown unicast traffic type will use explicitly defined multicast meter.

If a FC is created with an explicit unicast metar, explicit broadcast meter, an explicit
unknown-unicast meter, and an explicit multicastaneuse these meters for unicast,
broadcast, unknown-unicast and multicast traffje/respectively.

The following describes the usage of meters wheteniél” is defined in the policy:

If a FC is created without explicit meters, use tlefault meter “1” for unicast traffic and
default meter “11” for all other traffic types (duas broadcast, multicast and unknown-
unicast).

If a FC is created with an explicit unicast metese that meter for unicast traffic and use
default meter “11” for all other traffic types.

If a FC is created with an explicit unicast meded explicit broadcast meter, use these
meters for unicast and broadcast traffic respelgtimed use meter “11” for all other traffic

types.

If a FC is created with an explicit unicast mesterd explicit multicast meter, use the
unicast meter for unicast traffic and multicast endor all other kinds of traffic.

If a FC is created with an explicit unicast metan, explicit broadcast meter, and an
explicit multicast meter, user these meters focasi, broadcast and multicast traffic types
respectively. Unknown unicast traffic type will use explicitly defined multicast meter.

If a FC is created with an explicit unicast metar, explicit broadcast meter, an explicit
unknown-unicast meter, and an explicit multicastaneuse these meters for unicast,
broadcast, unknown-unicast and multicast traffje/respectively.

The following are rules for meter selection for igand VPRN services:

A multipoint meter cannot be used. A multipointtareconfigured in a policy is not used
when the policy is applied to a SAP in an Epipeiser

All FCs associated with a meter always use theastimeter.
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Service Ingress Policy Configuration Considerations

Thenum-qos-classifierparameter cannot be modified when the policy issie (for example,
when it is associated with a SAP). Other paramétetfse SAP ingress policy can be changed.

When changing other parameters (for example, fermmatp or fc classification match criteria
entries) for a policy which is in use, the systemomputes the resources required due to
accomodate the change. If the resources requireekds the configured value foum-gos-
classifiers then the change is not allowed.

If more resources are needed than what is configuedm-qos-classifierfor a existing policy,
then the following options are available.

Copy the existing policy to a new policy, modifienum-qos-classifierparameter,
modify the match criteria entries suitably, andafip modify the SAP configuration to
associate it with the new policy.

Ensure the existing policy is not in use by anyPS# required change the SAP
configuration to disable the use of the QoS poliith theno qosform of the command),
change all the required parameters and finally flgddie SAP configuration to use the
policy again.

Note that both these options have side-effectsexample, it resets the statistics
associated with the meters and can potentiallyecaunisting traffic classification not to
take effect. But, the system will ensure that di¢gfipalicy is in use during the intermittent
time when a policy changes are being made followliregsteps given above.

In releases prior to release 3.0R1, the softwhvays the computes the number of
resources (like classifiers and meters) required pglicy assuming it will be used in a
VPLS service. This allows the policy to be appliecither an Epipe or VPLS service.

From release 3.0R1 onwards, on creation of SAResy policy, software does not
compute the number of resources required by aali validate it against resources
available in the system. The software validatesréis®urces needed only when the SAP
ingress policy is attached to a SAP. If enough ueses are available the association
succeeds, else the software fails the CLI commBaded on the service (i.e. Either VLL,
VPLS, and so on.) the SAP is configured in, for $hene SAP ingress policy the amount
of resources required is different. The softwarédases that the amount of qos resources
specfied with the command num-qos-classifiers ifficsent for the match criteria,
forwarding class and service specified and theuess are available in hardware. On
failure of the validation, the software disallovin® tassociation of the SAP ingress policy
with the SAP.

The match criteria type (that is, mac-criteriav4gcriteria and ipv6-criteria) cannot be
changed when the SAP ingress QoS policy is infeseexample - if the match-criteria is
set to ipv4-criteria and the policy is associatéthw SAP then the ipv6-criteria or mac-
criteria cannot be enabled in the same policyhéf¢ is a heed to change the criteria, then
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user must remove the association and then chaeg8AP ingress policy to use the new
match criteria. For SAPs configured in VPRN sergjchie computation of resources is
similar to an SAP configured in an Epipe service.

Please see the section dResource Allocation for Service Ingress QoS pdlicia page 218 or
more information.

Resource Allocation for Service Ingress QoS policie S

Page 216

The available global pool of ingress internal CAkrdiware resources can be allocated as per user
needs for use with different features such as $Ress QoS policy, ingress ACLs, etc. SAP
ingress QoS can be allocated classification an@mmesources for use from this pool. Further on,
resources can be allocated for different SAP irg@sS policy classification match criteria, based
on the operator needs. Users can modify the res@limcated to scale the number of entries
available per match criteria or scale the numbe&AiPs. The resources from the global ingress
internal CAM pool are allocated in chunks with fikeumber of entries. For 7210 SAS-M , each
chunk allows for 512 classification entries and &&&ers. The number of chunks to be allotted for
SAP ingress QoS policy is specified using the Girthmand configure> system> resource-
profile> ingress-internal-tcam> gos-sap-ingressuese.

User can specify a limit for the amount of resoanajuired for SAP ingress QoS policies and
also an option to limit the amount of resourcesiyser match criteria supported for SAP ingress
QoS policies. A given chunk can be used for eitMAKC criteria or IP criteria or IPv6 criteria.
Allocation of classification entries also allocataster/policer resources, used to implement per
FC per traffic type policing.

By default, the system allocates resources for Bfjress QoS policies to maintain backward
compatibility with release 4.0 and allocates reseaifor MAC criteria and IP criteria (by setting it
to 'max’). Setting the value to ‘max’ allows eachtoh criteria to use the available SAP ingress
QoS resources on first-come-first-served modeld&fault, software does not allocate resources
for use by ingress IPv6 filters. Before associaingPv6 SAP ingress policy to a SAP, resources
must be allocated. Until resources are allocatedi$e by IPv6 filters, software fails all attempts
to associate an IPv6 filter policy with a SAP.

When the user allocates resources for use by Sgess QoS policies using the CLI command
configure> system> resource-profile> qos-sap-ingresource, the system allocates resources in
chunks of 512 entries. The usage of these entyigiffierent type of match criteria is given below:

e mac-criteria (any) - User needs to allocate resources for mac-crifesra the SAP
ingress QoS resource pool by using the commanditnme> system> resource-profile>
ingress-internal-tcam> qos-sap-ingress-resourcezmetch-enable” before using SAP
ingress policies with mac-criteria. Every entry figured in the SAP ingress QoS policy
using the mac-criteria uses one (1) entry fromctienks in the hardware.
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For example: Assume a SAP Ingress QoS policy is configuredstomac-criteria with 50 entries
and uses “configure> system> resource-profile>@ngtinternal-tcam> qos-sap-ingress-resource>
mac-match-enable 1", to configure one chunk forlsenac-criteria (allowing a total of 512
entries for use by policies using mac-criteria)this case, the user can have 10 SAPs using mac-
criteria SAP ingress policy and consumes 500 entrie

e ipv4-criteria (any) - The usage is same as the mac-criteria. Resonesskto be
allocated using the command “configure> systemoure-profile> ingress-internal-
tcam> qos-sap-ingress-resource> ipv4-match-enabtiditionally,IPv4 criteria can share
the entries allocated for IPv6 criteria. The sofsvautomatically allocates entries from an
IPv6 criteria slice to IPv4 criteria policies, ifdre are no entries available in the allocated
IPv4 criteria chunks and there are no chunks availtor allocation to IPv4 criteria from
the SAP ingress QoS resource pool. The numberrdinzae entries taken up by an IPv4
criteria entry when using the IPv6 criteria chuiskéhe same as required by an entry using
IPv6 criteria (see below for details).

* ipv6-criteria (any) - User needs to allocate resources from the SR ds QoS resource
pool for ipv6-criteria by using the command “config> system> resource-profile>
ingress-internal-tcam> qos-sap-ingress-resourceé-ipv4-match-enable" before using
IPv6 criteria and num-qos-classifiers must spettifyipvé keyword. Every ipv4 criteria
match entry or ipv6 criteria match entry configunedhe QoS policy using ipv6-criteria
uses two (2) entries from the chunks allocatedugar by ipv6-criteria (128-bit) in the
hardware. Software allocates entries from the ipnit&ria pool if the SAP ingress QoS
policy uses both ipv6-criteria entries and ipv4eria (any or IPv4 DSCP) entries or if the
SAP ingress QoS policy uses only IPv6 criteria anif the SAP ingress QoS policy uses
ipv4 criteria any and there are no resources aailia the IPv4 criteria (as explained
above).

For example: Assume a QoS policy is configured to use ipvéecidt with 50 entries and using
“configure>system> resource-profile> ingress-ingtitam> gos-sap-ingress-resource> ipv4-
ipv6-128-match-enable 1", user configures one chHonkise by ipv6-criteria. This allows for a
total of 256 entries for use by SAPs using SAPasgrQosS policies with ipv6-critiera (as each
IPv6 entry uses 2 entries in hardware). In thisgXa, user can have five (5) SAPs using this
policy and consuming 250 entries in total. Thes®ueces can be shared with policies that use
IPv4 criteria, though it consumes 2 entries in e consumed per IPv4 criteria entry. It allows
user to make use of spare IPv6 resources for |IRig¥ia policies, though if user plans to have a
larger number of IPv4 criteria policies they arétdreoff allocating more resources for use with
IPv4 criteria.

Note when a chunk is allocated to IPv6 criteridtveare automatically adjusts the number of
available entries in that chunk to 256, insteaB#, since 2 entries are needed to match IPv6
fields. The number of meters available does natecedhough and 256 meters are available for
use.

e dotlp-only, IPv4 dscp-only, IPv6 dscp-only and Defdt SAP Ingress QoS policies
User can use the option 'dotlp-only' or dscp-oiflyhey plan to use only dotlp bits or
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only DSCP bits for SAP ingress classification. Ttyisically allows for efficient use of
available hardware resources and better scaling. i8gress policies that use only Dot1p
bits or only IPv4/IPv6 DSCP and Default SAP ingr@sxS policies bits can use the
resources from chunks currently allocated for useither IP-criteria or MAC-criteria or
IPv6 criteria. There are some special cases nakavidor allocation of resources for
default, dotlp-only and dscp-only SAP ingress pedic

- If there are no chunks available for accommodaaii8AP that is associated with
default or dotlp-only or a dscp-only SAP ingreskcypthe software allocates
resources against mac-criteria if the SAP is caméid in a VLL or VPLS service. The
software uses the required number of entries ferglicy. The remaining entries is
available for SAPs that use mac-criteria or thatasly dotlp or only ipv4/ipv6
DSCP or that use default policy.

- If there are no chunks available for accommodaaii8AP that is associated with
default, dotlp-only or a dscp-only SAP ingress@plthe software allocates
resources against ipv4-criteria if the SAP is agumfed in an IES or a VPRN service.
The software uses the required number of entriethi® policy. The remaining entries
is available for SAPs that use ipv4-criteria ortthse only ipv4/ipvé DSCP or only
dotlp criteria or that use default policy.

The SAP ingress resource chunks referred to irstidsion is different from the resources
specified using the command 'num-gos-classifiatsh-gqos-classifiers set the limit on the
resources needed per SAP ingress QoS policy. Tinealesources set the maximum limit on the
resources available for use by all the SAP ingpedisies in use simultaneously on the system.
The software manages the resource chunks allota®8P ingress QoS policy pool and allocates
the entries in the chunks when a SAP ingress Qt8yps associated with a SAP. In other words,
a SAP specifies the amount of QoS resources its)emsihg the 'num-qos-resources' CLI
command (in the SAP ingress policy) and the softvedliocates the resources required by a SAP
from the chunks depending on whether the SAP isgpelicy uses ip-criteria or mac-criteria or
ipv6-criteria.

The users can use “tools> dump> system-resour@esimand to know the current usage and
availability. One or more entries per chunk areresd for system use.

For 7210 SAS-M , each chunk allows for 256 clasaifon entries and 128 meters.

Computation of resources used per SAP ingress polic y

Page 218

The user is allowed to configure the number ofgifastion entries the SAP requires (for
example: TQ).
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Number of meters allocated automatically by systefi@Q / 2 (up to a maximum of 32
meters).

To calculate the number of SAPs allowed, assumenalligured to use ‘'TQ’ Qo0S resources per
SAP.

Number of SAPs allowed = maximum classificatiorriest/ TQ.

NOTE: The number of SAPs arrived at using the égoatbove is subject to system limits. The
above equation is used to derive the limit on thaloer of SAPs due to QoS resources only.

The user is allowed to mix and match SAPs witheddht QoS resources (that is, using different
values of TQ).

The following determines the number of QoS resaitoebe allocated for an SAP:

* Number of match-criteria entries used to identifg FC.
* Number of FCs to use and number of traffic-typebe policed per FC.

e The amount of hardware classification resourcesled per entry configured by the user
(refer to the sectionResource Allocation for Service Ingress QoS padica page 216
to know about resources needed per match entrgrits based on different match criteria
in use).

Only those FCs that are in use by the match-caitddssification entries are considered for the
number of FCs. Therefore, these FCs are referrad t6C in use’.

Given the number of traffic types to use per 'FQsr’, the following rules apply for a SAP in a
VPLS service to arrive at number of classificatemries per FC in use:

« Ifa FCisin use and is created without explioiéters, use default meter #1 for unicast
traffic and for all other traffic types (that isrdadcast, multicast and unknown-unicast).
This requires one classification entry in hardwditeis assumes default mulitpoint meter
#11 is not created by the user.

« IfaFCisin use and is created without expinéters, use default meter #1 for unicast
traffic and default meter #11 (assuming meter ‘ikl¢reated by the user), for all other
traffic types (that is, broadcast, multicast anngwn-unicast). This requires two
classification entries in hardware.

« IfaFCisin use and is created with an expliciicast meter, use that meter for unicast
traffic and for all other traffic types (that isidadcast, multicast and unknown-unicast).
This requires one classification entries in hardwahis assumes default multipoint meter
“11” is not created by the user.

« IfaFCisin use and is created with an expliciicast meter, use that meter for unicast
traffic and use default meter #11 (assuming met#t s created by the user) for all other
traffic types. This requires two classification régg in hardware.
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If a FC is in use and is created with an explicitcast meter and explicit broadcast meter,
use these meters for unicast and broadcast traffgectively and use the unicast meter for
all other traffic types (that is, multicast and nolvn-unicast). This requires two
classification entries in hardware. This assumasttie default multipoint meter #11 is
not created by the user.

If a FC is in use and is created with an explicitcast meter and explicit broadcast meter,
use these meters for unicast and broadcast trafjpectively and use meter #11
(assuming meter 11 is created by the user) fasthér traffic types. This requires three
classification entries in hardware.

If a FC is in use and is created with an explicitcast meter and explicit multicast meter,
use the unicast meter for unicast traffic and roatit meter for all other kinds of traffic.
This requires two classification entries in hardsvar

If a FC is in use and is created with an expliciicast meter, an explicit broadcast meter,
and an explicit multicast meter, use these metgraricast, broadcast and multicast
traffic types respectively. Unknown unicast traffipe will use the explicitly defined
multicast meter. This requires three classificagatries in hardware.

For calculating the number of classification erstgier FC for a SAP in a VLL or vprn service, the
following rules apply:

Multipoint meters cannot be used. Multipoint metenfigured in a policy is not used
when the policy is applied to a SAP in an Epipeiser

All FCs in use and associated with a meter alwegsthe unicast meter. Therefore, all
FCs in use utilize only one classification entrytie hardware.

Apply the rules to determine the number of clasatfon entries per FC (only for the FCs in use)
using the following equation:

C(i)=2FCi(unicast)+FCi(multicast)+FCi(broadcast)+FCi(unlum_unicast)

i=nc,hl,ef,h2,I1,af,12,be

where FCi (unicast), FCi (multicast), FCi (broad¥aand FCi (unknown-unicast) are set to a
value of 1 if this FC uses classifier to identifgffic-type unicast, multicast, broadcast and
unknown-unicast respectively. FCi (unicast), FCulticast), FCi (broadcast), and FCi (unknown-
unicast) are set to a value of 0 if this FC doasuse a classifier to identify this traffic-type.

If the user does not configure meters explicitliytfee FC and meter “11” is not created, the default
unicast meter is used for all traffic types andéffare, only one classification entry in hardwaze i
required by the FC. If the user does not configueters explicitly for the FC and meter “11” is
created, the default unicast meter and multicastemare used. Therefore by default, two
classification entries in hardware are requirecBC.
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Taking into account the number of match criterid #re number of FCs used, use the equation
given below to arrive at total number of classifica entries per policy, for example:

TC=X E(i)* C(i)
i=nc,hl,ef,h2,11,af,12,be
where:

e E(i) is the number of match-criteria entries tblaissify packets to FCi. For 7210
platforms, the maximum number of classificationriestper policy can be 64 (including
default).

e C(i) is the number of classification entries thed required by FCi to identify different
traffic types.

Determine the number of policers or meters to tmeekample TP). A maximum of 32 meters per
policy are available.

Only those meters associated with FCs are considerewumber of meters. Note that only 'FCs in
use' is considered.

Total QoS resources required (for example TQ) =x (MdC), (2 * TP) ).
The number obtained is rounded off to next multgfié2” greater than TQ obtained above.

The user configures value TQ using CLI commandh-qos-classifiers
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Basic Configurations

A basic service ingress QoS policy must conforrth&following:

e Have a unique service ingress QoS policy ID.

* Allocates number of classifier and meter resoureesied for use
* Have a QoS policy scope of template or exclusive.

* Have at least one default unicast forwarding ctaster.

* Use of multipoint forwarding class meter is opaén

Create Service Ingress QoS Policies

Configuring and applying QoS policies is optioniho QoS policy is explicitly applied to a SAP,
a default QoS policy is applied.

¢ Service Ingress QoS Policy on page 223
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Service Ingress QoS Policy

To create an service ingress policy, define thiewahg:

« A policy ID value. The system will not dynamicatigsign a value.
« Include a description. The description providdsiaf overview of policy features.
» Specifynum-gos-classifierparameter. The default value is 2.

» Specify a default forwarding class for the poligjl. packets received on an ingress SAP
using this ingress QoS policy will be classifiedie default forwarding class.

« Define forwarding class parameters.

- Modify the unicast-meter default value to override default unicast forwarding type
meter mapping fofc fc-name

- Modify the multicast-meter default value to override the default multicast
forwarding type meters mapping ffarfc-name

- Modify the unknown-meter default value to override the default unknown astc
forwarding typemeter mapping forfc fc-name

- Modify the broadcast-meterdefault value to override the default broadcast
forwarding typemeter mapping forfc fc-name

» Specify IPv4/IPv6 or MAC criteria. You can defitfev4/IPv6 and MAC-based SAP
ingress policies to select the appropriate ingnester and corresponding forwarding class
for matched traffic.

A SAP ingress policy is created with a templatepgc The scope can be modified to
exclusive for a special one-time use policy. Othsewthetemplate scope enables the
policy to be applied to multiple SAPs.

The following displays an service ingress policyfiguration:

A:ALA-7>config>gos>sap-ingress# info

sap-ingress 100 create
description "Used on VPN sap"

A:ALA-7>config>gqos>sap-ingress#
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Service Ingress QoS Meter
To create service ingress meter parameters, digfinfollowing:

A new meter ID value — The system will not dynaatiig assign a value.

* Meter parameters — Ingress meters support thaitefi of either srTCM (Single Rate
Tri-Color Meter) or trTCM (Two Rate Tri-Color MeterCIR/PIR, CBS/MBS parameters.

The following displays an ingress meter configunati

A:ALA-7>config>qos# info
#.

echo "QoS Policy Configuration"
#.

#

sap-ingress 100 create
description "Used on VPN sap"
meter 1 create
exit
meter 11 multipoint create
exit
meter 2 create
rate cir 11000
exit
meter 3 create
cbs 32
rate 11000
exit
meter 4 create
rate 1
exit
meter 5 create
cbs 64
mbs 128
rate cir 1500 pir 1500
exit
meter 6 create
mode srtcm
rate cir 2500 pir 2500
exit
meter 7 create
cbs 256
mbs 512
rate cir 100 pir 36
exit
meter 8 create
cbs 256
mbs 512
rate cir 11000
exit
meter 9 create
rate cir 11000
exit
meter 10 create
rate cir 1
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exit
meter 12 create

rate cir 1500 pir 1500
exit
meter 13 create

rate cir 2500 pir 2500
exit
meter 14 create

rate cir 36 pir 100
exit

meter 15 create

rate cir 36 pir 100
exit
meter 16 create

cbs 128

mbs 256

rate cir 36 pir 100
exit

.

#

A:ALA-7>config>qos#
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SAP Ingress Forwarding Class (FC)

The following displays a forwarding class and pdesee configurations:

A:ALA-7>config>qos# info
#.

fc af create
meter 1
broadcast-meter 7
unknown-meter 8
exit
fc be create
meter 2
unknown-meter 9
exit
fc ef create
meter 3
broadcast-meter 10
exit
fc hl create
meter 4
multicast-meter 12
exit
fc h2 create
meter 5
broadcast-meter 13
multicast-meter 14
unknown-meter 15
exit
fc nc create
meter 6
broadcast-meter 16
multicast-meter 10
unknown-meter 11
exit
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Service Ingress IP Match Criteria

When specifying SAP ingress match criteria, onlg aratch criteria type can be configured in the
SAP ingress QoS policy.

The following displays an ingress IP criteria cgnfiation:

7210-SAS>config>qos>sap-ingress# info

num-gos-classifiers 32
meter 1 create
exit
meter 11 multipoint create
exit
fc "h2" create
exit
ip-criteria any
entry 16 create
description "test"
match
exit
action fc "be"
exit
exit

7210-SAS>config>qos>sap-ingress#

7210-SAS>config>qos>sap-ingress# info

num-qos-classifiers 4
meter 1 create
exit
meter 11 multipoint create
exit
ip-criteria dscp-only
entry 30 create
match
exit
action fc "12"
exit
exit

7210-SAS>config>qos>sap-ingress#
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Service Ingress MAC Match Criteria
Both IP criteria and MAC criteria cannot be configd in the same SAP ingress QoS policy.
To configure service ingress policy MAC criterizfithe the following:

« A new entry ID value. Entries must be explicitheated. The system will not dynamically
assign entries or a value.

» The action to associate the forwarding class wiipecific MAC criteria entry ID.
« Adescription. The description provides a baeterview of policy features.

The following displays an ingress MAC criteria cigiiration:

7210-SAS>config>qos>sap-ingress# info

description "test"
num-gos-classifiers 16
meter 1 create
exit
meter 11 multipoint create
exit
mac-criteria dotlp-only
entry 25 create
match
exit
no action
exit
exit
default-fc "h1"

7210-SAS>config>qos>sap-ingress#
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Service Ingress QoS Policies Resource Usage Example s

The resource calculation shown for VLL is also &aille for VPRN services.

Example 1

sap-ingress 10 create
description“example-policy-1"
num-qos-classifiers 8
meter 1 create
rate cir O pir max
exit
meter 11 multipoint create
rate cir O pir max
exit
meter 3 create
rate cir100 pir 100
exit
scope template
default-fc be
fc  be create
meter3
exit
fc  af create
meterl
exit
fc 11 create
meter 3
exit
fc  h2 create
meter3
exit
mac-criteria dotlp-only
entry 1 create
match dotlp 7
action fc af
exit
entry 2 create
match dotlp 5
action fc |1
exit
entry 3 create
match dotlp 6
action fc h2
exit
exit
exit

In the example above, assuming the policy is agd¢b a SAP in a VPLS service, compute the
number of classification entries per FC as follows:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0

FCh2=1+0+1+0=2
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Since this FC uses unicast meter, need an eniggmtify this traffic type explicitly. Another entr
is needed to classify broadcast, multicast and ovwknrunicast traffic type to the same FC and use
the default meter #11.

FCl1=1+0+1+0=2
FCaf=1+0+1+0=2
FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the equation, calculate the total classificaentries used by this policy, as follows:

TC=0*0)nc+ (0*0)h1+ (0*0)ef+ (1*2)h2(1L*2)I1 + (1 *2)af + (0*0)I2 + (1 *
2)be =8 (since three explicit match criteria mstare used to map traffic to each of FC H2,
FC L1, and FC AF along with a default classificatentry for FC BE).

The total number of meters used = 3 (since FCsneter #1, meter #3 and meter #11).
Hence, in this exampleum-qos-classifiers 8 is used ( maximum of (8, (2 * 3))).

If the same policy were to be used for a SAP iEpipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FCI1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Using the above equation, total classificationieatused = 4 and meters used = 2.

As can be seen here, using the same policy foreEpiP can lead to inefficient use of resources.
Hence, it is recommended to create a differentpaliith the required number of resources (that
is, with num-qos-classifiers 4 )

Example la (Default multipoint meter 11 is not used  ):

sap-ingress 10 create
description “example-policy”
num-gos-classifiers 4

meter 1 create

rate cir O pir max
exit
meter 3 create

rate cir 100 pir 100
exit

scope template

default-fc be
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fc be create
meter 3

exit

fc af create
meter 1

exit

fc 11 create
meter 3

exit

fc h2 create
meter 3

exit

mac-criteria dotlp-only

entry 1 create
match dotlp 7
action fc af

exit

entry 2 create
match dotlp 5
action fc 11

exit

entry 3 create
match dotlp 6
action fc h2

exit

exit
exit

In the example above, assuming the policy is attddb a SAP in a VPLS service, compute the
number of classification entries per FC as follows:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0

FCh2=1+0+0+0=1

Since this FC uses unicast meter for all traffjpety, we need an entry to classify all traffic tyfmes
this FC explicitly.

FCI1=1+0+0+0=1

FCaf=1+0+0+0=1

FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the equation, calculate the total classiitcaentries used by this policy, as follows:
TC=0*0)nc+(0*0)h1+(0*0)ef+ (1 *1)h2(1L* 1)1+ (1 *1)af+(0*0)I2+ (1L*1)be=4
(since three explicit match criteria entries aredu® map traffic to each of FC H2, FC L1, and FC
AF along with a default classification entry for BE).

The total number of meters used = 2 (since FCsneter #1 and meter #3).

Hence, in this example, num-qos-classifiers 4 edysnaximum of (4, (2 * 2))). Hence, use of
unicast meter for all traffic-types allows for u3eS resources efficiently.
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If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FClI1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Using the above equation, total classificationienstused = 4 and meters used = 2.
As can be seen here, using the same policy foreEpAP can lead to inefficient use of resources.

Hence, it is recommended to create a differentpaliith the required number of resources (that
is, with num-gos-classifiers 4).
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Example 2

sap-ingress 10 create
description“example-policy-1"
num-gos-classifiers16
meter 1 create
rate cir O pir max
exit
meter 11 multipoint create
rate cir O pir max
exit
meter 3 create
rate cir100 pir 100
exit
meter 2 create
rate cir 1 pir 20
exit
scope template
default-fc be
fc  be create
meter 3
broadcast-meter 2

exit
fc  af create
meter 3
broadcast-meter 2
exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc  h2 create
meter 3
broadcast-meter 2
exit

mac-criteria dotlp-only
entry 1 create
match dotlp 7
action fc af
exit
entry 2 create
match dotlp 5
action fc 11
exit
entry 3 create
match dotlp 6
action fc h2
exit
exit
exit

In the example above, assuming the policy is attdd¢h a SAP in a VPLS service, classification
entries used per FC as:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
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FCh2=1+1+1+0=3

Since this FC uses unicast meter and broadcast,meteentries are needed to identify these
traffic types explicitly. Another entry is neededdassify multicast and unknown-unicast traffic
type to the same FC and use the default meter #11.

FCl1=1+1+1+0=3
FCaf=1+1+1+0=3
FCI2=0+0+0+0=0
FCbhe=1+1+1+0=3

Using the above equation, to get the total classifin entries used = 12 (since three explicit
match criteria entries map to each of FC H2, L4, AR along with a default classification rule for
BE).

The number of meters used = 3 (since FCs use oetgm#2, meter #3 and meter #11).
Hence, in this exampleum-gos-classifiers 16 is used (i.e. maximum of (12, (2*3))).

If the same policy were to be used for a SAP ikpipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FCl1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, to get total classifizagntries used = 4 and Meters used = 1.

As can be seen here, using the same policy foreEp#P can lead to inefficient use of resources.
Hence, it is recommended to create a differentpaliith the required number of resources (i.e.
with num-qos-classifiers 4 )

Example 2a (Default multipoint meter "11" isnotus  ed):

sap-ingress 10 create
description “example-policy-1"
num-gos-classifiers 8

meter 1 create

rate cir O pir max
exit
meter 3 create

rate cir 100 pir 100
exit
meter 2 create

rate cir 1 pir 20
exit
scope template
default-fc be
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fc be create
meter 3
broadcast-meter 2
exit
fc af create
meter 3
broadcast-meter 2
exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc h2 create
meter 3
broadcast-meter 2
exit
mac-criteria dotlp-only
entry 1 create
match dotlp 7
action fc af
exit
entry 2 create
match dotlp 5
action fc 11
exit
entry 3 create
match dotlp 6
action fc h2
exit
exit

In the example above, assuming the policy is attldd¢b a SAP in a VPLS service, classification
entries used per FC as:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0

FCh2=1+0+1+0=2

Since this FC uses unicast meter for unicast, pagdtji unknown-unicast traffic and broadcast
meter for broadcast traffic, hence two entriesreeded.

FCl1=1+0+1+0=2
FCaf=1+0+1+0=2
FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the above equation, to get the total clasaifoin entries used = 8 (since three explicit match
criteria entries map to each of FC H2, L1, and Afhg with a default classification rule for BE).

The number of meters used = 2 (since FCs use oalgrm#2 and meter #3).

Hence, in this example num-gos-classifiers 8 igl#gat is, maximum of (8, (2*2))).
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If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FClI1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Using the above equation, to get total classifizagntries used = 4 and Meters used = 1. As can
be seen here, using the same policy for Epipe S%Haad to inefficient use of resources. Hence,
it is recommended to create a different policy with required number of resources (that is,with
num-gos-classifiers 4)
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sap-ingress 10 create
description“example-policy-2"
num-qos-classifiers 16
meter 1 create
rate cir 100 pir 100
exit
meterll multipoint create
rate cir 1 pir 20
exit
meter 3 create
rate cir 100 pir 100
exit
meter 2 create
rate cir 1 pir 20
exit
meter 4 create
rate cir 10 pir 100
exit
meter 5 create
rate cir 10 pir 10
exit
scope template
default-fc be
fc  af create
meter 3
broadcast-meter 2
multicast-meter 4

exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc  h2 create
meter 3
broadcast-meter 2
exit
fc  hl create
meter 5
broadcast-meter 4
multicast-meter 4
unknown-meter 4
exit

mac-criteria dotlp-only

entry 1 create
match dotlp7
action fc af

exit

entry 2 create
match dotlp 5
action fc 11

exit

entry 3 create
match dotlp6
action fc h2

exit

entry 4 create
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match dotlp 3
action fc hl
exit
exit
exit

In the example above, assuming the policy is aldd¢b a SAP in a VPLS service, the
classification entries used per FC are:

FCnc=0+0+0+0=0
FChl=1+1+1+1=4

Since this FC uses unicast, broadcast, multicasuaknown-unicast meter, four entries are
needed to identify these traffic types explicitly.

FCef=0+0+0+0=0
FCh2=1+1+1+0=3

Since this FC uses unicast meter and broadcast,heteentries are needed to identify these
traffic types explicitly. Another entry if needenl ¢lassify multicast and unknown-unicast traffic
type to the same FC and use the default meter #11.

FCl1=1+1+1+0=3

Since this FC uses only unicast meter, an entmgégled to identify this traffic type explicitly.
Another entry is needed to classify broadcast, ioadt and unknown-unicast traffic type to the
same FC and use the default meter #11.

FCaf=1+1+1+0=3

Since this FC uses unicast, broadcast and multicetr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the above equation, the total classificadiotries used = 15 and meters used = 6.

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following results:

FCnc=0+0+0+0=0
FChi=1+0+0+0=1
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FCl1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1
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Using the above equation, the total classificadiotries used = 5 and meters used = 3 (since all
FCs used only meter #1, meter #3 and meter #5).

Example 3a (Default multipoint meter "11" isnotus  ed):

sap-ingress 10 create
description “example-policy-2"
num-gos-classifiers 12
meter 1 create
rate cir 100 pir 100
exit
meter 3 create
rate cir 100 pir 100
exit
meter 2 create
rate cir 1 pir 20
exit
meter 4 create
rate cir 10 pir 100
exit
meter 5 create
rate cir 10 pir 10
exit
scope template
default-fc  be
fc af create
meter 3
broadcast-meter 2
multicast-meter 4
exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc h2 create
meter 3
broadcast-meter 2
exit
fc hl create
meter 5
broadcast-meter 4
multicast-meter 4
unknown-meter 4
exit
mac-criteria dotlp-only
entry 1 create
match dotlp 7
action fc af
exit
entry 2 create
match dotlp 5
action fc 11
exit
entry 3 create
match dotlp 6
action fc h2
exit
entry 4 create
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match dotlp 3
action fc hl
exit
exit

In the example above, assuming the policy is attddb a SAP in a VPLS service, the
classification entries used per FC are:

FCnc=0+0+0+0=0
FChl1=1+1+1+1=4

Since this FC uses unicast, broadcast, multicasuaknown-unicast meter, four entries are
needed to identify these traffic types explicitly.

FCef=0+0+0+0=0
FCh2=1+0+1+0=2

Since this FC uses unicast meter and broadcast,heteentries are needed to identify these
traffic types explicitly. multicast and unknown-gast traffic use the same resource as the unicast
traffic.

FCl1=1+0+1+0=2

Since this FC uses unicast meter and broadcast,heteentries are needed to identify these
traffic types explicitly. multicast and unknown-aast traffic use the same resource as the unicast
traffic.

FCaf=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCI2=0+0+0+0=0
FChe=1+0+0+0=1

Since no explicit meters are configured for FCitieses meter 1 for all traffic types and needs one
entry is needed to identify these traffic types.

Using the above equation, the total classificatintries used = 12 and meters used = 5. The num-
gos-classifiers can be set to 12 (the minimum value

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following results:

FCnc=0+0+0+0=0
FChi1=1+0+0+0=1
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FCl1=1+0+0+0=1
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FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, the total classificaéotries used = 5 and meters used = 3 (since all
FCs used only meter #1, meter #3 and meter #5)epipe service a policy with num-gos-
resources set to 6 can be used.
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Example 4

sap-ingress 10 create
description“example-policy-3"
num-qos-classifiers 32
meter 1 create
rate cir100 pir 100
exit
meterll multipoint create
rate cir 1 pir 20
exit
meter 3 create
rate cir100 pir 100
exit
meter 2 create
rate cir 1 pir 20
exit
meter 4 create
rate cir 10 pir 100
exit
meter 5 create
rate cir 10 pir 10
exit
meter 6 create
rate cir 11 pir 100
exit
meter 8 create
rate cir 20 pir 100
exit
scope template
default-fc be
fc  af create
meter 3
broadcast-meter 2
multicast-meter 4

exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc  h2 create
meter 3
broadcast-meter 2
exit
fc  hl create
meter 5
broadcast-meter 4
multicast-meter 4
unknown-meter 4
exit
fc ef create
meter 6
broadcast-meter 2
multicast-meter 8
exit
fc  nc create

meter 6
broadcast-meter 2
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multicast-meter 8
exit
mac-criteria dotlp-only
entry 1 create
match dotlp 4
action fc af
exit
entry 2 create
match dotlp 5
action fc |1
exit
entry 3 create
match dotlp 6
action fc h2
exit
entry 4 create
match dotlp 3
action fc hl
exit
entry 5 create
match dotlp 2
action fc ef
exit
entry 6 create
match dotlp 7
action fc nc
exit
exit
exit

In the example above, assuming the policy is agd¢b a SAP in a VPLS service, compute the
classification entries per FC as:

FCnc=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FChl1=1+1+1+1=4

Since this FC uses unicast, broadcast, multicabuaknown-unicast meter, four entries are
needed to identify these traffic types explicitly.

FCef=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCh2=1+1+1+0=3
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Since this FC uses unicast meter and broadcast,rheteentries are needed to identify these
traffic types explicitly. Another entry is neededdassify multicast and unknown-unicast traffic
type to the same FC and use the default meter #11.

FCl1=1+1+1+0=3
FCaf=1+1+1+0=3

Since this FC uses unicast, broadcast and multicetr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the above equation, the total classificadiotries used = 21 and meters used = 8.

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=1+0+0+0=1
FChi1=1+0+0+0=1
FCef=1+0+0+0=1
FCh2=1+0+0+0=1
FCl1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, the total classificatintries used = 7 and meters used = 4.

As can be seen here, using the same policy foreEpAP can lead to inefficient use of resources.
Hence, it is recommended to create a differentpaliith the required number of resources (i.e.
with num-qos-classifiers 8 )

Example 4a (Default multipoint meter "11" isnotus  ed):

sap-ingress 10 create

description “example-policy-3”
num-gos-classifiers 20
meter 1 create

rate cir 100 pir 100
exit
meter 3 create

rate cir 100 pir 100
exit
meter 2 create

rate cir 1 pir 20
exit
meter 4 create

rate cir 10 pir 100
exit
meter 5 create

rate cir 10 pir 10
exit
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meter 6 create

rate cir 11 pir 100
exit
meter 8 create

rate cir 20 pir 100
exit

scope template

default-fc be

fc af create
meter 3
broadcast-meter 2
multicast-meter 4

exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc h2 create
meter 3
broadcast-meter 2
exit
fc hl create
meter 5
broadcast-meter 4
multicast-meter 4
unknown-meter 4
exit
fc ef create
meter 6
broadcast-meter 2
multicast-meter 8
exit
fc nc create
meter 6
broadcast-meter 2
multicast-meter 8
exit

mac-criteria dotlp-only

entry 1 create
match dotlp 4
action fc af

exit

entry 2 create
match dotlp 5
action fc 11

exit

entry 3 create
match dotlp 6
action fc h2

exit

entry 4 create
match dotlp 3
action fc hl

exit

entry 5 create
match dotlp 2
action fc ef
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exit
entry 6 create
match dotlp 7
action fc nc
exit
exit
exit

In the example above, assuming the policy is attddb a SAP in a VPLS service, compute the
classification entries per FC as:

FCnc=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FChi=1+1+1+1=4

Since this FC uses unicast, broadcast, multicabuaknown-unicast meter, four entries are
needed to identify these traffic types explicitly.

FCef=1+1+1+0=3

Since this FC uses unicast, broadcast and multicetr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCh2=1+1+1+0=3

Since this FC uses unicast meter and broadcast,heteentries are needed to identify these
traffic types explicitly. multicast and unknown-aast traffic of the same FC use the unicast
resources (both meter and classification entry).

FCl1=1+1+1+0=3
FCaf=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Since this FC uses a single meter for all traffigets only a single meter and single entry is
needed.
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Using the above equation, the total classificatiotries used = 20 and meters used = 7, num-gos-
classifiers to use is 20 (the minimum value).

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastareare used, the following:

FCnc=1+0+0+0=1
FChi1=1+0+0+0=1
FCef=1+0+0+0=1
FCh2=1+0+0+0=1
FCI1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, the total classificatintries used = 7 and meters used = 4.

As can be seen here, using the same policy foreEpiP can lead to inefficient use of resources.
Hence, it is recommended to create a differentpaliith the required number of resources (that
is,with num-gos-classifiers 8).
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Example 5

sap-ingress 10 create
description“example-policy-3"
num-qos-classifiers 32
meter 1 create
rate cir100 pir 100
exit
meter 11 multipoint create
rate cir 1 pir 20
exit
meter 3 create
rate cir 100 pir 100
exit
meter 2 create
rate cir 1 pir 20
exit
meter 4 create
rate cir 10 pir 100
exit
meter 5 create
rate cir 10 pir 10
exit
meter 6 create
rate cir 11 pir 100
exit
meter 8 create
rate cir 20 pir 100
exit
scope template
default-fc be
fc  af create
meter 3
broadcast-meter 2
multicast-meter 4

exit
fc 11 create
meter 3
broadcast-meter 2
exit
fc  h2 create
meter 3
broadcast-meter 2
exit
fc  hl create
meter 5
broadcast-meter 4
multicast-meter 4
unknown-meter 4
exit
fc ef create
exit
fc  nc create
meter 6
broadcast-meter 2
multicast-meter 8
exit

mac-criteria dotlp-only
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entry 1 create
match dotlp 4
action fc af
exit
entry 2 create
match dotlp 5
action fc |1
exit
entry 3 create
match dotlp 6
action fc h2
exit
entry 4 create
match dotlp 3
action fc hl
exit
entry 5 create
match dotlp 2
action fc ef
exit
entry 6 create
match dotlp 7
action fc nc
exit
exit
exit

In the example above, assuming the policy is attldd¢b a SAP in a VPLS service, get the
classification entries used per FC:

FCnc=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FChl1=1+1+1+1=4

Since this FC uses unicast, broadcast, multicasuaknown-unicast meter, four entries are
needed to identify these traffic types explicitly.

FCef=1+0+1+0=2

Since no meters are explicitly configured, thisuses the appropriate default meters all the traffic
types (i.e. unicast traffic uses unicast metersd lroadcast, multicast, and unknown-unicast
traffic uses multipoint meter #11.

FCh2=1+1+1+0=3

Since this FC uses unicast meter and broadcast,heteentries are needed to identify these
traffic types explicitly. Another entry is neededdassify multicast and unknown-unicast traffic
type to the same FC and use the default meter #11.

FCl1=1+1+1+0=3
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FCaf=1+1+1+0=3

Since this FC uses unicast, broadcast and multicetgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the above equation, the total classificadiotries used = 20 and meters used = 8.

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastareare used, the following:

FCnc=1+0+0+0=1
FChi1=1+0+0+0=1
FCef=1+0+0+0=1
FCh2=1+0+0+0=1
FCl1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, to get the total clasifin entries used = 7 and meters used = 4.
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sap-ingress 10 create
description“example-policy-1"
num-qos-classifiers 16

meter 1 create
rate cir O pir max
exit
meter 11 multipoint create
rate cir O pir max
exit
meter 3 create
rate cirl100 pir 100
exit
meter 4 create
rate cir 10 pir 50
exit

scope template

default-fc be

fc  be create
meter 3

exit

fc  af create
meter 1

exit

fc 11 create
meter 3
multicast-meter 4

exit

fc  h2 create
meter 3

exit

mac-criteria dotlp-only
entry 1 create
match dotlp 7
action fc af
exit
entry 2 create
match dotlp 5
action fc 11
exit
entry 3 create
match dotlp 6
action fc h2
exit
exit
exit

In the example above, assuming the policy is attdd¢b a SAP in a VPLS service, the following
number of classification entries per FC:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
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FCef=0+0+0+0=0
FCh2=1+0+1+0=2
FCI1=1+0+1+0=2

Since this FC uses unicast meter and multicastmateentry is needed to identify these traffic
types explicitly. Broadcast and unknown-unicadfitras also classified using the same entry as
multicast and use the same meter.

FCaf=1+0+1+0=2

Since this FC uses unicast meter, an entry is medieentify these traffic types explicitly.
Another entry is needed to classify broadcast, imagdt and unknown-unicast traffic type to the
same FC and use the default meter #11.

FCI2=0+0+0+0=0
FCbe=1+0+1+0=2

Using the above equation, the total classificatintries used = 8 and meters used = 4.

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=1+0+0+0=1
FCI1=1+0+0+0=1
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Using the above equation, the total classificatintries used = 4 and meters used = 2.
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sap-ingress 10 create
num-gos-classifiers 8
meter 1 create
exit
meter 11 multipoint create
exit
meter 3 create
exit
meter 4 create
exit
fc be create
meter 1
broadcast-meter 11
mulitcast-meter 4
exit
fc af create
meter 3
exit
default-fc be
match entry 1
dotlp 7 fc af
exit
exit

In the example above, assuming the policy is atldd¢b a SAP in a VPLS service, the following
number of classification entries per FC are:

FCnc=0+0+0+0=0
FChi1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+1+0=2

Since this FC uses unicast meter, an entry is metdielentify these traffic types explicitly.
Another entry is needed entry to classify broadaasiticast and unknown-unicast traffic type to
the same FC and use the default meter #11.

FCI2=0+0+0+0=0
FCbe=1+1+1+0=3

Since this FC uses unicast, broadcast and multicetr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

Using the above equation, the total classificatintries used = 5 and meters used = 4.

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0

Page 254 7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



Service Ingress QoS Policies

FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the above equation, the total classificatintries used = 2 and meters used = 2.
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sap-ingress 10 create
num-gos-classifiers16
meter 1 create
exit
meter 11 multipoint create
exit
meter 3 create
exit
meter 4 create
exit
fc be create
meter 1
broadcast-meter 11
mulitcast-meter 4
exit
fc af create
meter 3
exit
default-fc be
mac-criteria dotlp-only
entry 1 create
match dotlp 7 7
action fc af
exit
dotlp 7 fc af
exit
match entry 2
dotlp 5 fc af
exit
match entry 3
dotlp 3 fc af
exit
exit

In the example above, assuming the policy is attdd¢b a SAP in a VPLS service, the following
number of classification entries per FC:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+1+0=2

Since this FC uses unicast meter, an entry is metdieentify these traffic types explicitly.
Another entry is needed to classify broadcast, ioadt and unknown-unicast traffic type to the
same FC and use the default meter #11.

FCI2=0+0+0+0=0
FCbe=1+1+1+0=3
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Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

Using the equation, calculate the total classiitcaentries used by this policy, as follows

TC =(0*0)nc + (0 *0)h1l + (0 * O)ef + (0 * O)h2 (0 * O)I1 + (3* 2)af + (O * 0)I2 + (1 *
3)be =9

The number of meters used in this policy = 4.
Hence, in this exampleum-gos-classifiers 16 is used (i.e. maximum of (9, (2 * 4))).

If the same policy were to be used for a SAP ilkpipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the equation, calculate the total classiitcaentries used by this policy, as follows:
(0*0)nc + (0 *0)hl + (0 * O)ef + (0 *0)h2 + (OO)IL + (3 * 1)af + (0 *0)I2 + (1L * 1)be =4

The number of meters used in this policy = 2.
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Example 9

sap-ingress 10 create
num-gos-classifiers 256
meter 1 create
exit
meter 11 multipoint create
exit
meter 3 create
exit
meter 4 create
exit
fc be create
meter 1
broadcast-meter 11
mulitcast-meter 4
exit
fc af create
meter 3
broadcast-meter 11
multicast-meter 4
exit
default-fc be
ip-criteria dscp-only
entry 1 create
match dscp cpl
action fc af
exit
entry 2 create
match dscp cp2
action fc af
exit
entry 3 create
match dscp cp3
action fc af
exit
entry 4 create
match dscp cp4
action fc af
exit
entry 5 create
match dscp cp5
action fc af
exit
entry 6 create
match dscp cp6
action fc af
exit
entry 7 create
match dscp cp7
action fc af
exit
entry 8 create
match dscp csl
action fc af
exit
entry 9 create
match dscp cp9
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action fc af

exit

entry 10 create
match dscp afll
action fc af

exit

entry 11 create
match dscp cpll
action fc af

exit

entry 12 create
match dscp afl12
action fc af

exit

entry 13 create
match dscp cpl3
action fc af

exit

entry 14 create
match dscp af13
action fc af

exit

entry 15 create
match dscp cpl5
action fc af

exit

entry 16 create
match dscp cs2
action fc af

exit

entry 17 create
match dscp cpl7
action fc af

exit

entry 18 create
match dscp af21
action fc af

exit

entry 19 create
match dscp cpl9
action fc af

exit

entry 20 create
match dscp af22
action fc af

exit

entry 21 create
match dscp cp21
action fc af

exit

entry 22 create
match dscp af23
action fc af

exit

entry 23 create
match dscp cp23
action fc af

exit

entry 24 create
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match dscp cs3
action fc af

exit

entry 25 create
match dscp cp25
action fc af

exit

entry 26 create
match dscp af31
action fc af

exit

entry 27 create
match dscp cp27
action fc af

exit

entry 28 create
match dscp af32
action fc af

exit

entry 29 create
match dscp cp29
action fc af

exit

entry 30 create
match dscp af33
action fc af

exit

entry 31 create
match dscp cp31
action fc af

exit

entry 32 create
match dscp cs4
action fc af

exit

entry 33 create
match dscp cp33
action fc af

exit

entry 34 create
match dscp af41
action fc af

exit

entry 35 create
match dscp cp35
action fc af

exit

entry 36 create
match dscp af42
action fc af

exit

entry 37 create
match dscp cp37
action fc af

exit

entry 38 create
match dscp af43
action fc af

exit
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entry 39 create
match dscp cp39
action fc af

exit

entry 40 create
match dscp cs5
action fc af

exit

entry 41 create
match dscp cp4l
action fc af

exit

entry 42 create
match dscp cp42
action fc af

exit

entry 43 create
match dscp cp43
action fc af

exit

entry 44 create
match dscp cp44
action fc af

exit

entry 45 create
match dscp cp45
action fc af

exit

entry 46 create
match dscp ef
action fc af

exit

entry 47 create
match dscp cp47
action fc af

exit

entry 48 create
match dscp ncl
action fc af

exit

entry 49 create
match dscp cp49
action fc af

exit

entry 50 create
match dscp cp50
action fc af

exit

exit
exit

In the example above, assuming the policy is aldd¢b a SAP in a VPLS service, the following
number of classification entries per FC:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0

FCh2=0+0+0+0=0
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FCI1=0+0+0+0=0
FCaf=1+0+1+0=3

Since this FC uses unicast meter, an entry is metdielentify these traffic types explicitly.
Another entry is needed to classify broadcast, ioadt and unknown-unicast traffic type to the
same FC and use the default meter #11.

FCI2=0+0+0+0=0
FCbe=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter.

Using the equation, calculate the total classiitcaentries used by this policy, as follows:

TC=(0*0)nc + (0 *0)hl + (0*0)ef + (0*0)h2(0*0)IL + (50 *3)af + (0*0)I2 + (1 *
3)be =153

The number of meters used in this policy = 4.

Hence, in this example num-qos-classifiers 25&&dy(maximum of (153, (2 * 4)) = 153, rounded
off to the next multiple of 2 will be 154).

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargare used, e the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the equation, calcuate the total classificagéntries used by this policy, as follows:

(0 * 0)nc + (0 * 0)h1 + (0 * 0)ef + (0 * 0)h2 + (00)IL + (50 * 1)af + (0 * 0)I2 + (1 * 1)be =
51

The number of meters used in this policy = 2.

Hence for Epipe SAP it is recommended to defindlarosap-ingress policy with num-qos-
classifiers 64 is used (i.e. maximum of (51, ()51, rounded off to the next multiple of 2 will
be 52).

Example 9a (Default multipoint meter "11" isnotus  ed):

sap-ingress 10 create
num-gos-classifiers 154
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meter 1 create
exit

meter 3 create
exit

meter 4 create
exit

meter 11 create
exit

fc be create
meter 1
broadcast-meter 11
multicast-meter 4

exit

fc af create
meter 3
broadcast-meter 11
multicast-meter 4

exit

default-fc be

ip-criteria dscp-only

entry 1 create
match dscp cpl
action fc af

exit

entry 2 create
match dscp cp2
action fc af

exit

entry 3 create
match dscp cp3
action fc af

exit

entry 4 create
match dscp cp4
action fc af

exit

entry 5 create
match dscp cp5
action fc af

exit

entry 6 create
match dscp cp6
action fc af

exit

entry 7 create
match dscp cp7
action fc af

exit

entry 8 create
match dscp csl
action fc af

exit

entry 9 create
match dscp cp9
action fc af

exit

entry 10 create
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match dscp afll
action fc af

exit

entry 11 create
match dscp cpll
action fc af

exit

entry 12 create
match dscp afl12
action fc af

exit

entry 13 create
match dscp cpl3
action fc af

exit

entry 14 create
match dscp af13
action fc af

exit

entry 15 create
match dscp cpl5
action fc af

exit

entry 16 create
match dscp cs2
action fc af

exit

entry 17 create
match dscp cpl7
action fc af

exit

entry 18 create
match dscp af21
action fc af

exit

entry 19 create
match dscp cpl9
action fc af

exit

entry 20 create
match dscp af22
action fc af

exit

entry 21 create
match dscp cp21
action fc af

exit

entry 22 create
match dscp af23
action fc af

exit

entry 23 create
match dscp cp23
action fc af

exit

entry 24 create
match dscp cs3
action fc af

exit
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entry 25 create
match dscp cp25
action fc af

exit

entry 26 create
match dscp af31
action fc af

exit

entry 27 create
match dscp cp27
action fc af

exit

entry 28 create
match dscp af32
action fc af

exit

entry 29 create
match dscp cp29
action fc af

exit

entry 30 create
match dscp af33
action fc af

exit

entry 31 create
match dscp cp31
action fc af

exit

entry 32 create
match dscp cs4
action fc af

exit

entry 33 create
match dscp cp33
action fc af

exit

entry 34 create
match dscp af4l
action fc af

exit

entry 35 create
match dscp cp35
action fc af

exit

entry 36 create
match dscp af42
action fc af

exit

entry 37 create
match dscp cp37
action fc af

exit

entry 38 create
match dscp af43
action fc af

exit

entry 39 create
match dscp cp39
action fc af
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exit

entry 40 create
match dscp cs5
action fc af

exit

entry 41 create
match dscp cp4l
action fc af

exit

entry 42 create
match dscp cp42
action fc af

exit

entry 43 create
match dscp cp43
action fc af

exit

entry 44 create
match dscp cp44
action fc af

exit

entry 45 create
match dscp cp45
action fc af

exit

entry 46 create
match dscp ef
action fc af

exit

entry 47 create
match dscp cp47
action fc af

exit

entry 48 create
match dscp ncl
action fc af

exit

entry 49 create
match dscp cp49
action fc af

exit

entry 50 create
match dscp cp50
action fc af

exit

exit

exit

In the example above, assuming the policy is atldd¢b a SAP in a VPLS service, the following
number of classification entries per FC:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+1+0=3
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Since this FC uses unicast, broadcast and multicatdr, three entries are required to identify
these traffic types explicitly. Unknown-unicastftimtype is classified using the same entry as
multicast traffic type and uses the same meterithufally note that meter 11 is not defined to be
multipoint meter, but is used as a normal unicastiem

FCI2=0+0+0+0=0
FCbe=1+1+1+0=3

Since this FC uses unicast, broadcast and multicatgr, three entries are needed to identify these
traffic types explicitly. Unknown-unicast traffigpe is classified using the same entry as multicast
traffic type and uses the same meter. Additioradite that meter 11 is not defined to be multipoint
meter, but is used as a normal unicast meter.

Using the equation, calculate the total classiitcaentries used by this policy, as follows:

TC = (0 * 0)nc + (0 * 0)h1 + (0 * O)ef + (0 * 0)h2 (0 * 0)IL + (50 * 3)af + (0 * 0)I2 + (1 * 3)be =
153

The number of meters used in this policy = 4. Heirtéhis example num-qos-classifiers 154 is
used (maximum of (153, (2 * 4)) = 153, roundedtofthe next multiple of 2 will be 154).

Hence, in this example num-qos-classifiers 154&dymaximum of (153, (2 * 4)) = 153, rounded
off to the next multiple of 2 will be 154).

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+0+0=1
FCI2=0+0+0+0=0
FCbhe=1+0+0+0=1

Using the equation, calcuate the total classificaéntries used by this policy, as follows:

TC = (0 * O)nc + (0 * 0)h1 + (0 * O)ef + (0 * 0)hR (0 * 0)IL + (50 * 1)af + (0 * 0)I2 + (1 * 1)be =
51

The number of meters used in this policy = 2.

Hence for Epipe SAP it is recommended to defindlarosap-ingress policy with num-qos-
classifiers 52 is used (that is, maximum of (51* ) = 51, rounded off to the multiple of 2 will
be 52).
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Example 10

sap-ingress 10 create
description“example-policy-1"
num-qos-classifiers 4
meter 1 create
rate cir O pir max
exit
meter 11 multipoint create
rate cir O pir max
exit
scope template
default-fc 12
fc 12 create
meter 1
exit
fc  af create
meter 1
exit
mac-criteria any
entry 1 create
match dotlp 7
action fc af
exit
exit
exit

In the example above, assuming the policy is attddb a SAP in a VPLS service, compute the
number of classification entries per FC as follows:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=1+0+1+0=2
FCI2=1+0+1+0=2
FCbe=0+0+0+0=2

Using the equation, calculate the total classiitcaentries used by this policy, as follows:

TC=(0*0)nc+ (0*0)hl+ (0*0)ef+ (0*0)h2(0*0)IL + (1L *2)af + (1 *2)I2+ (0 *
O)be =4

The number of meters used = 2 (since both FCs eserfil and meter #11).
Hence, in this exampleum-gos-classifiers 4 is used (i.e. maximum of (4, (2 * 2))).

If the same policy were to be used for a SAP iEpipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0

FCh2=0+0+0+0=0
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FCI1=0+0+0+0=0
FCaf=1+0+0+0=1
FCI2=1+0+0+0=1
FCbe=0+0+0+0=0

Using the above equation, calculate the total flaaton entries used = 2 and meters used = 1.

As can be seen here, for Epipe SAP with the sanoanof resources allocated one can have
more FCs if need be.
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Example 11

Page 270

sap-ingress 10 create
description“example-policy-1"
num-qos-classifiers 4
meter 1 create
rate cir O pir max
exit
meter 11 multipoint create
rate cir O pir max
exit
scope template
default-fc be
exit

In the example above, assuming the policy is attddb a SAP in a VPLS service, compute the
number of classification entries per FC as follows:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=0+0+0+0=0
FCI2=0+0+0+0=0
FCbhe=1+0+1+0=2

Using the equation, calculate the total classiitcaentries used by this policy, as follows:

TC=(0*0)nc + (0*0)hl + (0*0)ef +(0*0)h2(0*0)I1L + (0*0)af + (1 *2)I2 + (0 *
O)be =2

The number of meters used = 2 (since default FG omer #1 and meter #11).
Hence, in this exampleum-gos-classifiers 4 is used (i.e. maximum of (2, (2 * 2))).

If the same policy were to be used for a SAP ipipe service, then since all traffic is classified
to a unicast traffic type and since only unicastargeare used, the following:

FCnc=0+0+0+0=0
FCh1=0+0+0+0=0
FCef=0+0+0+0=0
FCh2=0+0+0+0=0
FCI1=0+0+0+0=0
FCaf=0+0+0+0=0
FCI2=0+0+0+0=0
FCbe=1+0+0+0=1

Using the above equation, total classificationieatused = 1 and meters used = 1.

As can be seen here, for Epipe SAP with the sanmanof resources allocated one can have
more FCs if need be.
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Applying Service Ingress Policies

Apply SAP ingress policies to the following servisaPs:

* Epipe
* VPLS
* VPRN

Epipe

The following output displays an Epipe service égufation with SAP ingress policy 100 applied
to the SAP.

A:ALA-7>config>service# info

epipe 6 customer 6 vpn 6 create
description "Epipe service to west coas t"
sap 1/1/10:10 create
exit
egress
gos 105
exit
exit
exit

A:ALA-7>config>service#

VPLS

The following output displays a VPLS service configtion with SAP ingress policy 100.

A:ALA-7>config>service# info

vpls 700 customer 7 vpn 700 create
description "test"
stp
shutdown
exit
sap 1/1/9:10 create
ingress
gos 100
exit
exit
exit

A:ALA-7>config>service#
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VPRN

The following output displays a VPRN service coofigtion.

A:ALA-7>config>service# info

vprn 1 customer 1 create
autonomous-system 10000
route-distinguisher 10001:1
auto-bind Idp
vrf-target target:10001:1
interface "to-cel" create
address 11.1.0.1/24
sap 1/1/10:1 create
ingress
qos 100
exit
exit
exit
no shutdown
exit

A:ALA-7>config>service#
IES

The following output displays a IES service confafion.

A:ALA-7>config>service# info

ies 1 customer 1 create
interface "to-c1" create
address 11.1.0.1/24
sap 1/1/10:100 create
ingress
gos 100
exit
exit
exit
no shutdown
exit

A:ALA-7>config>service#
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Service Ingress QoS Policies

This section discusses the following service manmesyg tasks:

Deleting QoS Policies on page 273

Copying and Overwriting QoS Policies on page 274

Remove a Policy from the QoS Configuration on pagf 2

Editing QoS Policies on page 275

Deleting QoS Policies

Every service SAP is associated, by default, withappropriate ingress policy (policy4)l You
can replace the default policy with a customer-ganed policy, but you cannot entirely remove
the policy from the SAP configuration. When you mm a non-default service ingress policy, the
association reverts to the default policytid

A QoS policy cannot be deleted until it is remowexin all SAPs where they are applied.

A:ALA-7>config>qos# no sap-ingress 100
MINOR: CLI SAP ingress policy "100" cannot be remov
A:ALA-7>config>qos#

ed because it is in use.

Remove a QoS Policy from Service SAP(S)

The following Epipe service output examples shoat the SAP service ingress reverted to
policy-id “1” when the non-default policies were removed fréma tonfiguration.

A:ALA-104>config>service>epipe# info detail

description "Distributed Epipe service to west coas
no tod-suite
dotlag
exit
ingress
qos 1
no filter
exit
egress
no filter
exit
no collect-stats
no accounting-policy
no shutdown

A:ALA-7>config>service>epipe#
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Copying and Overwriting QoS Policies

You can copy an existing service ingress policyarae it with a new policy ID value, or overwrite
an existing policy ID. Theverwrite option must be specified or an error occurs if the
destination policy ID exists.

CLI Syntax:  config>gos#copy{sap-ingress} source-policy-iddest-policy-id
[overwrite]

*A:ALU-7210>config>qos# info

#

echo "QoS Policy Configuration"
#.

#

sap-ingress 100 create
description "Used on VPN sap"
meter 1 create
exit
meter 2 multipoint create
exit
meter 10 create
rate cir 11000
exit
meter 11 multipoint create
exit
exit
sap-ingress 101 create
description "Used on VPN sap"
meter 1 create
exit
meter 2 multipoint create
exit
meter 10 create
rate cir 11000
exit
meter 11 multipoint create
exit
exit
sap-ingress 200 create
description "Used on VPN sap"
meter 1 create
exit
meter 2 multipoint create
exit
meter 10 create
rate cir 11000
exit
meter 11 multipoint create
exit
exit

*A:ALU-7210>config>qos#
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Remove a Policy from the QoS Configuration

CLI Syntax:  config>qos# no sap-ingress policy-id

Example : config>qos# no sap-ingress 100

Editing QoS Policies

You can change QoS existing policies and entries. dhanges are applied immediately to all
services where this policy is applied. To prevantfiguration errors copy the policy to a work
area, make the edits, and then write over theralgiolicy.

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de Page 275



Service Management Tasks

Page 276 7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



Service SAP QoS Policy Command Reference

Command Hierarchies

* Service Ingress QoS Policy CommandsOperational Camas
e Show Commands

Service Ingress QoS Policy Commands

config
— gos
— [no] sap-ingresspolicy-id
— default-fc fc
— nodefault-fc
— description description-string
— nodescription
— [no] fc fc-name]create]
— broadcast-metermeter-id
— no broadcast-meter
— meter meter-id
— no meter
— multicast-meter meter-id
— no multicast-meter
— unknown-meter meter-id
— no unknown-meter
— [no] ip-criteria [any | dscp-only
— [no] entry entry-id[create]
— action [fc fc-name
— noaction
— description description-string
— no description
— match [protocol protocol-id|
— nomatch
— dscpdscp-name
— nodscp
— dst-ip {ip-addresémask| ip-addressetmask
— nodst-ip
— dst-port fc{eqg} dst-port-number
— nodst-port
— fragment {true | false}
— nofragment
— src-ip {ip-addresgmask| ip-addressetmask
— nosrc-ip
— src-port {eq} src-port-number
— no src-port
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— renum [old-entry-id new-entry-id
— [no] ipv6-criteria [any | dscp-only] [IPv6 Match Criteria]
— [no] entry entry-id[create]
— action [fc fc-namé
— noaction
— description description-string
— no description
— match [next-headernext-header]
— nomatch
— dscpdscp-name
— nodscp
— dst-ip {ipv6-address/prefix-length
— nodst-ip
— dst-port {eq} dst-port-numbér
— nodst-port
— src-ip {ipv6-address/prefix-leng}h
— nosrc-ip
— src-port {eq} src-port-number
— nosrc-port
— renum [old-entry-id new-entry-id
— [no] mac-criteria [any | dot1p-only]
— [no] entry entry-id
— action [fc fc-namé
— noaction
— description description-string
— nodescription
— [no] match
— dotlp dotlpvalue[dotlp-mask
— nodotlp
— dst-macieee-addresfieee-address-makk
— nodst-mac
— etype0x0600..0xffff
— noetype
— src-macieee-addresfieee-address-mafpk
— nosrc-mac
— renum
— num-gos-classifiergnum-resourcdgipvé | no-ipv6]
— meter meter-id[multipoint ] [creatd
— no meter meter-id
— adaptation-rule [cir adaptation-rulg [pir adaptation-rulg
— noadaptation-rule
— cbssize-in-kbits
— nocbs
— mbssize-in-kbits
— nombs
— mode{trtcm1 |trtcm2 | srtcm}
— nomode
— rate cir-rate-in-kbps[pir pir-rate-in-kbp$
— norate
— scope{exclusive| template}
— noscope
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config

— qos
— copy sap-ingresssrc-pol dst-po[overwrite]

Show Commands

show
— gos
— sap-ingresspolicy-id [association | match-criterid
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Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>qos>sap-ingress
config>gos>sap-ingress>ip-criteria>entry
config>qos>sap-ingress>mac-criteria>entry

Description This command creates a text description storedarconfiguration file for a configuration context.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configuratontext.

Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters
long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be enclosthihvdouble quotes.
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copy

Syntax
Context

Description

Parameters

renum

Syntax

Context

Description

Parameters
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copy sap-ingress  src-pol dst-pol [overwrite ]

config>qos

This command copies existing QoS policy entriesaf@oS policy-id to another QoS policy-id.

Thecopy command is a configuration level maintenance teld to create new policies using existing
policies. It also allows bulk modifications to axisting policy with the use of theverwrite keyword.

sap-ingresssrc-pol dst-pol— Indicates that the source policy #dd the destination policy ID are SAP
ingress policy IDs. Specify the source policy I@ttthe copy command will attempt to copy from and
specify the destination policy ID to which the coamd will copy a duplicate of the policy.

Values 1 — 65535

overwrite — Specifies to replace the existing destination golitverything in the existing destination
policy will be overwritten with the contents of teeurce policy. Ibverwrite is not specified, an error
will occur if the destination policy ID exists.

renum

config>qos>sap-ingress>ip-criteria
config>qos>sap-ingress>mac-criteria
This command renumbers existing QoS policy criteritties to properly sequence policy entries.

This can be required in some cases since the 72880eSits when the first match is found and execthes

actions in accordance with the accompanying ac@nmand. This requires that entries be sequenced
correctly from most to least explicit.

Default none
Values 1—064
Default none

Values 1—64
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Service Ingress QoS Policy Commands

sap-ingress

Syntax
Context

Description

Parameters

[no] sap-ingress policy-id [create ]
config>qos

This command is used to create or edit the ingvelisy. The ingress policy defines the Service Lleve
Agreement (SLA) enforcement service packets recadviey ingress a SAP. SLA enforcement is
accomplished through the definition of meters tiate Forwarding Class (FC), Committed Information
Rate (CIR), Peak Information Rate (PIR), CommitBuist Size (CBS), and Maximum Burst Size (MBS)
characteristics. The simplest policy defines alsiggieue that all ingress traffic flows through ngaex
policies have multiple meters combined with spedifi or MAC match criteria that indicate which gaeu
packet will flow though.

Policies in effect are templates that can be agpbenultiple services as long as swpeof the policy is
template. Meters defined in the policy are notansiated until a policy is applied to a service SAP

SAP ingress policies can be defined with eithehéBders as the match criteria or MAC headers as the
match criteria. The IP and MAC criteria are mutyakclusive and cannot be part of the same SAR&wyr
policy. Only one service ingress policy can be gioned.

The SAP ingress policy witholicy-id 1 is a system-defined policy applied to servicegmno other policy
is explicitly specified. The system SAP ingress@otan be modified but not deleted. T sap-ingress
command restores the factory default settings wisel orpolicy-id 1. The default SAP ingress policy
defines one meter associated with the best etbert forwarding class, with CIR of zero and PIR ofelin
rate.

Any changes made to the existing policy, using @fyie sub-commands are applied immediately to all
services where this policy is applied. For thissteg when many changes are required on a polity, it
recommended that the policy be copied to a work prdicy ID. That work-in-progress policy can be
modified until complete and then written over thiggimal policy-id. Use theonfig qos copycommand to
maintain policies in this manner.

NOTE: Before associating a SAP ingress policy with @S#&sources must be allocated using the CLI
command config> system> resource-profile>ingressriral-tcam> qos-sap-ingress-resource. Please read
the Service Ingress Qos Policies Chapter abovehend210 Basic Systems Guide for more information
about this CLI command and resource allocation.

Theno sap-ingresgolicy-id command deletes the SAP ingress policy. A polayot be deleted until it is
removed from all services where it is applied. $iistem default SAP ingress policy is a special ;ahse
no command restores the factory defaults to polic§-id

policy-id —The policy-id uniquely identifies the policy.
Values 1 — 65535

create —Keyword used to create a sap ingress policy.
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scope

Syntax

Context

Description

Default

Parameters

default-fc

Syntax
Context

Description

Context

Parameters
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scope {exclusive |template }
no scope

config>qos>sap-ingress policy-id
This command configures the Service Ingress QoBypstope as exclusive or template.
Theno form of this command sets the scope of the pdbiche default ofemplate.

template

exclusive —When the scope of a policy is defined as exclughwe policy can only be applied to one SAP.
If a policy with an exclusive scope is assigned gecond SAP an error message is generated. If the
policy is removed from the exclusive SAP, it widdbme available for assignment to another exclusive
SAP.

template —When the scope of a policy is defined as temptatepolicy can be applied to multiple SAPs
on the router.

Default QoS policies are configured with templatefges. An error is generated when the template
scope parameter to exclusive scope on defaultipslis modified.

default-fc fc
config>qos>sap-ingress

This command configures the default forwarding £kas the policy. In the event that an ingress pades
not match a higher priority (more explicit) clagsition command, the default forwarding class ol
associated with the packet. Unless overridden bgxgticit forwarding class classification rule, pickets
received on an ingress SAP using this ingress @ti€ypwill be classified to the default forwardimmtpss.

The default forwarding class is best effdre . Thedefault-fc settings are displayed in tekow
configuration andsaveoutput regardless of inclusion of ttetail keyword.

be

fc — Specify the forwarding class name for the queue. Vidlue given fofc must be one of the predefined
forwarding classes in the system.

Values be|l2|af|l1]|h2|ef|hl|nc
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ip-criteria
Syntax

Context
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Operational Commands

[no] fc fc-name [create ]

config>gos>sap-ingress

Thefc command creates a class instance of the forward#asg fc-name. Once tienameis created,
classification actions can be applied and can kd irsmatch classification criteria.

Theno form of the command removes all the explicit qumagppings fofc-nameforwarding types. The
queue mappings revert to the default meterécfmrame

fc-name —Specifies the forwarding class name for the qu&be.value given for the fc-name must be one
of the predefined forwarding classes for the system

Values fc: class
class: be, 12, af, 11, h2, ef, hl, nc

Default None (Each class-name must be explicitly defined)

create —Mandatory keyword to create a forwarding class.

[no] ip-criteria [any|dscp-only]  policy id

config>qos>sap-ingress

IP criteriabased SAP ingress policies are used to selecpiiv@jgriate ingress meter and corresponding
forwarding class for matched traffic.

User can specify either 'any’ or 'dscp-only' asstifecriteria. The sub-criteria determines whdtifiean be
used to match traffic. The resource allocationcfassification is affected by the sub-criteria seuPlease
see the section on SAP ingress resource alloctidr? and L3 criteria for more information.

This command is used to enter the context to ci@agelit policy entries that specify IP criteriafServ
code point.

7210 SAS OS implementation will exit on the firsatch found and execute the actions in accordanite wi
the accompanying action command. For this reasbieemust be sequenced correctly from most td leas
explicit.

Theno form of this command deletes all the entries dfetunder this node. Once IP criteria entries are
removed from a SAP ingress policy, the IP critesieemoved from all services where that policygdplaed.

dscp-only

any —-Specifies that entries can use any of the fieldslable under ip-criteria (Example - IP source, IP
destination, IP protocol fields can be used) fotahiag

dscp-only —Specifies that entries can use only the DSCP field.
policy-id — -The policy-id that uniquely identifies the policy.
Values 1 — 65535
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ipv6-criteria
Syntax  [no] ipv6-criteria [any | dscp-only] policy-id
Context config>gos>sap-ingress

Description IPv6 criteria-based SAP ingress policies are ugeglect the appropriate ingress meters and camesmg
forwarding class for matched traffic.
This command is used to enter the node to creatdibpolicy entries that specify IPv6 criteria Buas 1P
quintuple lookup or DiffServ code point.
The 7210 OS implementation will exit on the firsateh found and execute the actions in accordanite wi
the accompanying action command. For this reasbieemust be sequenced correctly from most td leas
explicit.
NOTE: Before associating a SAP ingress policy configucedse IPv6 criteria with a SAP, resources must
be allocated using the CLI command config> systeeseurce-profile>ingress-internal-tcam> qos-sap-
ingress-resource> ipv6-ipv4-match-enable. Pleaa tlee 7210 Basic Systems Guide for more informatio
about this CLI command and resource allocation.
The no form of this command deletes all the enspeified under this node. Once ipv6-criteriaiestare
removed from a SAP ingress policy, the ipv6-criasiremoved from all services where that policy is
applied.

Parameters any —-Specifies that entries can use any of the fieldélable under ipv6-criteria (Example - IPv6 soyrce

IPv6 destination, IPv6 protocol fields can be uded)ynatching
dscp-only —Specifies that entries can use only the IPv6 DSER. f
policy-id — -The policy-id that uniquely identifies the policy.
Values 1 — 65535
mac-criteria
Syntax [no] mac-criteria [any|dot1lp-only]  policy id
Context config>qos>sap-ingress
Description Themac-criteria based SAP ingress policies are used to seleetpihpriate ingress meters and
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corresponding forwarding class for matched traffic.

User can specify either 'any' or dotlp-only' assile-criteria. The sub-criteria determines whdtifean be
used to match traffic. The resource allocationcfassification is affected by the sub-criteria seuPlease
see the section on SAP ingress resource alloctidr? and L3 criteria for more information.

This command is used to enter the node to creatdibpolicy entries that specify MAC criteria.

7210 SAS OS implementation will exit on the firsatch found and execute the actions in accordanite wi
the accompanying action command. For this reasbieemust be sequenced correctly from most td leas
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explicit.

Theno form of this command deletes all the entries detunder this node. Once mac-criteria entries are
removed from a SAP ingress policy, the mac-criteri@moved from all services where that policy is
applied.

Default any

Parameters any — .Specifies that entries can use any of the fielddlable under mac-criteria (Example - MAC
source, MAC destination, MAC Ethertype, etc. fietds be used)

dotlp-only — Specifies that entries can use only the Dotlp field
policy-id — -The policy-id that uniquely identifies the policy.
Values 1 — 65535

num-gos-classifiers

Syntax ~ num-qos-classifiers  [num-resources] [ipv6 | no-ipv6]
Context config>qos>sap-ingress>num-qos-classifiers

Description This command configures the number of classifieesSAP ingress Qos policy can use. A user cannot
modify this parameter when it is in use (i.e. apghlio a SAP).

The num-resources parameter also determines thienmaxnumber of meters that are available to this
policy. The maximum number of meters availableuse by the forwarding classes (FC) defined undsr th
policy is equal to half the value specified in gaameter num-resources. Any of these meters ilabia
for use to police unicast or multipoint traffic. YAof these meters is available for use by more trenFC
(or a single meter is available for use by all E@s).

The keyword 'ipv6' lets the user indicate that thkan to use the ipv6-criteria and the resourcesleé for
this SAP ingress QoS policy must be allocatedterahunk allocated to IPv6 criteria.

Default num-resources is set to a default value of 2 angpv® is use as the default keyword.

Parameters num-resources -Specifies the number of resources planned for yghib policy
Values 2,4,6, 8, 16,10,.... 256 (multiples of “2” upto ‘&%

ipv6 —keyword which lets the user indicate that theyndtéo use the ipv6-criteria and software must
allocate resources from the chunks alloted to IEtitéria.

no-ipv6 —keyword which lets the user indicate that they dbintend to use the ipv6-criteria. Resources
are then allocated from the chunk alloted to eitRe# criteria or MAC criteria, depending on whateria
the user uses.
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broadcast-meter

Syntax

Context

Description

Parameters

meter

Syntax

Context

Description

Parameters
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broadcast-meter meter-id
no broadcast-meter

config>qos>sap-ingress>fc

This command overrides the default broadcast fatimgrtype meter mapping fée fc-name The specified
meter-idmust exist within the policy as a multipoint mebefore the mapping can be made. Once the
forwarding class mapping is executed, all broadaffic on a SAP using this policy will be forward
using themeter-id

The broadcast forwarding type usually tracks thétioast forwarding type definition. This command
overrides that default behavior.

Theno form of the command sets the broadcast forwartlipgmeter-idback to the default of tracking the
multicast forwarding type meter mapping.

meter-id —Specifies an existing multipoint queue definedn@donfig>gqos>sap-ingressontext.
Values 21032
Default 11

meter meter-id
no meter

config>qos>sap-ingress>fc

This command overrides the default unicast forwaydiype meter mapping fée fc-name The specified
meter-idmust exist within the policy as a non-multipoineter before the mapping can be made. Once the
forwarding class mapping is executed, all unicasfit (this includes all traffic, even broadcastla

multicast for services) on a SAP using this polgforwarded using themeter-id

Theno form of this command sets the unicast (point-toi)aneter-idback to the default meter for the
forwarding class (meter 1).

meter-id —Specifies an existing non-multipoint meter defimrethe config>qos>sap-ingresscontext.

Values 1—32

7210 SAS-M and 7210 SAS-T OS Quality of Se rvice Guide



Operational Commands

multicast-meter

Syntax ~ multicast-meter meter-id
no multicast-meter

Context config>qos>sap-ingress>fc

Context This command overrides the default multicast fodirag type meter mapping fée fc-name The specified
meter -idmust exist within the policy as a multipoint mebbefore the mapping can be made. Once the
forwarding class mapping is executed, all multi¢eedfic on a SAP using this policy is forwardedngsthe
meter-id

The multicast forwarding type includes tineknown unicast forwarding type and theoadcastforwarding
type unless each is explicitly defined to a différmultipoint meter. When the unknown and broadcast
forwarding types are left as default, they willdkahe defined meter for the multicast forwardiyget.

Theno form of the command sets the multicast forwardimme meter-idback to the default meter for the
forwarding class. If théroadcastandunknown forwarding types were not explicitly defined to a
multipoint meter, they will also be set back to tlefault multipoint meter (11).

Parameters meter-id —Specifies an existing multipoint queue definedh@donfig>qos>sap-ingresgontext.
Values 1— 32
Default 11

unknown-meter

Syntax ~ unknown-meter meter-id
no unknown-meter

Context config>qos>sap-ingress>fc

Description This command overrides the default unknown unifstarding type meter mapping féo fc-name The
specifiedmeter-idmust exist within the policy as a multipoint mebefore the mapping can be made. Once
the forwarding class mapping is executed, all umkmtraffic on a SAP using this policy is forwardesing
themeter-id

The unknown forwarding type usually tracks the moakt forwarding type definition. This command
overrides that default behavior.

Theno form of this command sets the unknown forwardiypgeimeter-idback to the default of tracking the
multicast forwarding type meter mapping.

Parameters meter-id —Specifies an existing multipoint meter definedhr¢onfig>qos>sap-ingresgontext.
Values 1— 32
Default 11
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action

Syntax
Context

Description

Default

Parameters

entry

Syntax

Context

Description
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action [fc fc-name]
no action

config>qos>sap-ingress>ip-criteria>entry
config>qos>sap-ingress>mac-criteria>entry

This mandatory command associates the forwardagsalith specific IP or MAC criteria entry ID. The
action command supports setting the forwardingsgesameter. Packets that meet all match critatidanw
the entry have their forwarding class overriddeselaon the parameters included indlton parameters.

Theaction command must be executed for the match criterietadded to the active list of entries.

Each time action is executed on a specific entrytti® previous entered values foifc-nameis overridden
with the newly defined parameters.

Theno form of the command removes the entry from thavaantry list. Removing an entry on a policy
immediately removes the entry from all SAPs ushmgpolicy. All previous parameters for the actistoist.

Action specified by théefault-fc.

fc fc-name — The value given fofc fc-namemust be one of the predefined forwarding classéle
system. Specifying thie fc-nameis required. When a packet matches the rule,aheafrding class is
only overridden when thie fc-nameparameter is defined on the rule. If the packethes and the
forwarding class is not explicitly defined in thde, the forwarding class is inherited based owipres
rule matches.

Values be|l2|af|l1|h2]eflh1|nc

[no] entry entry-id [create ]

config>qos>sap-ingress>ip-criteria
config>qos>sap-ingress>mac-criteria

This command is used to create or edit an IP or MAteria entry for the policy. Multiple entriesrcae
created using uniguentry-idnumbers.

The list of flow criteria is evaluated in a top dovashion with the lowest entry ID at the top alnel highest
entry ID at the bottom. If the defined match ciddor an entry within the list matches the infotioa in the
egress packet, the system stops matching the pagigtst the list and performs the matching entries
reclassification actions. If none of the entriedchahe packet, the IP flow reclassification liasino effect
on the packet.

An entry is not populated in the list unless théossmccommand is executed for the entry. An entat th not
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populated in the list has no effect on egress gackehe action command is executed without axplieit
reclassification actions specified, the entry ipydated in the list allowing packets matching th&eto
exit the list, preventing them from matching erdtiewer in the list. Since this is the only flow
reclassification entry that the packet matchedthisdentry explicitly states that no reclassifioataction is
to be performed, the matching packet will not bdassified.

Theno form of this command removes the specified ermmynfthe policy. Entries removed from the policy
are immediately removed from all services wher¢ pladicy is applied.

none

entry-id —Theentry-id,expressed as an integer, uniquely identifies &imaiterion and the corresponding
action. It is recommended that multiple entriegi#enentry-idsin staggered increments. This allows
users to insert a new entry in an existing poliéhaut requiring renumbering of all the existing
entries.

An entry cannot have any match criteria definedamich case, everything matches) but must have at
least the keywordction fc fc-namefor it to be considered complete. Entries withingt action
keyword will be considered incomplete and hencé lvalrendered inactive.

Default none
Values 1— 64

create —Required parameter when creating a flow entry whersystem is configured to require the
explicit use of the keyword to prevent accidentgkot creation. Objects may be accidentally created
when this protection is disabled and an object namastyped when attempting to edit the objecisTh
keyword is not required when the protection is blisd. The keyword is ignored when the flow entry
already exists.

[no] match [protocol protocol-id]
config>qos>sap-ingress>ip-criteria>entry

This command creates a context to configure maitdéria for SAP QoS policy match criteria. When the
match criteria have been satisfied the action datmtwith the match criteria is executed.

Only a single match criteria (either MAC or IP)itowed at any point of time.
protocol protocol-id —Specifies an IP protocol to be used as a SAP Qt8ypuatch criterion.

The protocol type such as TCP / UDP / OSPF is ifiedtby its respective protocol number. Well-
known protocol numbers include ICMP(1), TCP(6), UDB.

Values 0 — 255
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match
no match

config>qos>sap-ingress>mac-criteria>entry

This command creates a context for entering/editiatch MAC criteria for ingress SAP QoS policy niatc
criteria. When the match criteria have been satisfihe action associated with the match criteria is
executed.

If more than one match criteria (within one mattdteament) are configured then all criteria must be
satisfied (AND function) before the action assasmiatvith the match will be executed.

A match context can consist of multiple match criteriat, tmwltiple match statements cannot be entered per
entry.

Theno form of the command removes the match criterigheentry-id

match [next-header next-header]
no match

config>qos>sap-ingress>ipv6-criteria>entry

This command creates a context to configure maitdria for ingress SAP QoS policy match IPv6 ciie
When the match criteria have been satisfied theraessociated with the match criteria is executed.

If more than one match criteria (within one mattdtement) are configured, then all criteria must be
satisfied (AND function) before the action assamiatvith the match is executed.

A match context can consist of multiple match criteriat, tultiple match statements cannot be entered per
entry.

It is possible that a SAP ingress policy includesdscpmap command, théotlp map command, and an
IPv6 match criteria. When multiple matches occuttlie traffic, the order of precedence is useditivaat
the final action. The order of precedence is ds\id:

1. 802.1p bits
2. DSCP
3. IP Quintuple or MAC headers

Theno form of this command removes the match criterialie entry-id

next-headernext-header —Specifies the next meader to match.

The protocol type such as TCP / UDP / OSPF is ifiedtby its respective protocol number. Well-
known protocol numbers include ICMP(1), TCP(6), UDB.

Values protocol numbers accepted in DHB: 0 — 42, 45 —5®;— 59, 61 — 255
keywords: none, crtp, crudp, egp, eigrp, encap, ether-g, igmp, idrp, igmp, igp,
ip, ipv6, ipv6-icmp, ipv6-no-nxt, isis, iso-ip, k2tospf-igp, pim, pnni, ptp, rdp, rsvp, stp,
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tcp, udp, vrrp
* — udp/tcp wildcard
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dscp
no dscp

config>qos>sap-ingress>ip-criteria>entry>match

This command configures a DiffServ Code Point (DB&Rle point to be used for classification of paske
from the specified FC.

Theno form of this command removes the DSCP match witer

none

dscp-name —Specifies a dscp name that has been previously edajppa value using thldscp-name
command. The DiffServ code point can only be spetiby its name.

Values be, cpl, cp2, cp3, cp4, cp5, cpb, cp7, csl, cAq, apll, afl2, cpl3, afl3, cpls, cs2,
cpl7, af21, cpl9, af22, cp21, af23, cp23, cs35cpBl, cp27, af32, cp29, af33, cp31,
cs4, cp33, af4l, ¢ p35, af42, cp37, af43, cp39,assl, cpd2, cpd3, cpd4d, cpdb, ef, cpa7,
ncl, cp49, cp50, cp51, cp52, cp53, cp54, cp5s5, e, cp5b8, cp5s9, cp60, cpbl, cpb2,
Ccp63

dst-ip {ip-address/mask | ip-address netmask}
no dst-ip

config>gos>sap-ingress>ip-criteria>entry>match
config>qos>sap-ingress>ipv6-criteria>entry>match
This command configures a destination address ramge used as a SAP QoS policy match criterion.

To match on the destination address, specify tdeead and its associated mask, e.g., 10.1.0.0H. T
conventional notation of 10.1.0.0 255.255.0.0 dan be used.

Theno form of this command removes the destination Ifhesk match criterion.
none

ip-address —The IP address of the destination IP or IPv6 iatf This address must be unique within the
subnet and specified in dotted decimal notation.

Values ipv4-prefix: a.b.c.d
ipv4-prefix-length: 0 -- 32
ipvB-prefix: x:x:x:x:x:x:x:x (eight 16-bit pieces)
xaxx:x:x:x:d.d.d.d
x: [0..FFFFJH
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d: [0..255]D
ipv6-prefix-length: 0 -- 128
netmask Specifies the subnet mask in dotted decintation.

Values 0.0.0.0 - 255.255.255.255

dst-port fc {eq} dst-port-number
dst-port range start end
no dst-port

config>gos>sap-ingress
config>gos>sap-ingress>ip-criteria>entry>match

This command configures a destination TCP or UD®mamber or port range for a SAP QoS policy match
criterion.

Theno form of this command removes the destination patch criterion.
none

eq dst-port-number— The TCP or UDP port nhumbers to match specifiedqaslegto €q) to the destination

port value specified as a decimal integer.
Values 1 — 65535 (decimal hex or binary)

range startend— The range of TCP or UDP port values to match sjgetds between thetart andend
destination port values inclusive.

Values 1 — 65535 (decimal hex or binary)

fragment {true |false}
no fragment

config>qos>sap-ingress>ip-criteria>entry>match
This command configures fragmented or non-fragnteiRepackets as a SAP QoS policy match criterion.
Theno form of this command removes the match criterion.

fragment false

true — Configures a match on all fragmented IP packetsiatch will occur for all packets that have either
the MF (more fragment) bit set OR have the Fragnadfset field of the IP header set to a non-zero
value.

false —Configures a matcbn all non-fragmented IP packets. Non-fragmentepaékets are packets that
have the MF bit set to zero and have the FragméseUield also set to zero.
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src-ip

Syntax  src-ip {ip-address/mask | ip-address netmask}
no src-ip

Context config>gos>sap-ingress>ip-criteria>entry>match
config>gos>sap-egress>ip-criteria>entry>match
config>qos>sap-ingress>ipv6-criteria>entry>match

Description This command configures a source IP or IPv6 addeexge to be used as an SAP QoS policy match
criterion.

To match on the source IP or IPv6 address, sptwfaddress and its associated mask, e.g. 10160Te
conventional notation of 10.1.0.0 255.255.0.0 dan be used.

Theno form of the command removes the source IP or Bldiess match criterion.

Default No source IP match criterion.

Parameters ip-address | ipv6-address Fhe IP or IPv6 address of the source IP interfibés address must be unique
within the subnet and specified in dotted decinwdhtion.
Values ip-address: a.b.c.d
mask: 1—32
netmask a.b.c.d (dotted quad equivalent of maskhgng
Values ipv4-prefix: a.b.c.d

ipv4-prefix-length: 0 -- 32
ipv6-prefix: x:x:x:x:x:x:x:x (eight 16-bit pieces)
x:x:x:x:x:x:d.d.d.d

x: [0..FFFF]H
d: [0..255]D
ipv6-prefix-length: 0 -- 128
netmask Specifies the subnet mask in dotted decintation.

Values 0.0.0.0 - 255.255.255.255

mask —The subnet mask length, expressed as an integreidotted decimal notation.
Values 0—32

netmask —Specify the subnet mask in dotted decimal notation.

Values a.b.c.d (dotted quad equivalent of mask length)
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src-port  {eq} src-port-number
src-port range start end
no src-port

config>gos>sap-ingress>ip-criteria>entry>match

This command configures a source TCP or UDP parthmar or port range for a SAP QoS policy match
criterion.

Theno form of this command removes the source port matitérion.

No src-port match criterion.

eq src-port-number— The TCP or UDP port numbers to match specifiedjagieto €q) to the source port
value specified as a decimal integer.

Values 1 — 65535 (decimal hex or binary)

range startend— The range of TCP or UDP port values to match sjget#s between thetart andend
source port values inclusive.

Values 1 — 65535 (decimal hex or binary)
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Service Ingress MAC QoS Policy Match Commands

dotlp
Syntax  dotlp dotlp-value [dotlp-mask]
no dotlp
Context config>qos>sap-ingress>mac-criteria>entry

Description The IEEE 802.1p value to be used as the matchrionte

Use theno form of this command to remove the dotlp valuthasmatch criterion.
Default None
Parameters dotlp-value —Enter the IEEE 802.1p value in decimal.
Values 0—7

dotlpmask —Fhis 3-bit mask can be configured using the follogvformats:

Format Style Format Syntax Example
Decimal D 4
Hexadecimal OxH 0x4
Binary 0bBBB 0b100

To select a range from 4 up to 7 spegifyalueof 4 and anaskof Ob100 for value and mask.
Default 7 (decimal) (exact match)

Values 1 — 7 (decimal)

dst-mac

Syntax  dst-mac ieee-address [ieee-address-mask]
no dst-mac

Context config>qos>sap-ingress>mac-criteria>entry

Description Configures a destination MAC address or range todegl as a Service Ingress QoS policy match aiteri

The no form of this command removes the destinatian address as the match criterion.

Default none
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Parameters ieee-address —Fhe MAC address to be used as a match criterion.
Values HH:HH:HH:HH:HH:HH or HH-HH-HH-HH-HH-HH where H is dexadecimal digit
ieee-address-mask A-48-bit mask to match a range of MAC address \alue

This 48-bit mask can be configured using the follgformats:

Format Style Format Syntax Example
Decimal DDDDDDDDDDDDDD 281474959933440
Hexadecimal OXHHHHHHHHHHHH OXFFFFFF000000
Binary ObBBBBBBB...B 0b11110000...B

All packets with a source MAC OUI value of 00-03-B#bject to a match condition should be specified
as: 0003FA000000 0xOFFFFF000000

Default OxFFFFFFFFFFFF (hex) (exact match)
Values 0x00000000000000 — OXFFFFFFFFFFFF (hex)

etype

Syntax  etype 0x0600..0xffff
no etype

Context config>qos>sap-ingress>mac-criteria>entry

Description Configures an Ethernet type Il value to be usea sarvice ingress QoS policy match criterion.

The Ethernet type field is a two-byte field useddentify the protocol carried by the Ethernet fearfor
e.g. 0800 is used to identify the IP v4 packets.

The Ethernet type field is used by the Ethernetiverll frames. IEEE 802.3 Ethernet frames do rset the
type field. For IEEE 802.3 frames use the dsamp ssa&nap-pid fields as match criteria.

The snap-pid field, etype field, ssap and dsapdiaere mutually exclusive and cannot be part obtiree
match criteria.

The no form of this command removes the previoaskgred etype field as the match criteria.
Default None

Parameters etype-value —The Ethernet type Il frame Ethertype value to beduas a match criterion expressed in
hexadecimal.

Values 0x0600 — OXFFFF
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Src-mac
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Description
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Parameters
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src-mac ieee-address [ieee-address-mask]

no src-mac
config>qos>sap-ingress>mac-criteria>entry

This command configures a source MAC address ayerém be used as a service ingress QoS policy match
criterion.

Theno form of this command removes the source mac asdieh criteria.
none
ieee-address -Enter the 48-bit IEEE mac address to be used aastehnariterion.
Values HH:HH:HH:HH:HH:HH or HH-HH-HH-HH-HH-HH where H is dexadecimal digit
ieee-address-mask Fhis 48-bit mask can be configured using:

This 48 bit mask can be configured using the folfmxformats

Format Style Format Syntax Example
Decimal DDDDDDDDDDDDDD 281474959933440
Hexadecimal OXHHHHHHHHHHHH OxOFFFFF000000
Binary ObBBBBBBB...B 0b11110000...B

To configure all packets with a source MAC OUI vahf 00-03-FA are subject to a match condition,
then the entry should be specified as: 003FA00@3GT-FFFFO00000

Default OxFFFFFFFFFFFF (hex) (exact match)
Values 0x00000000000000 — OXFFFFFFFFFFFF (hex)
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Service Meter QoS Policy Commands

meter

Syntax

Context

Description

Parameters

meter meter-id [multipoint ] [create ]
no meter meter-id

config>qos>sap-ingress

This command creates the context to configure gress service access point (SAP) QoS policy meter.

This command allows the creation of multipoint met®©nly multipoint meters can receive ingress ptk
that need flooding to multiple destinations. Byamging the unicast for multipoint traffic at sewiingress
and handling the traffic on separate multipointenespecial handling of the multipoint traffic isgsible.
Each meter acts as an accounting and (optionadljgipg device offering precise control over potelty
expensive multicast, broadcast and unknown untcaf§ic. Only the back-end support of multipoirdffic
(between the forwarding class and the meter basddravarding type) needs to be defined. The indiaid
classification rules used to place traffic intovfarding classes are not affected. Meters must fieedkas
multipoint at the time of creation within the pglic

The multipoint meters are for multipoint-destinedvice traffic. Within non-multipoint services, suas
Epipe services, all traffic is considered unicast tb the nature of the service type. Multicast laroddcast-
destined traffic in an Epipe service will not beppad to a multipoint service meter.

When an ingress SAP QoS policy with multipoint mete applied to an Epipe SAP, the multipoint meter
are not created.

Any billing or statistical queries about a multippimeter on a non-multipoint service returns zexles.
Any meter parameter information requested aboutléipoint meter on a non-multipoint service retuting
meter parameters in the policy. Multipoint meterand not be created for non-multipoint services.

Theno form of this command removes theeter-idfrom the SAP ingress QoS policy and from any éxist
SAPs using the policy. Any forwarding class mapfmethe meter, will revert to their default metefghen
a meter is removed, any pending accounting infdondbr each SAP meter created due to the defimitio
the meter in the policy is discarded.

meter-id —Themeter-idfor the meter, expressed as an integer.mater-iduniquely identifies the meter
within the policy. This is a required parametertetime the meter command is executed.

Values 1—32

adaptation-rule

Syntax

Context

Description

adaptation-rule [cir adaptation-rule] [pir adaptation-rule]
no adaptation-rule

config>qos>sap-ingress>meter

This command defines the method used by the systelarive the operational CIR and PIR settings when
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Default

Parameters

cbs
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Default

Parameters
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the meter is provisioned in hardware. For the QiR BIR parameters, individually the system attertgpts
find the best operational rate depending on thimedfconstraint.

Theno form of the command removes any explicitly deficedstraints used to derive the operational CIR
and PIR created by the application of the policheW a specific adaptation-rule is removed, theudefa
constraints forate andcir apply.

adaptation-rule cir closest pir closest

adaptation-rule —Specifies the adaptation rule to be used while adgmg the operational CIR or PIR
value.

pir — Defines the constraints enforced when adaptind’tRerate defined within the meter meter-id rate

command. The pir parameter requires a qualifierdbines the constraint used when deriving the

operational PIR for the meter. When the rate conthismot specified, the default applieis.— Defines
the constraints enforced when adapting the CIRdefimed within theneter rate command. Their
parameter requires a qualifier that defines thesttamt used when deriving the operational CIRter
meter. When their parameter is not specified, the default constramties.

max — Themax (maximum) option is mutually exclusive with then andclosestoptions. Whemax is
defined, the operational PIR/CIR will be the nextltiple of 8 that is equal to or lesser than the
specified rate.

min — Themin (minimum) option is mutually exclusive with theax andclosestoptions. Whemin is
defined, the operational PIR/CIR will be the nextltiple of 8 kbps that is equal to or higher thha t
specified rate.

closest —Theclosestparameter is mutually exclusive with thien andmax parameter. Wheadlosestis
defined, the operational PIR/CIR will be the nextltiple of 8 kbps that is closest to the specifiaté.

cbs size-in-kbits
no cbs

config>qos>sap-ingress>meter

This command provides a mechanism to override ¢fi@ult CBS for the meter. The committed burst size
parameter specifies the maximum burst size thabearansmitted by the source while still complyinigh
the CIR. If the transmitted burst is lower than @&S value then the packets are marked as in-priofithe
meter to indicate that the traffic is complying eretonfigured parameters.

Theno form of this command returns the CBS size to thfaudt value.
default

size-in-kbits —Specifies the size parameter is an integer expressithe number of kilobits reserved for
the meter. For example, if a value of 100 KBitdésired, then enter the value 100. The bucketisize
rounded off to the next highest 4096 bytes boundary

Values 4 — 2146959, default
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mbs size-in-kbits
no mbs

config>qos>sap-ingress>meter

This command provides the explicit definition oé thaximum amount of tokens allowed for a specific
meter. The value is given in Kilobits and overrides default value for the context.

In case of trtcm, the maximum burst size paransgecifies the maximum burst size that can be trétesin
by the source at the PIR while complying with thR.Rf the transmitted burst is lower than the M&8ue

then the packets are marked as out-profile by thiento indicate that the traffic is not complyinigh CIR,

but complying with PIR.

In case of sSrTCM, the MBS parameter specifies thgimum burst size that can be transmitted by the
source while not complying with the CIR. The traiitted burst is lower than the MBS value then the
packets are marked as out-profile by the metendate that the traffic is not complying with CIR.

If the packet burst is higher than MBS then packetsmarked as red are dropped by the meter.

Theno form of this command returns the MBS size assigndtie meter to the value.
default

size-in-kbits —This parameter is an integer expression of the maxi number of Kilobits of buffering
allowed for the meter. For example, for a valué@d KBits, enter the value 100.

Values

Values 4— 2146959, default

mode {trtcm1 | trtcm2 | srtcm }
no mode

config>qos>sap-ingress>meter

This command defines the mode of the meter. Thessad be configured as Two Rate Three Color Marker
(trTCM1) or Single Rate Three Color Marker (srTCNihe mode command can be executed at anytime.

Note:
1. The meter counters are reset to zero when thermmatde is changed.

2. For more information on the interpretation okrpairameters when the meter mode is configured as
"trtcm2”, refer to the command description of thelicer rate command.

Theno form of the command sets the default motem1.
trtcml

trtcm1 — Implements the policing algorithm defined in RFC86Bleters the packet stream and marks its
packets either green, yellow, or red. A packendked red if it exceeds the PIR. Otherwise, it is
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rate

Syntax

Context

Description

Default

Parameters
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marked either yellow or green depending on whédtlexceeds or doesn't exceed the CIR. The trTCM1
is useful, for example, for ingress policing ofeanvdce, where a peak rate needs to be enforced
separately from a committed rate. Two token bucletsused, the CBS bucket and the MBS bucket.
Tokens are added to the buckets based on the GRI&hrates. The algorithm deducts tokens from
both the CBS and the MBS buckets to determine &il@for the packet.

trtcm2 — Implements the policing algorithm defined in RFC&1Meters the packet stream and marks its
packets either green, yellow, or red. A packetasked red if it exceeds the PIR. Otherwise, it is
marked either yellow or green depending on wheittextceeds or does not exceed the CIR. The trtcm2
is useful, for example, for ingress policing ofeanvice, where a peak rate needs to be enforced
separately from a committed rate. Two token bucketused, the CBS bucket and the EBS bucket.
Tokens are added to the buckets based on the GlEl&hrates. The algorithm deducts tokens from
either the CBS bucket (that is, when the algorittientifies the packet as in-profile or green parket
the EBS bucket (that is,when the algorithm ideesifihe packet as out-of-profile or yellow packet).

Note: In this mode, the value of the PIR rate aquniéd by the user is used as the policer’s EIR rate

srtcm — Meters an IP packet stream and marks its packibsrajreen, yellow, or red. Marking is based on
a CIR and two associated burst sizes, a CBS aMbaiimum Burst Size (MBS). A packet is marked
green if it doesn't exceed the CBS, yellow if ied@xceed the CBS, but not the MBS, and red
otherwise. The srTCM is useful, for example, fogriess policing of a service, where only the length
not the peak rate, of the burst determines serligiility.

rate cir cir-rate-in-kbps [pir pir-rate-in-kbps]
no rate

config>qos>sap-ingress>meter

This command defines the administrative PIR and @dRameters for the meter.

The rate command can be executed at anytime,rajtére PIR and CIR rates for all meters createaiidn
the association of the SAP Ingress QoS policy tithmeter-id.

Note: When the meter mode is configured in trtcm2 mdde system interprets the PIR rate parameter as
EIR for use by RFC 4115 algorithm.

Theno form of the command returns all meters createt thi€ meter-id by association with the QoS policy
to the default PIR and CIR parameters (max, 0).

rate cir 0 pir max — The max default specifies the amount of bandwidtkilobits per second (thousand
bits per second). The max value is mutually exekisd thepir-rate value.

cir cir-rate-in-kbps —The cir parameter overrides the default adminiseaEIR used by the meter. When
the rate command has not been executed aithmrameter is not explicitly specified, the def&ilR
(0) is assumed.

Fractional values are not allowed and must be gasea positive integer.
The actual CIR rate is dependent on the megatéptation-rule parameters and the hardware.
Values 0 — 20000000, max
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pir pir-rate-in-kbps — Defines the administrative PIR rate, in kilobits; the meter. When this command
is executed, a valid PIR setting must be expliadt§ined. When theate command has not been
executed, the default PIR of max is assumed. Wiherate command is executed, a PIR setting is
optional.

Fractional values are not allowed and must be gasea positive integer.
The actual PIR rate is dependent on the meter’statian-rule parameters and the hardware.

Note: If the meter mode is configured as trtcm2, theespsconfigures the policer’s EIR rate, based on
the value of the PIR rate configured by the user.

Values 0 — 20000000, max
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Show Commands

sap-ingress
Syntax  sap-ingress [policy-id] [association | match-criteria ]
Context show>qos
Description This command displays SAP ingress QoS policy infdrom.
Parameters policy-id —Displays information about the specific policy ID.
Default all SAP ingress policies
Values 1 — 65535
associations- —Displays the policy associations of the sap-ingpesiey.
match-criterion- — Displays the match-criterion of the sap-ingresscyol
Sample Output
Show SAP Ingress Output — The following table describes SAP ingress show camhoutput.
Label Description
Policy-Id The ID that uniquely identifies the policy.
Scope Exclusive —  Implies that this policy can only be applied to a
single SAP.
Template — Implies that this policy can be applied to multiple
SAPs on the router.
Description A text string that helps identify the policy’s cent in the con-
figuration file.
Default FC Specifies the default forwarding class for the @pli
Criteria-type IP — Specifies that an IP criteri@ased SAP ingress policy is
used to select the appropriate ingress meter amdspmnding
forwarding class for matched traffic.
MAC — Specifies that a MAC criteria-based SAP is used to
select the appropriate ingress meters and corregsmmpfor-
warding class for matched traffic.
Meter Displays the meter ID.
Mode Specifies the configured mode of the meter (trTan&rTcm).
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Description (Continued)

CIR Admin

CIR Rule

PIR Admin

PIR Rule

CBS

MBS

UCastM

MCastM

BCastM

UnknownM

Match Criteria

Specifies the administrative Committed Informatidate (CIR)
parameters for the meters.

min — The operational CIR for the meters will be equabito
greater than the administrative rate specifiedgittie rate com-
mand.

max — The operational CIR for the meter will be equabto
less than the administrative rate specified udiegrate com-
mand.

closest —  The operational PIR for the meters will be the rate
closest to the rate specified using the rate conamathout
exceeding the operational PIR.

Specifies the administrative Peak Information RBRI&R)
parameters for the meters.

min — The operational PIR for the meter will be equabto
greater than the administrative rate specifiedgifie rate com-
mand.

max — The operational PIR for the meters will be equadito
less than the administrative rate specified udiegrate com-
mand.

closest —  The operational PIR for the meters will be the rate
closest to the rate specified using the rate condman

def — Specifies the default CBS value for the meters.

value — Specifies the value to override the default restrve
buffers for the meters.

def — Specifies the default MBS value.

value — Specifies the value to override the default MBS for
the meter.

Specifies the default unicast forwarding type netaapping.

Specifies the overrides for the default multicastwarding type
meter mapping.

Specifies the default broadcast forwarding typearseinapping.

Specifies the default unknown unicast forwardingetyneters
mapping.

Specifies an IP or MAC criteria entry for the pglic
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Label Description (Continued)

Entry

DSCP Specifies a DiffServ Code Point (DSCP) name usedafio
ingress SAP QoS policy match.

FC Specifies the entry’s forwarding class.

Src MAC Specifies a source MAC address or range to beasadService
Ingress QoS policy match.

Dst MAC Specifies a destination MAC address or range todeel as a
Service Ingress QoS policy match.

Dotlp Specifies a IEEE 802.1p value to be used as thehmat

Ethernet-type

FC

Service Association

Service-ld

Customer-Id

SAP

Classifiers
required

Meters required

Sub-Criteria-type

Sample Output

Specifies an Ethernet type Il Ethertype value taded as a
Service Ingress QoS policy match.

Specifies the entry’s forwarding class.

The unique service ID number which identifies thevice in the
service domain.

Specifies the customer ID which identifies the oosr to the
service.

Specifies the a Service Access Point (SAP) withindervice
where the SAP ingress policy is applied.

Indicates the number of classifiers for a VPLS pipé service.

Indicates the number of meters for a VPLS or Egigice.

Displays the configured sub-criteria-type

*A:Dut-G# show gos sap-ingress 100 detail

QoS Sap Ingress

Sap Ingress Policy (100)

Policy-id : 100 Scope : Template
Default FC : be
Criteria-type . MAC
Sub-Criteria-type :dotlp-only
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Accounting . packet-based

Classifiers Allowed 116 Meter s Allowed 18

Classifiers Reqrd (VPLS) : 16 Meter s Reqgrd (VPLS) : 9 Exceeded
Classifiers Reqrd (EPIPE) : 8 Meter s Regrd (EPIPE) : 8

Description : (Not Specified)

Meter Mode CIR Admin CIR Rule PIR Admin PIR Rule CBS Admin MBS Admin
1 TrTem O closest max [ losest def def
2 TrTcm O closest max c losest def def
3 TrTcm O closest max c losest def def
4  TrTcm O closest max [ losest def def
5 TrTcm 0 closest max c losest def def
6 TrTcm O closest max c losest def def
7 TrTcm O closest max [ losest def def
8 Trfcm O closest max [ losest def def
9 TrTcm O closest max c losest def def
10 TrTem O closest max c losest def def
11 TrTem O closest max c losest def def
12 TrTecm O closest max [ losest def def
FC UCastM MCastM BCast M UnknownM
12 4 def def def

af 3 def def def

11 5 def def def

h2 7 def def def

ef 2 def def def

hl 6 def def def

nc 8 def def def

Match Criteria

Entry 01

Description : (Not Specified)

Src MAC : Atm-V Ci : Disabled
Dst MAC : Dotlp 17
Ethernet-type : Disabled

FC :af

Entry 12

Description : (Not Specified)

Src MAC : Atm-V Ci : Disabled
Dst MAC : Dotlp 2217
Ethernet-type : Disabled

FC s ef

Entry 03

Description : (Not Specified)

Src MAC : Atm-V Ci : Disabled
Dst MAC : Dotlp 1317
Ethernet-type : Disabled

FC c11

Entry 14

Description : (Not Specified)

Src MAC : Atm-V Ci : Disabled
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Dst MAC : Dotlp L 47
Ethernet-type : Disabled

FC 112

Entry :5

Description : (Not Specified)

Src MAC : Atm-V Ci : Disabled
Dst MAC : Dotlp 1 5/7
Ethernet-type : Disabled

FC :hl

Entry 16

Description : (Not Specified)

Src MAC : Atm-V ci : Disabled
Dst MAC : Dotlp 1 6/7
Ethernet-type : Disabled

FC :h2

Entry 17

Description : (Not Specified)

Src MAC : Atm-V ci : Disabled
Dst MAC : Dotlp LTI7
Ethernet-type : Disabled

FC 'nc

Associations

Service-ld : 100 (Epipe) Custo mer-1d 01
- SAP : 1/1/1:100

*A:Dut-G#

*A:qos1# show qos sap-ingress 102 detail

QoS Sap Ingress

Sap Ingress Policy (102)

Policy-id 1102 Scope : Template
Default FC : be

Criteria-type . MAC

Sub-Criteria-type : dotlp-only

Accounting . packet-based

Classifiers Allowed: 32 Meter s Allowed :16
Classifiers Used : 32 Meter s Used .16
Meter Mode CIR Admin CIR Rule PIR Admin PIR Rule CBS MBS
1 TrTem 100 closest 200 [ losest 32 128
2 TrTcm 100 closest 200 [ losest 32 128
3 TrTcm 100 closest 200 c losest 32 128
4  TrTcm 100 closest 200 [ losest 32 128
5 TrTcm 100 closest 200 [ losest 32 128
6 TrTcm 100 closest 200 c losest 32 128
7 TrTcm 100 closest 200 [ losest 32 128
8 TrTcm 100 closest 200 [ losest 32 128
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9 TrTcm 100 closest 200
10 TrTcm 100 closest 200
11 TrTcm 100 closest 200
12 TrTcm 100 closest 200
13 TrTcm 100 closest 200
14 TrTcm 100 closest 200
15 TrTecm 100 closest 200
16 TrTcm 100 closest 200
FC UCastM MCastM

be 1 11 1

12 8 16 1

af 7 15 1

11 6 14 1

h2 5 13 1

ef 4 12 1

hl 3 10 1

nc 2 9 1
Match Criteria

Entry 01

Src MAC :

Dst MAC Dotlp
Ethernet-type : Disabled

FC :nc

Entry 12

Src MAC

Dst MAC Dotlp
Ethernet-type : Disabled

FC :hl

Entry 13

Src MAC :

Dst MAC : Dotlp
Ethernet-type : Disabled

FC :ef

Entry 14

Src MAC :

Dst MAC : Dotlp
Ethernet-type : Disabled

FC :h2

Entry :5

Src MAC :

Dst MAC : Dotlp
Ethernet-type : Disabled

FC d11

Entry 16

Src MAC :

Dst MAC : Dotlp
Ethernet-type : Disabled

FC : af

Entry 7

coooooo?®

@
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losest 32 128
losest 32 128
losest 32 128
losest 32 128
losest 32 128
losest 32 128
losest 32 128
losest 32 128
CastM UnknownM
6 16
6 16
6 16
6 16
6 16
6 16
6 16
6 16
L7107
1 6/7
1 5/7
L417
1317
2217
de

Show Commands
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Src MAC

Dst MAC : Dotlp $ 47
Ethernet-type  : Disabled

FC 112

Associations

Service-ld :102 (VPLS) Custo mer-Id 01
- SAP : 1/1/3:102
- SAP : 1/1/7:102

*A:qosl#

For SAS-MX:

*A:qosl1# show qos sap-ingress 102 detail
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QoS Sap Ingress

Sap Ingress Policy (102)

Policy-id
Default FC

Criteria-type
Sub-Criteria-type
Accounting
Classifiers Allowed: 32
Classifiers Used

: 102
: be
. MAC

Scope

. dotlp-only

: packet-based
Meter
Meter

Meter Mode CIR Admin

CIR Rule PIR Admin PIR

CIR Oper PIR Oper

1 TrTem 100 closest 200
104 200

2 TrTcm 100 closest 200
104 200

3 TrTcm 100 closest 200
104 200

4  TrTcm 100 closest 200
104 200

5 TrTcm 100 closest 200
104 200

6 TrTcm 100 closest 200
104 200

7 TrTcm 100 closest 200
104 200

8 TrTcm 100 closest 200
104 200

9 TrTcm 100 closest 200
104 200

10 TrTcm 100 closest 200
104 200

11 TrTcm 100 closest 200
104 200

12 TrTecm 100 closest 200
104 200

13 TrTem 100 closest 200
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: Template
s Allowed :16
s Used 116

Rule CBS Admin MBS Admin
CBS Oper MBS Oper

losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def
def
losest def

def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
500
def
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104 200 def 500

14 TrTcm 100 closest 200 losest def def
104 200 def 500

15 TrTcm 100 closest 200 losest def def
104 200 def 500

16 TrTcm 100 closest 200 losest def def

104 200 def 500

FC UCastM MCastM CastM UnknownM

be 1 11 1 6 16

12 8 16 1 6 16

af 7 15 1 6 16

11 6 14 1 6 16

h2 5 13 1 6 16

ef 4 12 1 6 16

hl 3 10 1 6 16

nc 2 9 1 6 16

Match Criteria

Entry

Src MAC

Dst MAC

*A:qosl#

7210 SAS-M and 7210 SAS-T OS Quality of Service Gui de

Page 313



Service Meter QoS Policy Commands

Page 314 7210 SAS-M and 7210 SAS-T OS Quality of Se rvice Guide



Access Egress QoS Policies

In This Section

This section provides information to configure Assd&gress QoS policies using the command
line interface.

Topics in this section include:

* Overview on page 316

» Basic Configurations on page 316

* Create Access Egress QoS Policies on page 316

» Default Access Egress QoS Policy Values on page 322
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Overview

An access egress policy defines the queuing fotrétific egressing on the access ports. Access-
egress queue policies are used at the Etherneaipdrdefine the bandwidth distribution for the
various FC/queue traffic egressing on the Ethepoet

There is one default access egress policy whiateigtified as policy ID 1. Each policy has 8
gueues available. The Forwarding Class to queugimgjis predefined and cannot be changed.
The queue parameters like CIR, PIR, etc. can bdfieddThe default policy can be copied but
they cannot be deleted or modified.

Basic Configurations

A basic access egress QoS policy must conformetdéaifowing:

* Have a unique access egress QoS policy ID.
* Have a QoS policy scope of template or exclusive.
* Queue parameters can be modified, but not deleted.

Create Access Egress QoS Policies

Configuring and applying QoS policies is optiofiho QoS policy is explicitly applied to an
access port, a default QoS policy 1 is applied.

Access Egress QoS Policy

To create an access egress policy, you must difinfollowing:

A new policy ID value. The system will not dynamlly assign a value.

» Specify the scope. A QoS policy must be definedasng either an exclusive scope for
use with a single port, or a template scope whiwbkes its use with multiple access
ports.

* Include a description. The description providésiaf overview of policy features.

» By default all FCs are mapped to 8 queues availabthe port according fable 31,
Forwarding Class to Queue-ID Map, on page 81

* Remark - By default, remarking is disabled. If sgking is enabled by default ‘use-dotlp’
is used and the Dotlp values in the customer paekeich are egressing on this access
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port are marked according to the FC-Dotlp markiagiable 26, Default Access Egress
Policy ID 1 Definition, on page 59he user has the option to specify either dotlgsop
or both dotlp and dscp, needs to be used for natkim packets egressing the port.

* If the user wants to change the FC-Dotlp or/armp aisarking map, the forwarding class
and the Dotlp or/and dscp marking values for thgrafile and out-profile packets must
be specified.

The following displays the access egress QoS palixyfiguration:

Sample configuration with remarking set to "use-dsc p"

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-1"

remarking use-dscp

queue 1

exit

queue 2

exit

queue 3

exit

queue 4

exit

queue 5
adaptation-rule cir max pir min
rate cir 10000 pir 11690

exit

gqueue 6

exit

queue 7

exit

gqueue 8

exit

fc be create

exit

*A:7210-SAS-M>config>qos>access-egress#
Sample configuration with remarking set to "all":

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-2"

remarking all

scope exclusive

queue 1

exit

queue 2

exit

queue 3

exit

queue 4
adaptation-rule cir max pir max
rate cir 100000 pir 126583
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exit
queue 5
exit
gqueue 6
exit
queue 7
exit
queue 8
exit

fc 12 create
exit

*A:7210-SAS-M>config>qos>access-egress#
Sample configuration with remarking set to "use-dot 1p™

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-3"

remarking use-dotlp

queue 1

exit

queue 2

exit

queue 3
adaptation-rule cir min pir min
rate cir 18689 pir 26794

exit

queue 4

exit

queue 5

exit

queue 6

exit

queue 7

exit

gqueue 8

exit

fc h2 create
dotlp-in-profile 3

exit

*A:7210-SAS-M>config>qos>access-egress#
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Modifying Access Egress QoS Queues

To modify access egress queue parameters speeifgltwing:

e Queue ID value. 8 Queues are identified and angped as defined ifable 31,
Forwarding Class to Queue-ID Map, on page 81

* Queue parameters. Egress queues support configquadtCIR and PIR rates.

The following displays the access egress QoS palirfiguration:

Sample configuration with remarking set to "use-dsc p"

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-1"

remarking use-dscp

queue 1

exit

queue 2

exit

queue 3

exit

queue 4

exit

queue 5
adaptation-rule cir max pir min
rate cir 10000 pir 11690

exit

gqueue 6

exit

queue 7

exit

queue 8

exit

fc be create

exit

*A:7210-SAS-M>config>qos>access-egress#
Sample configuration with remarking set to "all":

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-2"
remarking all

scope exclusive
queue 1

exit

queue 2

exit

queue 3

exit
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queue 4
adaptation-rule cir max pir max
rate cir 100000 pir 126583

exit

queue 5

exit

gqueue 6

exit

queue 7

exit

queue 8

exit

fc 12 create

exit

*A:7210-SAS-M>config>qos>access-egress#
Sample configuration with remarking set to "use-dot 1p™

*A:7210-SAS-M>config>qos>access-egress# info

description "policy-3"

remarking use-dotlp

queue 1

exit

queue 2

exit

queue 3
adaptation-rule cir min pir min
rate cir 18689 pir 26794

exit

queue 4

exit

queue 5

exit

queue 6

exit

queue 7

exit

gqueue 8

exit

fc h2 create
dotlp-in-profile 3

exit

*A:7210-SAS-M>config>qos>access-egress#
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Applying Access Egress QoS Policies
Apply access egress policies to the following eit
e Ethernet ports

A policy can be applied to the ports that are iceas mode.

Ethernet Ports
Use the following CLI syntax to apply a access-sgngolicy to an Ethernet port:

CLI Syntax:  config>port#
ethernet access egress
gos access-egress-policy-id

CLI Syntax:  config>port#
ethernet access egress
gos access-egress-policy-id
sap-gos-marking disable

The following output displays the port configuratio

*A:card-1>config>port# info

shutdown
ethernet
access
egress
gos 30
exit
exit
exit

*A:card-1>config>port#
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Default Access Egress QoS Policy Values

The default access egress policy is identifiedadisyid 1. The default policy cannot be edited or
deleted. The following displays default policy paeters:

*A:card-1>config>qos>access-egress# info detail

description "Default Access egress QoS policy."

no remarking

scope template

queue 1
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

queue 2
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

queue 3
adaptation-rule cir closest pir clo sest
rate O pir max

exit

queue 4
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

queue 5
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

queue 6
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

queue 7
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

gqueue 8
adaptation-rule cir closest pir clo sest
rate cir O pir max

exit

*A:card-1>config>qos>access-egress#

Table 42: Access Egress Default Policy Details

Field Default
description “Default Access egress QoS policy.”
scope template
queue 1
adaptation-rule adaptation-rule cir closest pisekt
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Table 42: Access Egress Default Policy Details (Co ntinued)

Field

Default

rate
cbs

queue 2
adaptation-rule
rate
cbs

queue 3
adaptation-rule
rate
cbs

queue 4
adaptation-rule
rate
cbs

queue 5
adaptation-rule
rate
cbs

queue 6
adaptation-rule
rate
cbs

queue 7

adaptation-rule
rate
cbs

queue 8
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cir O pir max
default = 8698 bytes

adaptation-rule cir closest pisekt
Ocir O pir max
default = 8698 hytes

adaptation-rule cir closest pisekt
cir 0 pir max
default = 8698 hytes

adaptation-rule cir closest piseki
cir 0 pir max

default = 8698 bytes

adaptation-rule cir closest pir closest
cir 0 pir max

default = 8698 bytes

cir closest pir closest
cir 0 pir max

default = 8698 bytes
cir closest pir closest

cir 0 pir max

default = 8698 bytes
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Table 42: Access Egress Default Policy Details (Co ntinued)

Field Default
adaptation-rule adaptation-rule cir closest pir closest
rate cir 0 pir max
cbs default = 8698 bytes

remarking no

Table 43: Access Egress Default Policy Details (for 7210 SAS-M and 7210 SAS-T in access
uplink mode)

Field Default
description “Default Access egress QoS policy.”
scope template
queue 1
adaptation-rule adaptation-rule cir closest pisekt
rate cir O pir max
cbs default = 3200 bytes

queue 2
adaptation-rule adaptation-rule cir closest piseki
rate Ocir O pir max
cbs default = 3200 bytes

queue 3
adaptation-rule adaptation-rule cir closest piseki
rate cir O pir max
cbs default = 3200 bytes

queue 4
adaptation-rule adaptation-rule cir closest pisekt
rate cir 0 pir max
cbs default = 3200 bytes

queue 5
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Table 43: Access Egress Default Policy Details (for 7210 SAS-M and 7210 SAS-T in access
uplink mode) (Continued)

Field Default
adaptation-rule adaptation-rule cir closest pir closest
rate cir 0 pir max
cbs default = 3200 bytes

queue 6
adaptation-rule cir closest pir closest
rate cir 0 pir max
cbs default = 3200 bytes
queue 7
adaptation-rule cir closest pir closest
rate cir 0 pir max
cbs default = 3200 bytes
queue 8
adaptation-rule adaptation-rule cir closest pir closest
rate cir 0 pir max
cbs default = 3200 bytes
remarking no

Table 44lists the default forwarding class marking valud®n remarking is enabled on the
access egress policy for 7210 SAS devices configureetwork mode as well as access-uplink
mode:

Table 44: Default FC Marking Values

Default FC value Network mode Access uplink mode
af. dotlp-in-profile 2 dotlp-in-profile 2
dotlp-out-profile 2 dotlp-out-profile 2

dscp-in-profile af11
dscp-out-profile af12
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Table 44: Default FC Marking Values (Continued)

Default FC value

Network mode

Access uplink mode

be:

ef:

hi:

h2:

nc:

Page 326

dotl1p-in-profile O
dotlp-out-profile 0
dscp-in-profile be
dscp-out-profile be

dotlp-in-profile 5
dotlp-out-profile 5
dscp-in-profile ef
dscp-out-profile ef

dotlp-in-profile 6
dotlp-out-profile 6
dscp-in-profile nc1
dscp-out-profile ncl

dotlp-in-profile 4
dotlp-out-profile 4
dscp-in-profile af41
dscp-out-profile af41

dotlp-in-profile 3
dotlp-out-profile 3
dscp-in-profile af21
dscp-out-profile af22

dotlp-in-profile 1
dotlp-out-profile 1
dscp-in-profile cs1
dscp-out-profile csl

dotlp-in-profile 7
dotlp-out-profile 7
dscp-in-profile nc2
dscp-out-profile nc2

dotl1p-in-profile O
dotlp-out-profile 0

dotlp-in-profile 5
dotlp-out-profile 5

dotlp-in-profile 6
dotlp-out-profile 6

dotlp-in-profile 4
dotlp-out-profile 4

dotlp-in-profile 3
dotlp-out-profile 3

dotlp-in-profile 1
dotlp-out-profile 1

dotlp-in-profile 7
dotlp-out-profile 7
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Deleting QoS Policies

Every access Ethernet port is associated, by defaitth the default access egress policy (policy-
id 1). You can replace the default policy with attumer-configured policy, but you cannot
entirely remove the policy from the port configioat When you remove a non-default access
egress policy, the association reverts to the digfalicy-id 1.

A QoS policy cannot be deleted until it is remoWwexin all access ports where they are applied.

*A:card-1>config>qos# no access-egress 30
MINOR: CLI Could not remove Access egress policy "3 0" because it is in use.

Removing a Policy from the QoS Configuration

CLI Syntax:  config>qos# no access-egress policy-id

Example: config>qos# no access-egress 100
config>qos# no access-egress 1010
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Command Hierarchies

Configuration Commands

config
— qos
— access-egreggolicy-id [create]
— noaccess-egreggolicy-id

— description description-string

— no description

— fc fc-name[create

— nofc fc-name
— dotlp-in-profile dotlp-value
— no dotlp-in-profile
— dotlp-out-profile dotlp-value
— no dotlp-out-profile
— dscp-in-profile dscp-name
— nodscp-in-profile
— dscp-out-profile dscp-name
— no dscp-out-profile

— (queuequeue-id
— adaptation-rule [cir adaptation-rulg [pir adaptation-rulé
— no adaptation-rule
— rate cir cir-rate [pir pir-rate]
— norate

— remark policy-id

— noremark

— remarking {use-dotlp | use-dscp | all}

— noremarking

— scope{exclusive| template}

— noscope
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Operational Commands

— config
— qos
— copy sap-ingresssrc-pol dst-pobverwrite

Show Commands

show
— qos
— access-egrespolicy-id] [association detail]
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Generic Commands

description

Syntax  description description-string
no description

Context config>qos>access-egress

Description This command creates a text description storedarconfiguration file for a configuration
context.

Thedescription command associates a text string with a configumatontext to help identify the
context in the configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.

Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters
long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.

access-egress

Syntax  access-egress policy-id [create ]
no access-egress policy-id

Context config>qos

Description This command is used to create or edit an access®o0S policy. The egress policy defines the
remark policy for the traffic egressing on the ascport. Remarking is disabled by default on the
access egress policies. The policy can be apmiaulttiple access ports. The access egress policy
is common to services (SAPSs) that are all egressing particular port.

Any changes made to an existing policy are appbeall access ports on which the policy is
specified.

The system uses the access egress policy for ngaokily if the port with which this policy is

associated is enabled for port-based marking {gh&#te command sap-qos-marking is set to
disable). When port-based marking is enabled, ybtem is capable of marking all the packets
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fc

Syntax

Context

Description

Page 332

egressing out of the port with either dotlp or dacpoth (that is, both dotlp and dscp). If
remarking is enabled and the remark policy is petidotlp’ or ‘dotlp-Isp-exp-shared’ then the
dotlp bits are marked in the packet based on theoBGt1p values specified in the remark policy.
If remarking is enabled and the remark policy isypie ‘dscp’ then the IP DSCP bits are marked
in the packet. If remarking is enabled and theardnpolicy is of type ‘dotlp-dscp’ then both
dotlp and IP DSCP bits are marked in the packet.

Note: When port-based marking is enabled and markingpdtin dotlp and IP DSCP bits is
configured, the system marks dotlp and IP DSCHdritall the packets sent out of both L2 SAPs
and L3 SAPs. It is recommended that if both L2 BREAPS are configured on the same port,
then remark policy of type dotlp, that marks ondylgh bits be used.

Theno form of this command deletes the access-egressypalpolicy cannot be deleted until it
is removed from all access ports where it is appMfhen an access-egress policy is removed
from an access port, the access port will revetti¢odefault access-egress policy-id 1.

This command is used to create or edit a access®@oS policy. The egress policy defines the
gqueue parameters (CIR/PIR) for each of the forweaydiass traffic as they egress on the access
port. Policies in effect are templates that caafglied to multiple access ports as long as the
scope of the policy is template. There are 8 qualveays available per port for which parameters
are configurable.

policy-id —The value that uniquely identifies the access-egpedicy.

Values 1 — 65535

create —The keyword used to create an access-egress pbiiegreate keyword requirement can be
enabled/disabled in thenvironment>createcontext.

fc fc-name [create]
no fc fc-name

config>qos>access-egress

This command defines tlie node within the access egress QoS policy is usedrtain the
explicitly defined Dotlp marking commands for fikename

Note that when the mapping for tienameand Dotlp marking is not defined, the nodeféer
nameis not displayed in the show configuration or seeefiguration output.

Theno form of the command removes the explicit Dot1p kivay commands for thie-name

fc-name — Specifies the forwarding class for which Dotlp niragkis to be edited. The value given for fc-
name must be one of the predefined forwarding efassthe system.

Values be, 12, af, 11, h2, ef, hl, nc
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create —Keyword used to create an access-egress policyciElage keyword requirement can be enabled/
disabled in thenvironment>createcontext.

dot1p-in-profile

Syntax

Context

Description

Default

Parameters
not

dotlp-in-profile dotlp-value
no dotlp-in-profile

config>qos>access-egress>fc

This command explicitly defines the egress IEEE.8BZDot1p) bits marking for fc-name. All
packets belonging to a particular FC that haveseitim IEEE 802.1Q or IEEE 802.1P
encapsulation use the explicitly defined Dotlp-eallfithe egress packets for fc-name are not
IEEE 802.1Q or IEEE 802.1P encapsulateddihtidp command has no effect. The dotlp-in-
profile dotlp-value and dotlp-out-profile dotlpwmistructure will add the capability to mark
Dotlp on an egress access port the in and oubdifppackets. If the user has not explicitly
configured the FC-Dotlp map the marking of packettill done according tdable 26, Default
Access Egress Policy ID 1 Definition, on page 88er can explicitly define the new Dot1P values
using these commands.

Theno form of the command sets the IEEE 802.1P or IEBE BQ priority bits to default FC-
Dot1P marking map as listed Tlable 26, Default Access Egress Policy ID 1 Deifamif on
page 59

dotlp-value —This value specifies the unique IEEE 802.1P vahae¢ will match the dotlp rule. If the
command is executed multiple times with the salotd p-value the previous forwarding class and
enqueuing priority is completely overridden by tieav parameters or defined to be inherited when a
forwarding class or enqueuing priority parametenissing.

A maximum of eight dot1p rules are allowed on ak&rpolicy.

Values 0—7

dot1p-out-profile

Syntax

Context

Description

dotlp-out-profile  dotlp-value

no dotlp-out-profile
config>qos>access-egress>fc

This command explicitly defines the egress IEEE.8BZdotlp) bits marking for fc-name. All
packets belonging to a particular FC that haveseitim IEEE 802.1Q or IEEE 802.1P
encapsulation use the explicitly defined dotlp-galfithe egress packets for fc-name are not
IEEE 802.1Q or IEEE 802.1P encapsulateddittd p command has no effect. Thetlp-in-
profile dotlp-valueanddotlp-out-profile dotlp-valuecommands will provide the capability to
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mark Dotlp on an egress access port for the iroahdf profile packets. If the user has not
explicitly configured this FC-Dotlp map the markioigpackets is according to FC-Dot1P
marking table as listed ifable 26, Default Access Egress Policy ID 1 Deifimit on page 59
User can explicitly define the new Dot1P valuesigghese commands.

Theno form of the command sets the IEEE 802.1P or IEBE BQ priority bits to default FC-
Dot1P marking map as listed Table 26, Default Access Egress Policy ID 1 Deifamif on
page 59

dotlp-value —This value specifies the unique IEEE 802.1P vahae¢ will match the dotlp rule. If the
command is executed multiple times with the salotd p-value the previous forwarding class and
enqueuing priority is completely overridden by tieav parameters or defined to be inherited when a
forwarding class or enqueuing priority parametenissing.

A maximum of eight dot1p rules are allowed on ak&rpolicy.

Values 0—7

dscp-out-profile

Syntax

Context

Description

Parameters

Page 334

dscp-out-profile  dscp-name
no dscp-out-profile

config>qos>access-egress>fc

This command specifies the out-of-profile DSCP ndonghe forwarding class. The
corresponding DSCP value will be used for all IBkgds requiring marking the egress on this
forwarding class queue that are out-of-profile.

When multiple DSCP names are associated with tiveafaling class at network egress, the last
name entered will overwrite the previous value.

The no form of this command reverts to the factbgfault out-of-profile dscp-name.

dscp-name —Specifies the DSCP name.

Values be|cpl|cp2|cp3|cp4|cp5|cpblcp7|csl|cp9lafll|cpll|
afl12|cpl3|afl3|cpl5|cs2|cpl7|af2l|cpl9]af22|cp2]|
af23|cp23|cs3|cp25|af3l|cp27|af32|cp29|af33|c@dl|cs
cp33|af4l|cp35|af42|cp37|af43|cp39|cs5|cpdl|cpa2|
cp43|cpdd|cp45|eflcpa7|ncl|cp49|cp50|cp5l|cp52|cp53
cp54|cp55|nc2|cp57|cp58|cp59|cp60|cpb6l|cp62|cpb3
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dscp-in-profile
Syntax  dscp-in-profile  dscp-name
no dscp-in-profile
Context config>qos>access-egress>fc

Description This command specifies the in-profile DSCP namdtierforwarding class. The corresponding
DSCP value will be used for all IP packets reqgjnnarking the egress on this forwarding class
gqueue that are in profile.

When multiple DSCP names are associated with thveaialing class at network egress, the last
name entered will overwrite the previous value.

Theno form of this command reverts to the factory defaHprofile dscp-name.

Parameters dscp-name —Specifies the DSCP name.

Values be|cpl|cp2|cp3|cp4|cp5|cpblcp7|csl|cp9lafll|cpll|
afl12|cpl3|afl3|cpl5|cs2|cpl7|af2l|cpl9]af22|cp2]|
af23|cp23|cs3|cp25|af3l|cp27|af32|cp29|af33|c@dl|cs
cp33|afdl|cp35|af42|cp37|af43|cp39|cs5|cpdl|cpa2|
cp43|cpd4|cp45|eflcpa7|ncl|cp49|cp50|cp51l|cp52|cp53
cp54|cp55|nc2|cp57|cp58|cp59|cp60|cpbl|cp62|cp63

queue

Syntax ~ queue queue-id
Context config>qos>access-egress

Description This command creates the context to modify Queuanpeters associated with a particular queue.
The queue is identifiable by queue-id and FCs appad into the queues accordingéble 31,
Forwarding Class to Queue-ID Map, on page 81

Theno form of this command is not supported

Default none

Parameters queue-id —Specifies the access egress queue-id associatedm#C according tbable 31, Forwarding
Class to Queue-ID Map, on page.81

Values 1—8
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Access Egress Queue QoS Policy Commands

adaptation-rule

Syntax

Context

Description

Default

Parameters

Page 336

adaptation-rule [cir adaptation-rule] [pir adaptation-rule]
no adaptation-rule

config>qos>access-egress>queue

This command defines the method used by the systelarive the operational CIR and PIR
settings when the queue is provisioned in hardwoethe CIR and PIR parameters individually,
the system attempts to find the best operatiortaldepending on the defined constraint.

Theno form of the command removes any explicitly defimedstraints used to derive the
operational CIR and PIR created by the applicaticthe policy. When a specifadaptation-rule
is removed, the default constraints & andpir apply.

adaptation-rule pir closest cir closest

adaptation-rule —Specifies the adaptation rule to be used while ading the operational CIR or PIR
value.

Values pir — Defines the constraints enforced when adaptied?R rate defined within the
gqueuequeue-idrate command. Th@ir parameter requires a qualifier that defines the
constraint used when deriving the operational RiRHe queue. When tlhate command
is not specified, the default applies.

cir — Defines the constraints enforced when adaptiegIR rate defined within the
queuequeue-idate command. Their parameter requires a qualifier that defines the
constraint used when deriving the operational @Rlie queue. When tloér parameter
is not specified, the default constraint applies.

max — Themax (maximum) option is mutually exclusive with then andclosest
options. Whemmax is defined, the operational PIR for the queue ballequal to or less
than the administrative rate specified usingrtite command.

min — Themin (minimum) option is mutually exclusive with tieax andclosest
options. Whemin is defined, the operational PIR for the queue béllequal to or greater
than the administrative rate specified usingrtite command.

closest— Theclosestparameter is mutually exclusive with timn andmax parameter.
Whenclosestis defined, the operational PIR for the queue bélithe rate closest to the
rate specified using thrate command.

7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



rate

Syntax

Context

Description

Parameters

rate cir cir-rate [pir pir-rate]
no rate

config>qos>access-egress>queue

This command defines the administrative Peak Infdion Rate (PIR) and the administrative
Committed Information Rate (CIR) parameters fordgheue. The PIR defines the maximum rate
that the queue can transmit packets through the Pefining a PIR does not necessarily
guarantee that the queue can transmit at the iaterate. The actual rate sustained by the queue
can be limited by oversubscription factors or aafai¢ egress bandwidth. The CIR defines the rate
at which the system prioritizes the queue overrogueues competing for the same bandwidth.

The rate command can be executed at anytime,rajtdre PIR and CIR rates for all queues
created on the access ports.

Theno form of this command returns all queues createat thie queue-id by association with the
QoS policy to the default PIR and CIR parameterax).

cir-rate —Thecir parameter overrides the default administrative @Bd by the queue. When tiage
command is executed, a valid CIR setting must Ipdi@tly defined. When theate command has not
been executed or tlodr parameter is not explicitly specified, the defalilR (0) is assumed.
Fractional values are not allowed and must be gasea positive integer.

Values 0 — 1000000max
7210 SAS-M 24F 2XFP (the M w/10G ports): 0 — 1000@0max
Default 0

pir-rate —Defines the administrative PIR rate, in kilobitsr the queue. When thiate command is
executed, a PIR setting is optional. Whenrtite command has not been executed, the default PIR of
max is assumed.
Fractional values are not allowed and must be gasea positive integer.

The actual PIR rate is dependent on the quadsptation-rule parameters and the actual hardware
where the queue is provisioned.

Values 1 — 1000000max
7210 SAS-M 24F 2XFP (the M w/10G ports): 0 — 1000@0max

Default max
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remark

Syntax

Context

Description

Parameters

remarking

Syntax
Context

Description
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remark policy-id
[no] remark

config>qos>access-egress

This command specifies the remarking policy fordloeess egress policy.

Only remark policy of type dotlp or dotlp-Isp-expaeed or dscp or dotlp-dscp is allowed for use
with access-egress policy.

policy-id —The value that uniquely identifies the remark polic
Values 1 — 655353

[no] remarking {use-dot1p|use-dscplall}
remarking

config>qos>access-egress
config>qos>network>egress

This command enables the system to remark egreketgasent out of access ports and hybrid
ports. The user can specify if either dotlp, opdse both needs to be used for marking the
packets egressing the port.

Theno form of the command disables remarking.

When 7210 SAS-M and 7210 SAS-T is operated in acapbnk mode, when remarking is
enabled, only the FC to dotlp bit value specifigdhe user is used to mark all the traffic (L2 and
IPv4 traffic) sent out of both access ports andasaiplink ports.

When 7210 SAS-M is operated in network mode, markimpport is available as given below:
On access port egress, the behavior is as follows:
* If'use-dotlp'is configured, then the dotlp hkits marked in the packet header for all

traffic sent out of both L2 SAPs and L3 SAPs courfegl on that access port.

« If'use-dscp'is configured, then the IP DSCP &itssmarked in the packet header for IPv4
traffic sent out of both L2 and L3 SAPs configumdthat access port. Note: DSCP
marking also marks the IPv4 packets associated $AtRs configured in an L2 VPN
service. To avoid this it is recommended to usg dotlp marking on access ports, when
SAPs belonging to both L3 services and L2 VPN sexwiare configured on the port.

« If'all'is configured, then the Dotlp bits arerked in the packet header for all traffic (L2
and IPv4) sent out of both L2 and L3 SAPs and EhBSCP bits are marked in the packet
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Default

Parameters

scope

Syntax

Context

Description

header for all IPv4 traffic sent out of both L2 drRISAPs configured on that access port.
Note: DSCP marking also marks the packets assdoigth SAPs configured in an L2
VPN service. To avoid this it is recommended to aisly dotlp marking on access ports,
when SAPs belonging to both L3 services and L2 \éeNices are configured on the
port.

On hybrid port egress, the behavior is as follows:

« If use-dotlp is configured, then the dotlp bits marked in the packet header for all
traffic sent out of both L2 SAPs and L3 SAPs coufegl on that hybrid port. The dotlp
bits is also marked in the MPLS traffic and IP eohand management traffic sent out of
network IP interfaces configured on that hybridtpor

» If use-dscp is configured, then the IP DSCP hiésmaarked in the packet header for IPv4
traffic sent out of L3 SAPs configured on that hglgort. The DSCP bits is also marked
in the IP control and management traffic sent dutedwork IP interfaces configured on
that hybrid port.

« If'all'is configured, then the Dotlp bits arerked in the packet header for all traffic (L2
and IPv4) sent out of both L2 and L3 SAPs and EhBSCP bits are marked in the packet
header for all IPv4 traffic sent out of both L2 dr®@ISAPs configured on that hybrid port.
The dotlp bits is also marked in the MPLS traffic &P control and management traffic
sent out of network IP interfaces configured ort thdorid port. The DSCP bits is also
marked only in the IP control and management taffint out of network IP interfaces
configured on that hybrid port.

If remarking is enabled, by default 'use-dotlpided. Dotlp and DSCP values are marked
according torable 44, Default FC Marking Values, on page.325

no remarking Remarking is disabled by default

use-dotlp —If use-dotlp is configured, then for all the FCé/ahe configured dotlp values will be used.
use-dscp —If use-dscp is configured, then for all the FCsyahke configured dscp values are used.

all — If all is configured, then for all the FCs both tth@t1p and dscp values configured is used (if both
have been provided).

scope {exclusive |template }
no scope

config>qos>access-egress

This command configures the scope as exclusivernplate. The policy’s scope cannot be
changed if the policy is applied to multiple ports.

Theno form of this command sets the scope of the pdbdhe default ofemplate.
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Default template

exclusive —When the scope of a policy is defined as exclughe policy can only be applied to one port.
If a policy with an exclusive scope is assigned second interface an error message is generhtbd. |
policy is removed from the exclusive interfacayill become available for assignment to another

exclusive interface.
The system default policies cannot be put intoetkedusive scope. An error will be generated if scop

exclusive is executed in default access-egressypaplicy-id 1).
template —When the scope of a policy is defined as tempthatepolicy can be applied to multiple ports
on the router.

Default QoS policies are configured with templatefe. An error is generated if you try to modifg th
scope parameter frotemplate to exclusivescopeon default policies.

Parameters
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Operational Commands

copy

Syntax
Context

Description

Parameters

copy access-egress  src-pol dst-pol [overwrite]

config>qos
This command copies existing QoS policy entriesafoS policy-id to another QoS policy-id.

The copy command is a configuration level mainteeanol used to create new policies using
existing policies. It also allows bulk modificat®ito an existing policy with the use of the
overwrite keyword.

access-egressrc-pol dst-pol— Indicates that the source policy ID and the destingoolicy ID are SAP
ingress policy IDs. Specify the source policy I@ttthe copy command will attempt to copy from and
specify the destination policy ID to which the coamd will copy a duplicate of the policy.

Values 1 — 65535
overwrite — Specifies to replace the existing destination golitverything in the existing destination

poicy will be overwritten with the contents of teeurce policy. If overwrite is not specified, anoer
will occur if the destination policy ID exists.
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Show Commands

access-egress

Syntax  access-egress [policy-id] [association | detail ]
Context show>qos

Description This command displays Access egress QoS policyrirdton.

Parameters policy-id —Displays information about the specific policy IDisplays all access-egress policies if no
specific policy-id is entered.
Values 1 — 65535
association —Displays a list of ports on which the policy is &eg.

detail — Displays detailed policy information including poliassociations.

Access Egress Output — The following table describes Access egress shanntand output.
Label Description
Policy-Id The ID that uniquely identifies the policy.
Remark True — Remarking is enabled for all packets thaegg this

router where the access egress QoS policy is applie

True — Remarking is enabled for all the Dotlg-tatypackets
that egress the ports where the access-egressd@logip
applied and remarking is enabled.

The remarking is based on the forwarding classpdiat

Dot1P bit mapping defined under the fc name. Ifliekpmap-
ping FC-Dot1P map not defined marking is basecherdefault
FC-Dot1P marking map as definedTiable 26, Default Access
Egress Policy ID 1 Definition, on page.59

False — Remarking is disabled for the policy.

Description A text string that helps identify the policy’s cert in the con-
figuration file
EOfward Class/FC Specifies the forwarding class to Dotlp remarkintue.
ame
Explicit/Default Explicit — Specifies the egress IEEE 802.1P (dotiity mark-

ing for fc-name if explicitly configured.

Page 342 7210 SAS-M and 7210 SAS-T OS Quality of Ser vice Guide



Label

Description (Continued)

CIR Admin

CIR Rule

PIR Admin

PIR Rule

CBS

Port-1d

Accounting

Remark Type

Default —Specifies the default dotlp value accadmFC-Dotlp
marking map as defined rable 26, Default Access Egress Policy ID
1 Definition, on page 58 explicit values are not configured..

Specifies the administrative Committed Informatidate (CIR)
parameters for the queue. The CIR defines theatatdich the
system prioritizes the queue over other queues etngfor the
same bandwidth.

min — The operational CIR for the queue will be &g or
greater than the administrative rate specifiedgifie rate com-
mand.

max — The operational CIR for the queue will beada or
less than the administrative rate specified udiegrate com-
mand.

closest — The operational CIR for the queue wilthe rate
closest to the rate specified using the rate conamatihout
exceeding the operational PIR.

Specifies the administrative Peak Information RBIR)
parameters for the queue. The PIR defines the mawrinate
that the queue can transmit packets through thesaquort.

min — The operational PIR for the queue will be &do or
greater than the administrative rate specifiedgittie rate com-
mand.

max — The operational PIR for the queue will beada or
less than the administrative rate specified udiegrate com-
mand.

closest — The operational PIR for the queue wiltheerate
closest to the rate specified using the rate condman

def — Specifies that the CBS value reserved foigineue.

Specifies the physical port identifier that asstesdhe access
egress QoS policy.

Specifies whether the accounting mode is packetébas
frame-based.

Displays the type of remarking enabled. It canume*dotlp ",
"use-dscp"” or "all"
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Sample Output

A:7210-SAS>show>qos# access-egress 1

QoS Access Egress

Policy-id 01 Scope . Template
Remark : False Remar k Type : use-dotlp
Accounting : packet-based

Description : Default Access egress QoS policy.

A:7210-SAS>show>qos#

A:7210-SAS>show>qos# access-egress 2 detail

QoS Access Egress

Policy-id 12 Scope . Template
Remark : True Remar k Type : use-dotlp
Accounting : packet-based

Description : (Not Specified)

Queue CIR Admin PIR Admin C BS

CIR Rule PIR Rule
1 0 max d ef

closest closest
2 0 max d ef

closest closest
3 0 max d ef

closest closest
4 0 max d ef

closest closest
5 0 max d ef

closest closest
6 0 max d ef

closest closest
7 0 max d ef

closest closest
8 0 max d ef

closest closest
FC Name Queue-id Explicit/Default E xplicit/Default
be 1 Default (in :0) D efault (out :0)
12 2 Default (in :1) D efault (out:1)
af 3 Default (in :2) D efault (out :2)
11 4 Default (in :3) D efault (out :3)
h2 5 Default (in :4) D efault (out :4)
ef 6 Default (in :5) D efault (out :5)
hl 7 Default (in :6) D efault (out :6)
nc 8 Default (in :7) D efault (out:7)
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FC Name Queue-id DSCP In DSC P Out
be 1 be b e
12 2 csl c sl
af 3 afll a f12
11 4 af21 a f22
h2 5 af41 a fa41
ef 6 ef e f
hl 7 ncl n cl
nc 8 nc2 n c2
Associations
No Matching Entries
A:7210-SAS>show>qos#
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QoS Port Scheduler Policies

In This Section

This section provides information to configure prheduler policies using the
command line interface.

Topics in this section include:

¢ Overview on page 348
« Basic Configurations on page 349
* Service Management Tasks on page 351
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Overview

Overview

Configuring Port Scheduler Policies

Page 348

Theport-scheduler-policy command creates a port scheduler template whighbmassigned to
an egress port. Only one port scheduler policylasvad per port. There is a “default” port-
scheduler policy (which services the queues optirein a Strict order) associated with each port.
To change the behavior, users can associate thevjporanother port-scheduler policy. The policy
contains mode commands to set the mode of schedii®iR, Strict, WRR, WDRR) and queue
commands to set the weight of the queue (only 8igsi@er port and queue settings only for
WRR/WDRR modes). In WRR/WDRR,sdrict option treats that particular queue as a strict
queue, this leads to a hybrid mode of schedulinBRA/Strict, WDRR+Strict).
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QoS Port Scheduler Policies

Basic Configurations

A basic QoS port scheduler policy must conformhi® following:

» Each QoS port scheduler policy must have a unisgliey name.
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Overview

Creating a QoS Port Scheduler Policy

Page 350

To create a port scheduler policy, define the feify:

e A port scheduler policy name.
» Include a description. The description providdsiaf overview of policy features.

Use the following CLI syntax to create a QoS pohteziuler policy.
Note that thereate keyword is included in the command syntax upomiioa of a policy.

CLI Syntax:  config>qos

port-scheduler-policy port - schedul er - name [create]
description description-string
mode {strict | rr | wrr | wdrr}
queue queue-i d [strict | weight wei ght ]

The following displays a port scheduler policy dgofation example:

*A:card-1>config>qos>port-sched-plcy# info

mode WRR

gueue 1 weight 1
gueue 2 weight 3
queue 3 weight 5
gueue 5 weight 5
gueue 6 weight 1

*A:card-1>config>qos>port-sched-plcy#
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QoS Port Scheduler Policies

Service Management Tasks

This section discusses the following service manmesyg tasks:

e Copying and Overwriting Scheduler Policies on page 3
« Editing QoS Policies on page 353

Copying and Overwriting Scheduler Policies

You can copy an existing QoS policy, rename it vaithew QoS policy value, or overwrite an
existing policy. Theoverwrite option must be specified or an error occurs ifdbstination
policy exists.

CLI Syntax:  config>gos> copy port-scheduler-policy src-nane dst-name
[overwrite]

*A:Dut-1>config>qos# port-scheduler-policy psp crea te

*A:Dut-1>config>qos>port-sched-plcy# mode wdrr

*A:Dut-1>config>qos>port-sched-plcy# queue 1 weight 1

*A:Dut-1>config>qos>port-sched-plcy# queue 2 weight
*A:Dut-1>config>qos>port-sched-plcy# queue 3 weight 5
*A:Dut-1>config>qos>port-sched-plcy# info

N

mode wdrr
gueue 2 weight 2
gueue 3 weight 5

*A:Dut-1>config>qos>port-sched-plcy# exit

*A:Dut-1>config>qos# exit

*A:Dut-1>config# qos copy port-scheduler-policy psp pspl
*A:Dut-1>config# qos copy port-scheduler-policy psp pspl
MINOR: CLI Destination "pspl" exists - use {overwri te}.

*A:Dut-1>config# show qos port-scheduler-policy

Port Scheduler Policies

Policy-Id Description Mode

default Default Port Schedule r policy. STRICT
psp WDRR
pspl WDRR

*A:Dut-1>config#

*A:Dut-1>config# show qos port-scheduler-policy psp

QoS Port Scheduler Policy

Policy-Name I psp
Accounting : packet-based
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Service Management Tasks

Mode :WDRR

Last changed  :04/12/2001 02:04:16
Queue 1 Weight: :1

Queue 2 Weight:
Queue 3 Weight:
Queue 4 Weight:
Queue 5 Weight:
Queue 6 Weight:
Queue 7 Weight:
Queue 8 Weight:

PR ERPRRON

*A:Dut-1>config#

*A:Dut-1>config# show qos port-scheduler-policy psp 1

QoS Port Scheduler Policy

Policy-Name : pspl

Accounting . packet-based

Mode :WDRR

Last changed  :04/12/2001 02:05:00
Queue 1 Weight: :1

Queue 2 Weight:
Queue 3 Weight:
Queue 4 Weight:
Queue 5 Weight:
Queue 6 Weight:
Queue 7 Weight:
Queue 8 Weight:

PR REPRRRLON

*A:Dut-1>config#
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QoS Port Scheduler Policies

Editing QoS Policies

To prevent configuration errors use the copy comdrtarmake a duplicate of the original policy
to a work area, make the edits, and then oventiréeriginal policy.
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QoS Port Scheduler Policy Command Reference

Command Hierarchies

e Port Scheduler Policy Configuration Commands orefish
e Operational Commands on page 355
e Show Commands on page 355

Port Scheduler Policy Configuration Commands

config
— gos
— [no] port-scheduler-policy port-scheduler-namfereate]
— description description-string
— nodescription
— mode{strict |rr |wrr |wdrr}
— nomode
— queuequeue-idstrict | weight weighi
— noqueuequeue-id

Operational Commands
config
— qos
— copy port-scheduler-policy src-nameadst-namegoverwrite]
Show Commands
show

— qos
— port-scheduler-policy [port-scheduler-policy-nanig¢association
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QoS Port Scheduler Policy Command Reference
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Configuration Commands

Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>qos>port-scheduler-policy

Description This command creates a text description storedarconfiguration file for a configuration
context.

Thedescription command associates a text string with a configumatontext to help identify the
context in the configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.
Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters

long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.
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Generic Commands

Operational Commands

copy

Syntax
Context

Description

Parameters

Page 358

copy port-scheduler-policy  src-name dst-name [overwrite ]

config>qos

This command copies existing port scheduler Qo&yentries for a port scheduler QoS policy
to another port scheduler QoS policy.

Thecopy command is a configuration level maintenance tseld to create new policies using
existing policies. It also allows bulk modificat®ito an existing policy with the use of the
overwrite keyword.

If overwrite is not specified, an error will occur if the destiion policy exists.

port-scheduler-policy src-name dst-name +adicates that the source policy and the destingimlicy are
port scheduler policy IDs. Specify the source potltat the copy command will attempt to copy from
and specify the destination policy name to whigh¢bmmand will copy a duplicate of the policy.

overwrite — Forces the destination policy name to be copiezpasified. When forced, everything in the
existing destination policy will be completely oweitten with the contents of the source policy.
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Port Scheduler Policy Commands

Port Scheduler Policy Commands

port-scheduler-policy

Syntax
Context

Description

Parameters

mode

Syntax

Context

Description

Parameters

[no] port-scheduler-policy  port-scheduler-name [create ]
config>qos

The default scheduling done for a port is strittestuling.When a port-scheduler policy is applied
to a port, it overrides the default scheduling datermines the type of scheduling (Strict, RR,
WRR, WDRR, WRR/WDRR + Strict) to be done between8CoS queues of that particular port.
When a port scheduler policy is detached from &, plog port reverts back to the default
scheduling (strict).

Theno form of the command removes the policy from thetam.
port-scheduler-name -specifies an existing policy name. Each port-scleguolicy name should be

unique and can go upto 32 ASCII characters in lengt

create- —This keyword is used to create a port schedulacyol

mode {strict | rr | wrr | wdrr}
no mode

config>qos>port-sched-plcy

This command configures a particular mode of scliegltor the policy. For example, this implies
that when a policy with a mode RR is applied twe then that port will follow the round robin
type of scheduling between its queues.

mode —Specifies the port scheduler policy mode.

strict — Strict scheduler mode

rr — Round Robin

wrr — Weighted Round Robin

wdrr — Weighted Deficit Round Robin
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Generic Commands

queue

Syntax

Context

Description

Parameters

Page 360

gueue queue-id [strict |weight weight]
no queue queue-id

config>qos>port-sched-plcy
This command configures a port scheduler queue giieee and its weights can be configured

only for WRR/WDRR modes. The weight specified iseaf WRR corresponds to the number of
packets that needs to be sent out in a cycle &garticular queue.

For WDRR, the weight specified is the ratio of fiathat will be sent out for that particular queue
For example, in WDRR, if a weight value for queus 1 and a weight value for queue 2 is 5, then
traffic out of the port is in the ratio of 1:5 bedan the queues (1 and 2) provided no traffic is
flowing in the other queues. If the keywasttict is specified in any of the queues, then that
particular queue will be treated as strict. Thisadestrict priority queues is serviced first ireth
order of their CoS numbering (the higher numbere& Gueue receives service before smaller
numbered queues).

Theno form of the queue under a WRR/WDRR mode will betqueue weights to default (for
example, 1).
queue-id —Specifies the queue ID.
Values 1 — 8 (8 is the highest)
strict — Specifies strict access.
weight weight— Specifies the number of packets in case of WRRratid of traffic out in WDRR.
Values 1—15
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Show Commands

port-scheduler-policy

Syntax
Context

Description

Parameters

Output

port-scheduler-policy  [port-scheduler-policy-name] [association ]
show>qos

This command displays port-scheduler policy infatiora

port-scheduler-policy-name Bisplays information for the specified existing pscheduler policy.

association —Displays associations related to the specified gchieduler policy.

Show QoS Port Scheduler Output —  The following table describes the QoS port schedule
policy fields.

Label Description

Policy Name Displays the port scheduler policy name.

Associations Displays associations related to the specified ganeduler
policy.

Mode Displays the port scheduler policy mode (STRICT, RRRR,
WDRR).

Accounting Displays whether the accounting mode is frame-basg@dcket-
based

Last Changed Displays the last time the configuration changed.

Queue # Displays the weight of the queue if configured.

Sample Output

*A:Dut-1>config# show qos port-scheduler-policy

Port Scheduler Policies

Policy-Id Description Mode
default Default Port Schedule r policy. STRICT
psp WDRR
pspl WDRR

*A:Dut-1>config#

*A:Dut-1>config# show gqos port-scheduler-policy psp association
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QoS Port Scheduler Policy

Policy-Name 1 psp
Accounting . packet-based
Mode : WDRR

Associations

- Port: 1/1/1

*A:Dut-1>config#
*A:Dut-1>config# show gqos port-scheduler-policy psp

QoS Port Scheduler Policy

Policy-Name 1 psp

Accounting . packet-based

Mode : WDRR

Last changed  :04/12/2001 02:04:16
Queue 1 Weight: : 1

Queue 2 Weight:
Queue 3 Weight:
Queue 4 Weight:
Queue 5 Weight:
Queue 6 Weight:
Queue 7 Weight:
Queue 8 Weight:

PR RPRPRPAON

*A:Dut-1>config#
*A:card-1# show gos port-scheduler-policy default a ssociation

QoS Port Scheduler Policy

Policy-Name : default

Description : Default Port Scheduler policy.
Accounting . packet-based

Mode : STRICT

Associations

- Port : 1/1/3
- Port : 1/1/6
- Port : 1/1/7
- Port : 1/1/8
- Port : 1/1/9
- Port : 1/1/10
- Port : 1/1/11
- Port : 1/1/12
- Port : 1/1/13
- Port: 1/1/14
- Port : 1/1/16
- Port : 1/1/17
- Port : 1/1/18
- Port : 1/1/19
- Port : 1/1/21
- Port : 1/1/22

Page 362 7210 SAS-M and 7210 SAS-T OS Quality of Se rvice Guide



Show Commands

- Port : 1/1/23
- Port : 1/1/24

*A:card-1#

*A:Dut-1>config# show qos port-scheduler-policy def ault

QoS Port Scheduler Policy

Policy-Name : default

Description : Default Port Scheduler policy.
Accounting . packet-based

Mode : STRICT

Last changed  :04/11/2001 19:59:21
Number Of Queues : 8

*A:Dut-1>config#
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In This Section

This section provides information to configure €dpoS policies using the
command line interface.

Topics in this section include:

e Overview on page 366

« Basic Configurations on page 369

« Default Slope Policy Values on page 372
e Deleting QoS Policies on page 376
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Overview

The buffer allocation on 7210 SAS-M and 7210 SAB-§iven above in th€hapter , QoS
Policies, on page 20

By default, each queue is associated with slop&ydefault which disables the high-slope, low-
slope and non-TCP slope parameters.

For information about the tasks and commands napess access the command line interface

and to configure and maintain your 7210 SAS M, r&deCLI Usage chapter in the 7210 SAS M
OS Basic System Configuration Guide.
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Configuration Guidelines

For 7210 SAS-M Network Mode

Following slopes are used based on the traffic psudation:

* For traffic received with MPLS encapsulation (fesceample: MPLS traffic received on
network port ingress, and others) non-TCP slopesésl.

* For TCP traffic received with less than or equa2tVLAN tags (For example: VLAN
ethernet traffic received on SAP ingress, and g)hHEECP- slopes (either high or low) is
used.

* For non-TCP traffic received with less than or&do 2 VLAN tags (For example:
VLAN ethernet traffic received on SAP ingress, atlders) non-TCP slope is used.

* For all traffic received with 3 or more VLAN tagBor example: VLAN ethernet traffic
received on SAP ingress, and others) non-TCP stopsed.

For 7210 SAS-M Access-uplink mode

Following slopes are used based on the traffic gadation:

« For TCP traffic received with less than or equa2tVLAN tags (For example: VLAN
ethernet traffic received on SAP ingress, and g)hHEECP- slopes (either high or low) is
used.

* For non-TCP traffic received with less than or&do 2 VLAN tags (For example:
VLAN ethernet traffic received on SAP ingress, atiders) non-TCP slope is used.

* For all traffic received with 3 or more VLAN tagBor example: VLAN ethernet traffic
received on SAP ingress, and others) non-TCP stopsed.

WRED Slope enhancement

In 7210 SAS release 6.0, the user is provided anitbption to use only 2 WRED slopes per queue
(port egress queues), which allows differentiatimgrofile and out-of-profile traffic flows. Thisi
supported in both 7210 SAS-M access-uplink modersmta@ork mode.

The following table compares the WRED slope usediiiferent traffic flows. The slope does not
get enabled by default. In order to maintain baakixampatibility, the value is set to use 3 slopes
(that is, tcp-non-tcp) and user has to changeypilicly to use 2 slopes on 7210 SAS-M nodes.
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Table 45: Slope behavior table

Slopes TCP-non-TCP slope option High-Low slope option
(Uses 3 WRED slopes per (Uses 2 WRED slopes per
queue) queue)

SAP Ingress TCP/IP traffic  High-priority TCP slope or  High-priority or low-priority
(Number of VLAN tags <=2) low-priority TCP slope, based slope, based on packet profile
on packet profile

SAP Ingress non-TCP traffic Non-TCP slope - No infout  High-priority or low-priority
(Number of VLAN tags does profile differentiation slope, based on packet profile
not matter)

SAP Ingress TCP/IP traffic  Non-TCP slope - No infout  High-priority or low-priority
(Number of VLAN tags>2) profile differentiation slope, based on packet profile

MPLS LER originating traffic High-priority TCP slopar High-priority or low-priority
low-priority TCP slope, based slope, based on packet profile
on packet profile

MPLS LER terminating traf- Non-TCP slope - No infout  High-priority or low-priority

fic profile differentiation slope, based on packet profile
MPLS LSR traffic Non-TCP slope - No infout  High-priority or low-priority
profile differentiation slope, based on packet profile

WRED support on 7210 SAS-T access-uplink mode

Page 368

On 7210 SAS-T, 2 WRED slopes are supported perejuae each for in-profile or high-priority
traffic and out-of-profile or low-priority traffic.

In 7210 SAS-T devices, the hardware supports adioramount of profiles, out of which some are
reserved for system internal use and the restagadole for user configuration. It is not possitie
allocate a unique profile for each and every quaulable on 7210 SAS-T. Multiple queues will
need to share the same WRED profile. Software nmesmtge allocation of hardware WRED
profiles based on user configuration. It automdiicalocates a single WRED hardware profile if
multiple queues use the same slope parameterdgftmax-average, start-average, drop
probability and time average factor). Only if thggeameters differ, it allocates a different
hardware WRED profile for use by the queue.

NOTE: The WRED state (For example: average queag per queue is maintained
independently for each queue in hardware.

A WRED profile (that is, each high-slope and lowgs#) allows to specify the slope parameters
such as max-average, start-average, drop prolyaild time average factor (TAF).
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Basic Configurations

A basic slope QoS policy must conform to the follogy

» Each slope policy must have a unique policy ID.
» High slope, low slope and non-TCP slope are shutd(default).
» Default values can be modified but parameters aabe deleted.

Create a Slope QoS Policy

Configuring and applying slope policies is optiaribho slope policy is explicitly applied to a
port, a default slope policy is applied.

To create a new slope policy, define the following:

» A slope policy ID value. The system will not dyniaally assign a value.

« Include a description. The description providdsiaf overview of policy features.
« The high slope for the high priority Random Edblgtection (RED) slope graph.
* The low slope for the low priority Random EarlytBetion (RED) slope graph.

e The non-TCP slope for the non-TCP Random EarlheEr@n (RED) slope graph.

* The time average factor (TAF), a weighting expdneed to determine the portion of the
shared buffer instantaneous utilization and shbtdfiér average utilization used to
calculate the new shared buffer average utilization
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Use the following CLI syntax to configure a slop#ipy:

CLI Syntax:  config>qos

slope-policy nane
description description-string
high-slope
start-avg per cent

max-avg per cent
max-prob per cent
no shutdown
low-slope
start-avg per cent
max-avg per cent
max-prob per cent
no shutdown
non-tcp-slope
start-avg per cent
max-avg per cent
max-prob per cent
no shutdown
time-average-factor t af

The following displays the slope policy configuaati(f:

A:ALA-7>config>qo>slope-policy# info

description "slope policy SlopePolicyl"
high-slope

no shutdown
exit
low-slope

no shutdown
exit

non-tcp-slope
no shutdown
exit

A:ALA-7>config>gos>slope-policy#
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Applying Slope Policies
* Ports

Apply slope policies to the egress buffer pool lo@ access and network ports.

Ports

The following CLI syntax examples may be used tplaglope policies to ports:

CLI Syntax:  config>port>access>egress>pool>slope-policy name
config>port>network>egress>pool>slope-policy name
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Default Slope Policy Values

The default access egress and network egressgméiog identified as policy-id “default”. The
default policies cannot be edited or deleted. Tlewing table displays default policy
parameters:

Table 46: Slope Policy Defaults

Field Default
description Default slope policy
high (RED) slope

Administrative state shutdown
start-avg 70% utilization
max-avg 90% utilization
max-prob 75%

low (RED) slope

Administrative state shutdown
start-avg 50% utilization
max-avg 75% utilization
max-prob 75%

non-TCP (RED) slope

Administrative state shutdown
start-avg 50% utilization
max-avg 75% utilization
max-prob 75%

A:ALA>config>gos# slope-policy default
A:ALA>config>gos>slope-policy# info detail

description "Default slope policy."
queue "1"
high-slope
shutdown
start-avg 70
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max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "2"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "3"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
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queue "4"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "5"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "6"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75

Page 374 7210 SAS-M and 7210 SAS-T OS Quality of Se

rvice Guide



max-prob 75
exit
time-average-factor 7

exit
queue "7"
high-slope
shutdown

start-avg 70

max-avg 90

max-prob 75
exit
low-slope

shutdown

start-avg 50

max-avg 75

max-prob 75
exit
non-tcp-slope

shutdown

start-avg 50

max-avg 75

max-prob 75
exit
time-average-factor 7

exit
queue "8"
high-slope
shutdown

start-avg 70

max-avg 90

max-prob 75
exit
low-slope

shutdown

start-avg 50

max-avg 75

max-prob 75
exit
non-tcp-slope

shutdown

start-avg 50

max-avg 75

max-prob 75
exit
time-average-factor 7

exit

A:ALA>config>gos>slope-policy#
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Deleting QoS Policies

Ports

A slope policy is associated by default with acaass network egress pools. A default policy
may be replaced with a non-default policy, but bgyacannot be entirely removed from the
configuration. When a non-default policy is removin policy association reverts to the default
slopepolicy policy-id default. A QoS policy cannot be deleted until it is remd¥im all ports
where it is applied.

ALA-7>config>qos# no slope-policy slopePolicyl
MINOR: QOS #1902 Slope policy has references
ALA-7>config>qos#

The following CLI syntax examples can be used toaee slope policies from MDA ports:

CLI Syntax:  config>port>access>egress>pool# no slope-policy name
config>port>network>egress>pool# no slope-policy name

Remove a Policy from the QoS Configuration
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To delete a slope policy, enter the following comuha
CLI Syntax:  config>gos# no slope-policy policy-id

Example : config>qos# no slope-policy slopePolicyl
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Copying and Overwriting QoS Policies

You can copy an existing slope policy, rename thwai new policy ID value, or overwrite an
existing policy ID. Theoverwrite option must be specified or an error occurs ifdastination
policy ID exists.

CLI Syntax:  config>qos> copy {slope-policy} source-policy-id dest-policy-
i d [overwrite]

The following output displays the copied policies:f

A:ALA-7210M>config>qos#

description "Default slope policy."
queue "1"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "2"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
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exit
time-average-factor 7
exit
queue "3"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "4"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "5"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
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shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "6"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "7"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
non-tcp-slope
shutdown
start-avg 50
max-avg 75
max-prob 75
exit
time-average-factor 7
exit
queue "8"
high-slope
shutdown
start-avg 70
max-avg 90
max-prob 75
exit
low-slope
shutdown
start-avg 50
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max-avg 75

max-prob 75
exit
non-tcp-slope

shutdown

start-avg 50

max-avg 75

max-prob 75
exit
time-average-factor 7

exit

A:ALA-7210M>config>qos#
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Editing QoS Policies

You can change existing policies and entries inGhkor NMS. The changes are applied
immediately to all services where this policy ipkgd. To prevent configuration errors copy the
policy to a work area, make the edits, and thetevaver the original policy.
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Command Hierarchies

Configuration Commands (for 7210 SAS-M in network mode and 7210 SAS-M
and 7210 SAS-T access uplink mode)

config
— qos
— [no] slope-policyname
— description description-string
— nodescription
— queuequeue-id
— [no] high-slope
— max-avg percent
— no max-avg
— max-prob percent
— no max-prob
— [no] shutdown
— start-avg percent
— no start-avg
— [no] low-slope
— max-avg percent
— nomax-avg
— max-prob percent
— no max-prob
— [no] shutdown
— start-avg percent
— no start-avg
— [nao] non-tcp-slope(Not supported for 7210 SAS-T, Only 2 WRED slopes a
supported per queue)
— max-avg percent
— no max-avg
— max-prob percent
— no max-prob
— [no] shutdown
— start-avg percent
— no start-avg
— time-average-factorvalue
— no time-average-factor

Operational Commands

config
— qos
— copy slope-policysrc-namedst-namgoverwrite]
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WRED Commands

config
— system
— gos
— no use-wred-slopes
— use-wred-slopeslope-type

Show Commands

show
— qos
— slope-policy[slope-policy-namid detail]
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Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>gos>slope-policy

Description This command creates a text description storedarconfiguration file for a configuration
context.

Thedescription command associates a text string with a configumatontext to help identify the
context in the configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.
Parameters description-string —A text string describing the entity. Allowed valum® any string up to 80 characters

long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.
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Operational Commands

copy

Syntax  copy slope-policy src-name dst-name [overwrite ]

Context config>qos

Description This command copies existing QoS policy entriesafoS policy-id to another QoS policy-id.

Thecopy command is a configuration level maintenance tseld to create new policies using
existing policies. It also allows bulk modificat®ito an existing policy with the use of the
overwrite keyword.

Parameters slope-policy —Indicates that the source policy Hhd the destination policy ID are slope policy IDs.
Specify the source policy ID that the copy commeiiltiattempt to copy from and specify the
destination policy ID to which the command will gog duplicate of the policy.

overwrite — Specifies to replace the existing destination goltverything in the existing
destination policy will be overwritten with the dents of the source policy. dverwrite is not
specified, an error will occur if the destinatioolipy ID exists.

ALA-7>config>qos# copy slope-policy default spl
MINOR: CLI Destination "sp1" exists - use {overwrit e}.
ALA-7>config>qos#overwrite
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Slope Policy QoS Commands

slope-policy
Syntax [no] slope-policy name
Context config>qos
Description This command enables the context to configure a m& policy.
Default slope-policy “default”
Parameters name —The name of the slope policy.

Values Valid names consist of any string up to 32 charadteng composed of printable, 7-bit
ASCII characters. If the string contains speciarelsters (#, $, spaces, etc.), the entire
string must be enclosed within double quotes.
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Slope Policy QoS Policy Commands

queue

Syntax
Context

Description

Parameters

high-slope

Syntax
Context

Description

low-slope

Syntax

Context

Description

Page 388

gueue queue-id
config>qos>slope-policy

This command sets the context to configure the-pigbrity, low-priority, and non-tcp slope
parameters per queue.

queue-id —Specifies the ID of the queue for which the drofe-ia to be configured.

Values 1—8

[no] high-slope
config>qos>slope-policy>queue

Thehigh-slopecontext contains the commands and parametersfming the high priority
Random Early Detection (RED) slope graph. Eachdsyfbol supports a high priority RED slope
for managing access to the shared portion of tlifetpool for high priority or in-profile packets.

Thehigh-slope parameters can be changed at any time and thaeadfbuffer pool high priority
RED slopes will be adjusted appropriately.

Theno form of this command restores the high slope gamfition commands to the default
values. If the commands withiigh-slopeare set to the default parameters,higgh-slopenode
will not appear in save config and show config etitpnless the detail parameter is present.

[no] low-slope

config>gos>slope-policy
config>qos>slope-policy>queue

Thelow-slopecontext contains the commands and parametersforing the low priority
Random Early Detection (RED) slope graph. Eachdsyfbol supports a low priority RED slope
for managing access to the shared portion of tlffetpool for low priority or out-of-profile
packets.
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Thelow-slopeparameters can be changed at any time and thetexifbuffer pool low priority
RED slopes must be adjusted appropriately.

Theno form of this command restores the low slope camfition commands to the default
values. If the leaf commands withHiow-slopeare set to the default parameters,|tve slope
node will not appear in save config and show coafitput unless the detail parameter is present.

non-tcp-slope

Syntax
Context

Description

[no] non-tcp-slope
config>qos>slope-policy>queue

This command configures non-tcp profile RED slopeameters.

Theno form of the command reverts to the default.

time-average-factor

Syntax

Context

Description

Default

Parameters

time-average-factor value
no time-average-factor

config>qos>slope-policy>queue

This command sets a weighting factor to calculagerntew shared buffer average utilization after
assigning buffers for a packet entering a queual€five the new shared buffer average
utilization, the buffer pool takes a portion of fm@vious shared buffer average and adds it to the
inverse portion

of the instantaneous shared buffer utilization. filme-average-factor command sets the
weighting factor between the old shared buffer ager

utilization and the current shared buffer instaatars utilization when calculating the new shared
buffer average utilization.

The TAF value applies to all high ,low priority andn-tcp packets WRED slopes for egress
access and network buffer pools controlled by thpespolicy.

The no form of this command restores the defatiinge
7 - Weighting instantaneous shared buffer utilaats 0.8%.
value —Represents the Time Average Factor (TAF), expreaseddecimal integer. The value specified for

TAF affects the speed at which the shared bufferage utilization tracks the instantaneous shared
buffer utilization. A low value weights the new sbd buffer average utilization calculation morétte
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shared buffer instantaneous utilization, zero ugiegclusively. A high value weights the new sithre
buffer average utilization calculation more to grevious shared buffer average utilization value.

Values 0—15
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RED Slope Commands

max-avg

Syntax

Context

Description

Default

Description

max-prob

Syntax

Context

Description

max-avg percent
Nno max-avg

config>qos>slope-policy>queue>high-slope
config>qos>slope-policy>queue>low-slope
config>qos>slope-policy>queue>non-tcp-slope

Sets the low priority or high priority or non-t¥ieighted Random Early Detection (WRED) slope
position for the reserved and shared buffer aveuditjeation value where the packet discard
probability rises directly to one. The percent paeter is expressed as a percentage of the shared
buffer size.

Theno form of this command restores the max-avg valubeadefault setting. If the current
startavg setting is larger than the default, aaresill occur and the max-avg setting will not be
changed to the default.

max-avg 90— High slope default is 90% buffer utilization bef discard probability is 1.
max-avg 75— Low slope default is 75% buffer utilization bedadiscard probability is 1.
max-avg 75— Non-tcp slope default is 75% buffer utilizatibefore discard probability is 1.

percent —The percentage of the reserved and shared buieedpr the buffer pool at which point the
drop probability becomes 1. The value entered megjreater or equal to the current setting of-start
avg. If the entered value is smaller than the euvalue of start-avg, an error will occur and hawge
will take place.

Values 0— 100

max-prob percent
no max-prob

config>qos>slope-policy>queue>high-slope
config>qos>slope-policy>queue>low-slope
config>qos>slope-policy>queue>non-tcp-slope

Sets the low priority or high priority Random EaBtection (RED) slope position for the
maximum non-one packet discard probability valu®teethe packet discard probability rises
directly to one. The percent parameter is expreasetdpercentage of packet discard probability
where always discard is a probability of 1rmfax-prob value of 80 represents 80% of 1, or a
packet discard probability of 0.8.
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Default

Parameters

shutdown

Syntax

Context

Description

Default

start-avg

Syntax

Context

Description

Default
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Theno form of this command restores thiax-prob value to the default setting.
max-prob 80— 80% maximum drop probability corresponding te rtax-avg.

percent —The maximum drop probability percentage correspumtlh themax-avg, expressed as a
decimal integer.

Values 0,1,2,34,5,6,7,8,9, 10, 25, 50, 75, 100

[no] shutdown

config>qos>slope-policy>high-slope
config>qos>slope-policy>low-slope
config>qos>slope-policy>queue

This command enables or disables the administratates of the Random Early Detection slope.
By default, all slopes are shutdown and have texpdicitly enabledrfo shutdown).
Theno form of this command administratively enablesRiD slope.

shutdown - RED slope disabled implying a zero (0) drop duibity.

start-avg percent
no start-avg

config>qos>slope-policy>queue>high-slope
config>qos>slope-policy>queue>low-slope
config>gos>slope-policy>queue>non-tcp-slope

This command sets the low priority or high prioiRgndom Early Detection (RED) slope position
for the shared buffer average utilization value sghtbe packet discard probability starts to
increase above zero. The percent parameter isssquas a percentage of the shared buffer size.

Theno form of this command restores the start-avg vadube default setting. If the max-avg
setting is smaller than the default, an error wdltur and the start-avg setting will not be changed
to the default.

max-avg 70 — High slope default is 70% buffer atlion.
max-avg 50 — Low slope default is 50% buffer uétion.
max-avg 50 — Non-tcp slope default is 50% bufféiaation.
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percent —The percentage of the resrved and shared buffeedpathe buffer pool at which the drop starts.
The value entered must be lesser or equal to thierdwsetting of max-avg. If the entered value is
greater than the current value of max-avg, an evilboccur and no change will take place.

Values 0— 100

time-average-factor

Syntax

Context

Description

time-average-factor value
no time-average-factor

config>qos>slope-policy>queue

This command sets a weighting factor to calculagerntew shared buffer average utilization after
assigning buffers for a packet entering a queual€five the new shared buffer average
utilization, the buffer pool takes a portion of fm@vious shared buffer average and adds it to the
inverse portion

of the instantaneous shared buffer utilization. filme-average-factor command sets the
weighting factor between the old shared buffer ager

utilization and the current shared buffer instaatars utilization when calculating the new shared
buffer average utilization.

The TAF value applies to all high ,low priority andn-tcp packets WRED slopes for egress
access and network buffer pools controlled by thpespolicy.

Values
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WRED command

use-wred-slopes

Syntax

Context

Description

Default

Parameters
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no use-wred-slopes
use-wred-slopes slope-type

config>system>qos

The user is provided with an option to use 2 WRIEIpeas per queue or use 3 WRED slopes per
queue. It is a global option which affects all thesues in the system. In other words, user can
choose to use either 2 WRED slopes for all queuésa system or 3 WRED slopes for all queues
in the system.

Using 3 WRED slopes per queue allows differentgatcp in-profile traffic, tcp out-of-profile
traffic, and non-tcp traffic. For non-tcp traffioth in and out profile use the same slope.

Using 2 WRED slopes per queue allows differentatimprofile and out-of-profile traffic,
without further differentiation of tcp and non-ttrpffic. All traffic, irrespective of tcp or non4bc
traffic, uses either in-profile slope or out-of-fite slope, depending on the profile assigned & th

traffic by the ingress meters.

The no form of the command enables use of 3 WRBPesd per queue.
use-wred-slopes tcp-non-tcp to maintain backwardpatibility.

High and Low slope type —When high-low is set, 2 slopes are used per qutigé. priority/In-profile
slope for all packets that are classified as irfilerby the ingress meter and Low priority/out-aBfile
slope for all packets that are classified as otrofile by the ingress meter. The high-priority/in
profile WRED slope uses the values configured uedefig> qos> slope-policy> high-slopeThe
low-priority/out-of-profile WRED slope uses the uak configured undeonfig> qos> slope-policy>
low-slope The values configured under non-TCP WRED slopgrisred by the system.

TCP and Non-TCP slope type —There are 3 WRED slopes (High priority/In-profil€® WRED
slope, Low priority/out-of-profile TCP WRED slopand non-TCP WRED slope) that are used per
queue when TCP-non-tcp slope is set.

The non-TCP WRED slope is used for all packetssdfiasl as non-TCP packets on ingress, irrespective
of the packet's profile or priority. Packets cléisdsias TCP and determined to be high-priority/in-
profile by the ingress meter, uses the high psiofFitP WRED slope. This slope uses the values
configured undeconfig> qos> slope-policy> high-slopePackets classified as TCP and determined to
be low-priority/out-of-profile by the ingress metases the low-priority TCP WRED slope. The low-
priority/out-of-profile TCP WRED slope uses thewed configured undeonfig> qos> slope-policy>
low-slope The non-TCP WRED slope uses the values configuneldrconfig> qos> slope-policy>
non-tcp-slope
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WRED command

Show Commands

slope-policy

Syntax  slope-policy [slope-policy-name] [detail ]

Context show>qos

Description This command displays slope policy information.

Parameters slope-policy-name —Fhe name of the slope policy.

detail — Displays detailed information about the slope polic

Table 47: Show QoS Slope Policy Output Fields

Label Description
Policy The ID that uniquely identifies the policy.
Description A string that identifies the policy’s context iretisonfiguration
file.
Time Avg The weighting between the previous shared bufferage utili-

Slope Parameters
Start Avg

Max Avg

Admin State

Max Prob.

zation result and the new shared buffer utilization

Specifies the low priority or high priority RED gle position for
the shared buffer average utilization value whbhespacket
discard probability starts to increase above zero.

Specifies the percentage of the shared buffer dpactkee buffer
pool at which point the drop probability becomesXpressed as
a decimal integer

Up — The administrative status of the RED slope is eathbl
Down — The administrative status of the RED slope is desab
Specifies the low priority or high priority RED gle position for
the maximum non-one packet discard probability eddafore
the packet discard probability rises directly teeon

Specifies the high priority RED slope position fioe maximum
non-one packet discard probability value beforepheket dis-
card probability rises directly to one.
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Sample Output

*A:SN12345678# show qos slope-policy 100

QoS Slope Policy

Policy 1100
Description : Slope policy 100

Utilization State Start-Thr eshold
High Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 70 90 75
Queue?2 Down 70 90 75
Queue3 Down 70 90 75
Queued Down 70 90 75
Queueb Down 70 90 75
Queueb Down 70 90 75
Queue? Down 70 90 75
Queue8 Down 70 90 75
Low Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queue5 Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Non Tcp Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queue5 Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Time Avg Factor

Queue Id Time Avg Factor

Queuel
Queue?2
Queue3
Queued
Queueb

~N NN NN
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Queueb 7
Queue7 7
Queue8 7

*A:SN12345678# show qos slope-policy 100 detail

*A:SN12345678#

QoS Slope Policy

Policy 1100
Description : Slope policy 100

High Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 70 90 75
Queue?2 Down 70 90 75
Queue3 Down 70 90 75
Queued Down 70 90 75
Queue5 Down 70 90 75
Queueb Down 70 90 75
Queue? Down 70 90 75
Queue8 Down 70 90 75

Low Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Non Tcp Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queue5 Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Time Avg Factor

Queue Id Time Avg Factor

Queuel 7
Queue?2 7
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Queue3
Queued
Queueb
Queueb
Queue7
Queue8

NN NN NN

Associations

Object Type Object Id  Application Pool

Port 1/1/13 Acc-Egr defa ult

*A:SN12345678#

*A:SAST>config>qos>slope-policy>queue>$ show qos sl ope-policy "33" detail

QoS Slope Policy

Policy 133
Description : (Not Specified)

High Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Up 65 95 50
Queue?2 Down 70 90 75
Queue3 Down 70 90 75
Queued Down 70 90 75
Queueb Down 70 90 75
Queueb Down 70 90 75
Queue? Down 70 90 75
Queue8 Down 70 90 75

Low Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Up 35 55 25
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queue5 Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Non Tcp Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue?2 Down 50 75 75
Queue3 Down 50 75 75
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Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Time Avg Factor

Queue Id Time Avg Factor

Queuel
Queue?2
Queue3
Queued
Queue5
Queueb
Queue?
Queue8

NN NN N NN N

Associations

Object Type Object Id  Application Pool

Port 1/1/1 Acc-Egr defa ult
Port 1/1/5 Acc-Egr defa ult

A:SAST>config>qos>slope-policy>queue>$ show
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Standards and Protocol Support

Standards Compliance

IEEE 802.1ab-REV/D3 Station and
Media Access Control Connectivity
Discovery

IEEE 802.1D Bridging

IEEE 802.1p/Q VLAN Tagging

IEEE 802.1s Multiple Spanning Tree

IEEE 802.1w Rapid Spanning Tree
Protocol

IEEE 802.1X Port Based Network
Access Control

IEEE 802.1ad Provider Bridges

IEEE 802.1ah Provider Backbone
Bridges

IEEE 802.1ag Service Layer OAM

IEEE 802.3ah Ethernet in the First Mile

IEEE 802.3 10BaseT

IEEE 802.3ad Link Aggregation

IEEE 802.3ae 10Gbps Ethernet

IEEE 802.3ah Ethernet OAM

IEEE 802.3u 100BaseTX

IEEE 802.3z 1000BaseSX/LX ITU-T
Y.1731 OAM functions and
mechanisms for Ethernet based
networks draft-ietf-disman-alarm-
mib-04.txt IANA-IFType-MIB

IEEE8023-LAG-MIB ITU-T G.8032
Ethernet Ring Protection Switching
(version 2)

Protocol Support

BGP

RFC 1397 BGP Default Route
Advertisement

RFC 1772 Application of BGP in the
Internet

RFC 1997 BGP Communities Attribute

RFC 2385 Protection of BGP Sessions
via MD5

RFC 2439 BGP Route Flap Dampening

RFC 2547 bis BGP/MPLS VPNs draft-
ietf-idr-rfc2858bis-09.txt.

RFC 2918 Route Refresh Capability for
BGP-4

RFC 3107 Carrying Label Information in
BGP-4

Standards and Protocols

RFC 3392 Capabilities Advertisement
with BGP4

RFC 4271 BGP-4 (previously RFC 1771)

RFC 4360 BGP Extended Communities
Attribute

RFC 4364 BGP/MPLS IP Virtual Private
Networks (VPNs)(previously RFC
2547bis BGP/MPLS VPNs)

RFC 4760 Multi-protocol Extensions for
BGP

RFC 4893 BGP Support for Four-octet
AS Number Space

CIRCUIT EMULATION

RFC 4553 Structure-Agnostic Time
Division Multiplexing (TDM) over
Packet (SAToP)

RFC 5086 Structure-Aware Time
Division Multiplexed (TDM) Circuit
Emulation Service over Packet
Switched Network (CESoPSN)

RFC 5287 Control Protocol Extensions
for the Setup of Time-Division
Multiplexing (TDM) Pseudowires in
MPLS Networks

DHCP

RFC 2131 Dynamic Host Configuration
Protocol (REV)

RFC 3046 DHCP Relay Agent
Information Option (Option 82)

DIFFERENTIATED SERVICES

RFC 2474 Definition of the DS Field the
IPv4 and IPv6 Headers (Rev)

RFC 2597 Assured Forwarding PHB
Group (rev3260)

RFC 2598 An Expedited Forwarding
PHB

RFC 2697 A Single Rate Three Color
Marker

RFC 2698 A Two Rate Three Color
Marker

RFC 4115 A Differentiated Service Two-
Rate, Three-Color Marker with
Efficient Handling of in-Profile
Traffic

IPv6

RFC 2460 Internet Protocol, Version 6
(IPv6) Specification

RFC 2461 Neighbor Discovery for IPv6

RFC 2462 IPv6 Stateless Address Auto
configuration

RFC 2463 Internet Control Message
Protocol (ICMPv6) for the Internet
Protocol Version 6 Specification

RFC 2464 Transmission of IPv6 Packets
over Ethernet Networks

RFC 2740 OSPF for IPv6

RFC 3587 IPv6 Global Unicast Address
Format

RFC 4007 IPv6 Scoped Address
Architecture

RFC 4193 Unique Local IPv6 Unicast
Addresses

RFC 4291 IPv6 Addressing Architecture

RFC 4552 Authentication/Confidentiality
for OSPFv3

RFC 5095 Deprecation of Type 0 Routing
Headers in IPv6

draft-ietf-isis-ipv6-05

draft-ietf-isis-wg-multi-topology-xx.txt

IS-IS

RFC 1142 OSI IS-IS Intra-domain
Routing Protocol (ISO 10589)

RFC 1195 Use of OSI IS-IS for routing in
TCP/IP & dual environments

RFC 2763 Dynamic Hostname Exchange
for IS-IS

RFC 2966 Domain-wide Prefix
Distribution with Two-Level I1S-IS

RFC 2973 IS-IS Mesh Groups

RFC 3373 Three-Way Handshake for
Intermediate System to Intermediate
System (IS-1S) Point-to-Point
Adjacencies

RFC 3567 Intermediate System to
Intermediate System (ISIS)
Cryptographic Authentication

RFC 3719 Recommendations for
Interoperable Networks using IS-1S

RFC 3784 Intermediate System to
Intermediate System (IS-1S)
Extensions for Traffic Engineering
(TE)
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RFC 3787 Recommendations for
Interoperable IP Networks

RFC 3847 Restart Signaling for IS-IS —
GR helper

RFC 4205 for Shared Risk Link Group
(SRLG) TLV

MPLS - LDP

RFC 3037 LDP Applicability

RFC 3478 Graceful Restart Mechanism
for LDP — GR helper

RFC 5036 LDP Specification

RFC 5283 LDP extension for Inter-Area
LSP

RFC 5443 LDP IGP Synchronization

MPLS - General

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 4379 Detecting Multi-Protocol
Label Switched (MPLS) Data Plane
Failures

RFC 4182 Removing a Restriction on the
use of MPLS Explicit NULL

Multicast

RFC 1112 Host Extensions for IP
Multicasting (Snooping)

RFC 2236 Internet Group Management
Protocol, (Snooping)

RFC 3376 Internet Group Management
Protocol, Version 3 (Snooping) [
Only in 7210 SAS-M access-uplink
mode ]

NETWORK MANAGEMENT

ITU-T X.721: Information technology-
OSlI-Structure of Management
Information

ITU-T X.734: Information technology-
OSI-Systems Management: Event
Report Management Function

M.3100/3120 Equipment and Connection
Models

TMF 509/613 Network Connectivity
Model

RFC 1157 SNMPv1

RFC 1215 A Convention for Defining
Traps for use with the SNMP

RFC 1907 SNMPv2-MIB

RFC 2011 IP-MIB

RFC 2012 TCP-MIB
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RFC 2013 UDP-MIB

RFC 2096 IP-FORWARD-MIB

RFC 2138 RADIUS

RFC 2206 RSVP-MIB

RFC 2571 SNMP-FRAMEWORKMIB

RFC 2572 SNMP-MPD-MIB

RFC 2573 SNMP-TARGET-&-
NOTIFICATION-MIB

RFC 2574 SNMP-USER-
BASEDSMMIB

RFC 2575 SNMP-VIEW-BASEDACM-
MIB

RFC 2576 SNMP-COMMUNITY-MIB

RFC 2665 EtherLike-MIB

RFC 2819 RMON-MIB

RFC 2863 IF-MIB

RFC 2864 INVERTED-STACK-MIB

RFC 3014 NOTIFICATION-LOGMIB

RFC 3164 Syslog

RFC 3273 HCRMON-MI

RFC 3411 An Architecture for
Describing Simple Network
Management Protocol (SNMP)
Management Frameworks

RFC 3412 - Message Processing and
Dispatching for the Simple Network
Management Protocol (SNMP)

RFC 3413 - Simple Network
Management Protocol (SNMP)
Applications

RFC 3414 - User-based Security Model
(USM) for version 3 of the Simple
Network Management Protocol
(SNMPv3)

RFC 3418 - SNMP MIB

draft-ietf-mpls-Isr-mib-06.txt

draft-ietf-mpls-te-mib-04.txt

draft-ietf-mpls-ldp-mib-07.txt

OSPF

RFC 1765 OSPF Database Overflow

RFC 2328 OSPF Version 2

RFC 2370 Opaque LSA Support

RFC 3101 OSPF NSSA Option

RFC 3137 OSPF Stub Router
Advertisement

RFC 3623 Graceful OSPF Restart — GR
helper

RFC 3630 Traffic Engineering (TE)
Extensions to OSPF Version 2

RFC 2740 OSPF for IPv6 (OSPFv3)
draft-ietf-ospf-ospfv3-update-14.txt

RFC 4203 Shared Risk Link Group
(SRLG) sub-TLV

MPLS - RSVP-TE

RFC 2430 A Provider Architecture
DiffServ & TE

RFC 2702 Requirements for Traffic
Engineering over MPLS

RFC2747 RSVP Cryptographic
Authentication

RFC3097 RSVP Cryptographic
Authentication

RFC 3209 Extensions to RSVP for
Tunnels

RFC 4090 Fast reroute Extensions to
RSVP-TE for LSP Tunnels

RFC 5817 Graceful Shutdown in MPLS
and GMPLS Traffic Engineering
Networks

PSEUDO-WIRE

RFC 3985 Pseudo Wire Emulation Edge-
to-Edge (PWE3)

RFC 4385 Pseudo Wire Emulation Edge-
to-Edge (PWE3) Control Word for
Use over an MPLS PSN

RFC 3916 Requirements for Pseudo-
Wire Emulation Edge-to-Edge
(PWE3)

RFC 4448 Encapsulation Methods for
Transport of Ethernet over MPLS
Networks (draft-ietf-pwe3-ethernet-
encap-11.txt)

RFC 4446 |1ANA Allocations for PWE3

RFC 4447 Pseudowire Setup and
Maintenance Using LDP (draft-ietf-
pwe3-control-protocol-17.txt)

RFC 5085, Pseudowire Virtual Circuit
Connectivity Verification (VCCV):

A Control Channel for Pseudowires

RFC 5880 Bidirectional Forwarding
Detection

RFC 5881 BFD IPv4 and IPv6 (Single
Hop)

RFC 5659 An Architecture for Multi-
Segment Pseudowire Emulation
Edge-to-Edge

RFC6073, Segmented Pseudowire (draft-
ietf-pwe3-segmented-pw-18.txt)

draft-ietf-12vpn-vpws-iw-oam-02.txt

OAM Procedures for VPWS
Interworking
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draft-ietf-pwe3-oam-msg-map-14-txt,
Pseudowire (PW) OAM Message
Mapping

Pseudowire Preferential Forwarding
Status bit definition

draft-pwe3-redundancy-02.txt

Pseudowire (PW) Redundancy

RADIUS

RFC 2865 Remote Authentication Dial In
User Service

RFC 2866 RADIUS Accounting

SSH
draft-ietf-secsh-architecture.txt SSH
Protocol Architecture
draft-ietf-secsh-userauth.txt SSH
Authentication Protocol
draft-ietf-secsh-transport.txt SSH
Transport Layer Protocol
draft-ietf-secsh-connection.txt SSH
Connection Protocol
draft-ietf-secsh- newmodes.txt SSH
Transport Layer Encryption Modes

TACACS+
draft-grant-tacacs-02.txt

TCP/IP

RFC 768 UDP

RFC 1350 The TFTP Protocol

RFC 791 IP

RFC 792 ICMP

RFC 793 TCP

RFC 826 ARP

RFC 854 Telnet

RFC 1519 CIDR

RFC 1812 Requirements for IPv4
Routers

RFC 2347 TFTP option Extension

RFC 2328 TFTP Blocksize Option

RFC 2349 TFTP Timeout Interval and
Transfer Size option

draft-ietf-bfd-mib-00.txt Bidirectional
Forwarding Detection Management
Information Base

Timing

ITU-T G.781 Telecommunication
Standardization Section of ITU,
Synchronization layer functions,
issued 09/2008

Standards and Protocols

ITU-T G.813 Telecommunication
Standardization Section of ITU,
Timing characteristics of SDH
equipment slave clocks (SEC),
issued 03/2003.

GR-1244-CORE Clocks for the
Synchronized Network: Common
Generic Criteria, Issue 3,May 2005

ITU-T G.8261 Telecommunication
Standardization Section of ITU,
Timing and synchronization aspects
in packet networks, issued 04/2008.

ITU-T G.8262 Telecommunication
Standardization Section of ITU,
Timing characteristics of
synchronous Ethernet equipment
slave clock (EEC), issued 08/2007.

ITU-T G.8264 Telecommunication
Standardization Section of ITU,
Distribution of timing information
through packet networks, issued 10/
2008.

IEEE Std 1588™-2008, IEEE Standard
for a Precision Clock
Synchronization Protocol for
Networked Measurement and
Control Systems.

VPLS

RFC 4762 Virtual Private LAN Services
Using LDP (previously draft-ietf-
I2vpn-vpls-ldp-08.txt)

VRRP

RFC 2787 Definitions of Managed
Objects for the Virtual Router
Redundancy Protocol

RFC 3768 Virtual Router Redundancy
Protocol

Proprietary MIBs
ALCATEL-IGMP-SNOOPING-
MIB.mib
TIMETRA-CAPABILITY-7210-SAS-M-
V5v0.mib
(7210 SAS-M Only)
TIMETRA-CAPABILITY-7210-SAS-X-
V5v0.mib (7210 SAS-X Only)
TIMETRA-CHASSIS-MIB.mib
TIMETRA-CLEAR-MIB.mib
TIMETRA-DOT3-OAM-MIB.mib
TIMETRA-FILTER-MIB.mib
TIMETRA-GLOBAL-MIB.mib
TIMETRA-IEEE8021-CFM-MIB.mib

Standards and Protocols

TIMETRA-LAG-MIB.mib
TIMETRA-LOG-MIB.mib
TIMETRA-MIRROR-MIB.mib
TIMETRA-NTP-MIB.mib
TIMETRA-OAM-TEST-MIB.mib
TIMETRA-PORT-MIB.mib
TIMETRA-QOS-MIB.mib
TIMETRA-SAS-ALARM-INPUT-
MIB.mib
TIMETRA-SAS-FILTER-MIB.mib
TIMETRA-SAS-IEEE8021-CFM-
MIB.mib
TIMETRA-SAS-IEEE8021-PAE-
MIB.mib
TIMETRA-SAS-GLOBAL-MIB.mib
TIMETRA-SAS-LOG-MIB.mib.mib
TIMETRA-SAS-MIRROR-MIB.mib
TIMETRA-SAS-MPOINT-MGMT-
MIB.mib (Only for 7210 SAS-X)
TIMETRA-SAS-PORT-MIB.mib
TIMETRA-SAS-QOS-MIB.mib
TIMETRA-SAS-SDP-MIB.mib
TIMETRA-SAS-SYSTEM-MIB.mib
TIMETRA-SAS-SERV-MIB.mib
TIMETRA-SAS-VRTR-MIB.mib
TIMETRA-SCHEDULER-MIB.mib
TIMETRA-SECURITY-MIB.mib
TIMETRA-SERV-MIB.mib
TIMETRA-SYSTEM-MIB.mib
TIMETRA-TC-MIB.mib
TIMETRA-ISIS-MIB.mib
TIMETRA-ROUTE-POLICY-MIB.mib
TIMETRA-MPLS-MIB.mib
TIMETRA-RSVP-MIB.mib
TIMETRA-LDP-MIB.mib
TIMETRA-VRRP-MIB.mib
TIMETRA-VRTR-MIB.mib
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