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Preface

About This Guide

This guide describes system concepts and proviolggyaration examples to provision input/
output modules (IOMs), also referred to as cardsgisl Dependent Adapters (MDASs), and ports
provided by 7210 SAS-M (access-uplink mode and dtunode), 7210 SAS-T, 7210 SAS-X.
All the variants of 7210 SAS-M can be configuredvio modes, that is, in network mode and in
access-uplink mode. In network mode configurat21,0 SAS-M and 7210 SAS-T in access-
uplink mode only uses IP/MPLS to provide servieamsport. In access-uplink mode
configuration, 7210 SAS-M uses Ethernet QinQ tetdupto provide service transport. The
mode can be selected by configuring the BOF apjatsby.

This document is organized into functional chapéerd provides concepts and descriptions of the
implementation flow, as well as Command Line Irded (CLI) syntax and command usage.

Notes:

e This user guide is applicable to all 7210 SAS-I1G SAS-T, 7210 SAS-X platforms
unless specified otherwise.

* In access-uplink and network mode, it is expetied the user will only configure the
required CLI parameters appropriate for the modimtamds to use. Unless otherwise
noted, most of the configuration is similar in bttile network mode and access uplink
mode.

e Only 7210 SAS-M, 7210 SAS-T supports access-uptitkie and 7210 SAS-X does not
support access-uplink mode.

* On 7210 SAS devices, not all the CLI commandssapported on all the platforms and in
all the modes. In many cases, it is mentioned eitiglin this document. In other cases, it
is implied and easy to know the CLlIs that are ngp®rted on a particular platform.

7210 SAS M, T, and X Interface Configuration GuideP age 9



Preface

Audience

This manual is intended for network administratwh® are responsible for configuring the 7210
SAS-Series routers. It is assumed that the netadnkinistrators have an understanding of
networking principles and configurations, routinggesses, and protocols and standards,
including:

e CLI concepts

* MDA, and port configuration

* QoS policies

» Services
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Preface

List of Technical Publications

The 7210 SAS-M, T, X OS documentation set is coragas the following books:

7210 SAS-M, T, X OS Basic System Configurationdeu
This guide describes basic system configuratiodsogrerations.
7210 SAS-M, T, X OS System Management Guide

This guide describes system security and accesguaations as well as event logging
and accounting logs.

7210 SAS-M, T, X OS Interface Configuration Guide
This guide describes card, Media Dependent AdgMBXA), and port provisioning.
7210 SAS-M, T, X OS Router Configuration Guide

This guide describes logical IP routing interfaaed associated attributes such as an IP
address, port, link aggregation group (LAG) as wsllP and MAC-based filtering.

7210 SAS-M and SAS-T and 7210 SAS-X Services 6uid

This guide describes how to configure service patans such as customer information
and user services.

7210 SAS-M, T, X OAM and Diagnostic Guide

This guide describes how to configure features sgcbervice mirroring and Operations,
Administration and Management (OAM) tools.

7210 SAS-M and SAS-T and 7210 SAS-X Quality of&= Guide
This guide describes how to configure Quality ofB® (QoS) policy management.
7210 SAS-M, T, X OS MPLS Guide

This guide describes how to configure Multiprotocabel Switching (MPLS) and Label
Distribution Protocol (LDP).

7210 SAS-M, X OS Routing Protocols Guide

This guide provides an overview of routing concegptd provides configuration examples
for RIP, OSPF, I1S-IS and route policies.

7210 SAS M, T, and X Interface Configuration GuideP age 11



Preface

Technical Support

If you purchased a service agreement for your 248 M-series router and related products from
a distributor or authorized reseller, contact #whhical support staff for that distributor or fése
for assistance. If you purchased an Alcatel-Lusentice agreement, contact your welcome

center:
Web: http://www1.alcatel-lucent.com/comps/pagesiearsupport.jhtml
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GETTING STARTED

In This Chapter

This chapter provides process flow information éaftggure cards and ports.

Alcatel-Lucent 7210 SAS-M, T, X, Router Configurati on Pro-
cess

Table 1lists the tasks necessary to provision cards, MBdipendent Adapters (MDAS), and
ports.

This guide is presented in an overall logical cgmfation flow. Each section describes a software
area and provides CLI syntax and command usagentiigcire parameters for a functional area.

Table 1: Configuration Process

Area Task Chapter
Provisioning Chassis slots and  Chassis Slots and
cards Cards on page 16
MDAs MDAs on page 18
Ports Ports on page 24
Reference List of IEEE, IETF, Standards and Proto-
and other proprietary col Support (for 7210
entities. SAS-M, 7210 SAS-
X, and 7210 SAS-T)
on page 291

7210 SAS M, T, and X Interface Configuration Guide P age13
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7210 SAS-Series Interfaces

In This Chapter

This chapter provides information about configurat@ssis slots, cards, and ports.
Topics in this chapter include:

* Configuration Overview on page 16

-

—

-

—

Chassis Slots and Cards on page 16
MDAs on page 18

Digital Diagnostics Monitoring on page 20
Ports on page 24

— Port Types on page 24

LAG on page 36

— 802.1x Network Access Control on page 64
MTU Configuration Guidelines on page 72

Deploying Preprovisioned Components for 7210 SASZRLO SAS-X, and 7210

SAS-T on page 75

« Configuration Notes on page 76

7210 SAS M, T, and X Interface Configuration Guide
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Configuration Overview

Configuration Overview

NOTE: This document uses the tepneprovisioningin the context of preparing or preconfiguring
entities such as chassis slots, and media depeadapters (MDAS), ports, and interfaces, prior to
initialization. These entities can be installed hot enabled. When the entity is ima shutdown
state (administratively enabled), then the ensitgansidered to berovisioned

The 7210 SAS-M and its variants (that is, 7210 SA34F, 7210 SAS-M 24F 2XFP, 7210 SAS-
M 24F 2XFP ETR), is a platform with a fixed portnéiguration and an additional expansion slot
that accepts supported MDAs. 7210 software inh#régsconcept for CPM, IOM and MDA from
7x50 to represent the hardware logically. The safeacreates 2 logical cards, to represent the
CPM and IOM and these are pre-provisioned on bodthp IOM card, is modelled with 2 MDAs.
One of the MDA, a non-removable logical entity, negents the fixed ports available on the
platform, and it is pre-provisioned on bootup. Beeond MDA, represents the physical
removable MDA that can be plugged into the avaflapansion slot and it must be provisioned
by the user depending on the MDA they plan to sse pelow for more information on
provisioning MDA for the expansion slot on 7210 SK$. Ports and interfaces can also be pre-
provisioned.

The 7210 SAS-X and 7210 SAS-T and its varianta, ptatform with a fixed port configuration,
and no expansion slots. 7210 software inheritetmeept of CPM, IOM and MDA from 7x50 to
represent the hardware logically. These are fixetlare not removable. The software creates 2
logical cards, to represent the CPM and IOM anddtare pre-provisioned on bootup. The IOM
card, is modelled with a single MDA, a logical éntio represent the fixed ports on the system.
This MDA is auto-provisioned on bootup and usersdoat need to provision them. Ports and
interfaces can also be pre-provisioned.

The following sections are discussed.

e Chassis Slots and Cards on page 16
¢ MDAs on page 18
e Ports on page 24

Chassis Slots and Cards

Page 16
Guide

The 7210 SAS-M is a platform which has a set cdédiyports and supports one expansion slot.
Software pre-provisions the cards on bootup. Thmesion slot is represented as a MDA and
supported MDAs can be plugged into the expansion $he list of MDAs supported on 7210
SAS-M is available in the 7210 SAS-M release notes.

The following display output of show card commaistks| the cards auto-provisioned on 7210
SAS-M chassis:

7210 SAS M, T, and X Interface Configuration



Sample output for 7210 SAS-M:

A:7210# show card state

Interface Configuration

Card State

Slot/ Provisioned Equipped Admin Oper
Id Type Type State Stat

1 iom-sas iom-sas up up

1/1 m24-1gb+2-10gb m24-1gb+2-10gb up up
1/2 m4-dsl-ces m4-dsl-ces up up
A  sfm-sas sfm-sas up up

ational Num Num Comments
e Ports MDA

2
24
4
Active

The 7210 SAS-T and 7210 SAS-X is a platform whiak h set of fixed port. Software pre-
provisions the cards on bootup. No expansion siesupported on these platforms.

The following display output of show card commaists|the cards auto-provisioned on 7210

SAS-X and 7210 SAS-T chassis:

Sample output for 7210 SAS-X:

A:7210-SAS-X>show# card

Card Summary

Slot  Provisioned Equipped A
Card-type Card-type S

1 iom-sas iom-sas u

A sfm-sas sfm-sas u

dmin  Operational

tate  State
p up
p up/active

A:7210-SAS-X>show#

Sample output for 7210 SAS-T:

A:7210SAST>show# card

Card Summary

Slot Provisioned Type
Equipped Type (if different)

1 iom-sas
A  sfm-sas

Admin Operational Comments
State State

up up
up up/active

7210 SAS M, T, and X Interface Configuration Guide
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Configuration Overview

MDASs

A:7210SAST>show#

The 7210 SAS-R6, 7210 SAS-X and 7210 SAS-T platfras explained in the previous section,
do not support any physical removable MDAs. Sofemases the concept of MDA internally (as a
logical entity) to represent the ports and the M@pe is either auto-provisioned on bootup or
auto-provisioned automatically based on the coméiduMM type.

Sample output for 7210 SAS-M:
Sample output for 7210 SAS-X:
Sample output for 7210 SAS-T:
Sample output for 7210 SAS-R6

On 7210 SAS-M, as explained in the previous sectioaddition to the fixed ports, a expansion
slot is available. It is represented as a phy$itiaA and needs to be provisioned. The section
belows below talks about provisioning of MDAs asdpplicable only to those platforms where
physical MDAs are supported.

A chassis slot and card type must be specifiedoandsioned before an MDA can be
preprovisioned. An MDA is provisioned when a typmsignated from the allowed MDA types is
inserted. A preprovisioned MDA slot can remain gmpithout conflicting with populated slots.
Once installed and enabled, the system verifiestiteeinstalled MDA type matches the
configured parameters. If the parameters do notim#te MDA remains offline. An MDA is
provisioned when a type designated from the allod&h type is inserted. A preprovisioned
MDA slot can remain empty without conflicting withe populated slots.

Provisioning of MDA on 7210 SAS-M

Provisioning guidelines for MDA used with 7210 SAS-  M:

Page 18
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* The device rejects the insertion of a CES catlddfslot is provisioned for a 2* 10G MDA
and vice versa.

« Ifa 2*10G MDA provisioned, it ensures that the B@arameterrio-service-ports' is
configured to specify two ethernet ports.

e Onlyon 7210 SAS-M 24F variant, the no-servicetp&OF parameter is not available for
use.

7210 SAS M, T, and X Interface Configuration



Interface Configuration

* Change of value assigned to 'use-expansion-cgel-BOF parameter, requires a reboot
so that a different MDA type can be used.

Provisioning 2 x 10G MDA and 4 x T1/E1 CES MDA on 7 210 SAS-M

For 7210 SAS-M devices currently deployed or nepla@ments, to insert 2*10 MDA perform
the following steps:

1. Configure the BOF parameter "use-expansion-cgd-tto m2-xfp. This provisions the
system to expect a 2 x 10G MDA for use in the esfmanslot.

2. Configure the BOF parameter "no-service-porfdising a 7210 SAS-M 24F 2XFP and
7210 SAS-M 24F 2XFP ETR variants.

3. Re-boot the device.

4. The above steps are required for first-time ds2>010G MDA or when changing the
MDA type in use. It is not needed, if a MDA is bgireplaced with a MDA of the same

type.
In 7210 devices using 2 x 10G MDA, to insert CES Mperform the following steps:

1. Configure the BOF parameter "use-expansion-ogyd-tto m4-ds1-ces. This will
provision the system to expect a 4 x T1/E1 CES MDruse in the expansion slot.

2. Configure the BOF parameter "no-service-portdatault, if using a 7210 SAS-M 24F
2XFP and 7210 SAS-M 24F 2XFP ETR variants.

3. Re-boot the device.

4. The above steps are required when changing tha Mpe in use. It is not needed, if a
MDA is being replaced with a MDA of the same type.

NOTE: Insertion and removal of the CES MDA at any pahtime into the system is supported,
if the BOF parameter configuration is set to defaul

7210 SAS M, T, and X Interface Configuration Guide P agel9



Digital Diagnostics Monitoring

Digital Diagnostics Monitoring

Some Alcatel-Lucent SFP and XFP transponders h&gigaDDiagnostics Monitoring (DDM)
capability. With DDM the transceiver module mainginformation about its working status in
device registers, such as:

» Temperature
e Supply voltage
e Transmit (TX) bias current
e TX output power
* Received (RX) optical power
The transceiver is also programmed with warningaadn thresholds for low and high

conditions that can generate system events. Thesghblds are programmed by the transceiver
manufacturer.

There are no CLI commands required for DDM operegjtnowever, thehow>port port-id
detail command displays DDM information in the Transcei@ital Diagnostics Monitoring
output section.

The Tx and Rx power displayed in the DDM outputaverage optical power in dBm.

DDM information is populated into the router’'s MiBs the DDM data can be retrieved by
Network Management using SNMP. Also, RMON threshotwhitoring can be configured for the
DDM MIB variables to set custom event thresholdbé factory-programmed thresholds are not
at the desired levels.

The following are potential uses of the DDM data:

e Optics degradation monitoring — With the infornuattireturned by the DDM-capable
optics module, degradation in optical performarene loe monitored and trigger events
based on custom or the factory-programmed warniggadarm thresholds.

* Link/router fault isolation — With the informatiareturned by the DDM-capable optics
module, any optical problem affecting a port cambiekly identified or eliminated as the
potential problem source.

Page 20 7210 SAS M, T, and X Interface Configuration
Guide



Interface Configuration

Supported real-time DDM features are summarizethlve 2

Table 2: Real-Time DDM Information

Parameter User Units SFP/XFP SFP XFP
Units

Temperature  Celsius C Supported Supported
Supply Volts pv Supported Supported
Voltage
TX Bias mA HA Supported Supported
Current
TX Output dBm (converted from mwW Supported Supported
Power mw)
RX Received dBm (converted from mw Supported Supported
Optical dBm) (Avg Rx Power or
Power4 OMA)
AUX1 parameter dependent - Not supported Supported

(embedded in transceiver)

AUX2 parameter dependent - Not supported Supported
(embedded in transceiver)

The factory-programmed DDM alarms and warnings énatsupported are summarized in
Table 3

7210 SAS M, T, and X Interface Configuration Guide P age?l



Digital Diagnostics Monitoring

Table 3: DDM Alarms and Warnings
Parameter SFP/XFP Units SFP XFP Required?

Temperature C Yes Yes Yes
- High Alarm

- Low Alarm

- High Warning

- Low Warning

Supply Voltage AV Yes Yes Yes
- High Alarm

- Low Alarm

- High Warning

- Low Warning

TX Bias Current HA Yes Yes Yes
- High Alarm

- Low Alarm

- High Warning

- Low Warning

TX Output Power mw Yes Yes Yes
- High Alarm

- Low Alarm

- High Warning

- Low Warning

RX Optical Power mw Yes Yes Yes
- High Alarm

- Low Alarm

- High Warning

- Low Warning

AUX1 parameter No Yes Yes
- High Alarm dependent

- Low Alarm (embedded in

- High Warning transceiver)

- Low Warning

AUX2 parameter No Yes Yes
- High Alarm dependent

- Low Alarm (embedded in

- High Warning transceiver)

- Low Warning

Page 22 7210 SAS M, T, and X Interface Configuration
Guide



Interface Configuration

Alcatel-Lucent SFPs and XFPs

The availability of the DDM real-time informatiomd warning or alarm status is based on the
transceiver. It may or may not indicate if DDM igpported, although some Alcatel-Lucent SFPs
support DDM. Non-DDM and DDM-supported SFPs ar¢imggiished by a specific ICS value.

For Alcatel-Lucent SFPs that do not indicate DDNdfsart in the ICS value, DDM data is
available although the accuracy of the informatias not been validated or verified.

For non-Alcatel-Lucent transceivers, DDM informatimay be displayed, but Alcatel-Lucent is
not responsible for formatting, accuracy, etc.

Statistics Collection

The DDM information and warnings/alarms are cobelcht one minute intervals, so the minimum
resolution for any DDM events when correlating wather system events is one minute.

Note that in the Transceiver Digital Diagnostic Ntoring section of thehow port port-id detail
command output:

« If the present measured value is higher than ithereor both High Alarm, High Warn
thresholds; an exclamation mark “!” displays alavith the threshold value.

« If the present measured value is lower than ttieeebr both Low Alarm, Low Warn
thresholds; an exclamation mark “!” displays alavith the threshold value.

A:Dut-A# show port 2/1/6 detail

Transceiver Digital Diagnostic Monitoring (DDM), In ternally Calibrated
Value High Alarm Hig h Warn Low Warn Low Alarm
Temperature (C) +39.3 +96.0 +94.0 -7.0 -8.0
Supply Voltage (V) 3.27 351 3.49 3.12 3.10
Tx Bias Current (mA) 188 77.0 70.0 5.5 4.5
Tx Output Power (dBm) 1.33 550 5.00 0.00 -0.50
Rx Optical Power (avg dBm) -40.00 -8.50 -9.00 -33.98! -35.23!

7210 SAS M, T, and X Interface Configuration Guide P age 23



Ports

Ports
Port Types
Supported port types on different 7210 platformissied inTable 4below:
Table 4:  Supported Ethernet ports and TDM portesyp
Ports 7210 7210 7210 7210 7210 7210
SAS-M SAS-M | SAS-M | SAS-X SAS-T | SAS-R6
24F 24F
2XFP 2XFP
ETR
Fixed Copper ports No No No No Yes No
(10/100/1000 Base-
L)
Fast Ethernet SFP Yes Yes Yes Yes Yes Yes
Ports
10 Gigabit XFP Portg  Yes,with Yes Yes Yes Yes Yes
2 x 10G
MDA
TDM ports (DS1/E1) Yes Yes Yes No No No
(onlyin | (onlyin | (onlyin
network | network | network
mode mode mode
and with | and with | and with
CES CES CES
MDA) MDA) MDA)

NOTE:
* 10/100/1000 Base-T Copper SPFs can be used mmthef the SFP ports. It supports all
speeds.
e For TDM ports, only CES services (CESoPSN and $dased) are provided for the T1/
E1 ports.
Page 24 7210 SAS M, T, and X Interface Configuration
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Interface Configuration

Port Modes

In 7210 SAS devices, port must be configured dgeiiccess, access uplink or network.

» Access ports — Configured for customer facingficadn which services are configured.
If a Service Access Port (SAP) is to be configuradhe port, it must be configured as an
access port. When a port is configured for accesdenthe appropriate encapsulation
type must be configured to distinguish the servaeshe port. Once a port has been
configured for access mode, one or more serviaebeaonfigured on the port depending
on the encapsulation value. Access ports can biggooad on all the 7210 platforms.

* Access-uplink ports — Access-uplink ports are usegrovide native Ethernet
connectivity in service provider transport or irgraicture network. This can be achieved
by configuring port mode as access uplink. Witls thption, the encap-type can be
configured to only ging. Access-uplink SAPs, whigle QinQ SAPs, can only be
configured on an access uplink port to allow therafor to differentiate multiple services
being carried over a single access uplink ports Thihe default mode when a node is
operating in access-uplink mode.

* Network ports — Configured for network facing fiaf These ports participate in the
service provider transport or infrastructure netw@otlq is supported on network ports.
This is default for nodes operating in network mode

* Hybrid ports — Configured for access and netweaxtirig traffic. While the default mode
of an Ethernet port remains network, the mode mdra cannot be changed between the
access/network/hybrid values unless the port isétarn and the configured SAPs and/or
interfaces are deleted. Hybrid ports allow a singlet to operate in both access and
network modes. MTU of port in hybrid mode is tlzene as in network mode except for
the 10/100 MDA. The default encap for hybrid podds is dotlq; it also supports QinQ
encapsulation on the port level. Null hybrid podde is not supported.

Once the port is changed to hybrid, the default Mdflthe port is changed to match the
value of 9212 bytes currently used in network mdgher than an access port); this is to
ensure that both SAP and network VLANs can be aactodated. The only exception is
when the port is a 10/100 fast Ethernet. In th@ses, the MTU in hybrid mode is set to
1522 bytes, which corresponds to the default adddds with QinQ, which is larger than
the network dotlg MTU or access dotlq MTU for tigize of Ethernet port. The
configuration of all parameters in access and ngtwontexts will continue to be done
within the port using the same CLI hierarchy aexisting implementation. The
difference is that a port configured in mode hylalidws both ingress and egress contexts
to be configured concurrently.

An Ethernet port configured in hybrid mode can hiave values of encapsulation type:
dotlqg and QinQ. The NULL value is not supporteasia single SAP is allowed, and can
be achieved by configuring the port in the accesdanor a single network IP interface is
allowed, which can be achieved by configuring tbe pn network mode. Hybrid mode
can be enabled on a LAG port when the port isqfaatsingle chassis LAG configuration.
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When the port is part of a multi-chassis LAG coufafion, it can only be configured to
access mode as MC-LAG is not supported on a netportkand consequently is not
supported on a hybrid port.

The following port modes are supported on each®f210 SAS platforms:

Table 6: 7210 SAS Platforms supporting port modes

Port Mode Access Network Hybrid Access-

Platforms uplink
7210 SAS-M Yes Yed Yed Yes
7210 SAS-X Yes Yes Yes No
7210 SAS-T Yes No No Yes

a. Network ports can be configured only if the B®Eonfigured to operate the
node in network mode (also known as, MPLS mode)

b. Access-uplink ports can be configured only & BOF is configured to operate
the node in access-uplink mode (also known as, 6@en

c. Hybrid ports are supported only when the nodgirating in network mode.
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Support for Power over Ethernet (PoE)

The 7210 SAS-T supports Power over Ethernet (Pelpea802.3af and 802.3at standards. It
allows the 7210 SAS-T devices to be used to supglyer to connected PoE devices, such as
telephones, CCTV cameras, and other PoE standardliemt devices.

The following functionalities are available:

* Supports PoE on four fixed copper ports (identifiy Port IDs 1/1/x — 1/1/y). A
maximum of up to 60W of power can be utilized biytlaé POE devices connected to the
node.

e Supports both 802.3af (PoE) and 802.3at (PoE+grynof the ports. The ports can be
used to connect either PoE devices or POE+ dewicasombination of both
simultaneously, as long as the power drawn is wi@tiw.

e Only Alternative A is supported in the 7210 SAS-T.

* Supports classification of both Type 1 and TygeRusing physical layer classification
mechanism (using 1-event physical layer classificatnechanism for Type 1 PD and 2-
event physical layer classification mechanism fgpél2 PD).

» Supports allocation of power based on the idartifilass (called as class-based power
allocation method) using physical layer classifmatmechanism. The 802.3af and
802.3at standards define the power that can beaadid or requested by a particular class.
There are four classes defined - Class 1, Cla€a3s 3 and Class 4 by standards. These
are used to allow PoE devices to request powedbars¢heir needs. If enough power is
not available to supply power based on the ideditilass, then power is denied to the
connected PoE device. 7210 SAS-T can supply a mariof 60W of power. If the total
of power requested by the devices connected todPabled ports exceed this threshold,
the 7210 SAS-T denies power to the device. Whengpaswdenied to the PD, the port is
operationally up, though power is not suppliedhi® port. If the power is applied
successfully or power is denied to the port, treteay logs an event.

* The 7210 SAS-T supplies only DC power to conneé€tel devices (PDs). It works with
PoE devices that use injectors where a AC/DC waliak is used to power a remote PoE
device.

* The software monitors the PoE port and detectdaarid events and raises traps, along
with displaying the same in the status of the port.
Events and faults detected and notified to the aser

- Supplying power event — This event is generatedwgwaver is supplied to a
connected PoE device after successful detectiorclasdification.

- Denied power event — This event is generated whberepis denied to a connected
PoE device after successful detection and claasibic.

- Disconnect event — This event is generated whemaerted PoE device is
disconnected from the port and, stops drawing pdreen the node.
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- Fault events are generated for events such asoaggshort-circuit, and other events.
Software clears the fault when the fault no longésts.

If a port is enabled for PoE is shutdown, thengberer supplied to the port is disabled. It

restores when the no shutdown command is exedfithe, request does not exceed the

power budget.

NOTE: PoE is not supported on any other 7210 SAS pilatiother than 7210 SAS-T.
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Link Layer Discovery Protocol (LLDP)

The IEEE 802.1ab Link Layer Discovery Protocol (LRPstandard defines protocol and
management elements suitable for advertising inébion to stations attached to the same IEEE
802 LAN. The protocol facilitates the identificatiof stations connected by IEEE 802 LANSs or
MANSs, their points of interconnection, and accesmts for management protocols.

The LLDP helps the network operators to discovpology information. This information is used
to detect and resolve network problems and inctergiges in the configuration.

Listed below is the information included in the foeol defined by the IEEE 802.1ab standard:

« Connectivity and management information aboutitical station to adjacent stations on
the same IEEE 802 LAN is advertised.

* Network management information from adjacent stetion the same IEEE 802 LAN is
received.

e Operates with all IEEE 802 access protocols amdaré& media.

* Network management information schema and objefititions that suitable for storing
connection information about adjacent stationsialdished.

e Provides compatibility with a number of MIBs. Foore information, seEigure 1
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Organizationally Organizationally
Defined Local Device Defined Remote Device
LLDP(E)/III'?’iOEnﬂSnsmn LLDP (I\/IOIBtiErf;el)nsmns PTOPO MIB
P P (Optional)
Entity MIB
LLDP Local System LLDP Remote Systems (Optional)
MIB MIB
Interface MIB
(Optional)
Other MIBs
(Optional)
/\::\_) LLDP Frames
LLDP Agent . N
N 7 LLDP/LSAP
Local Device Information Remote Device Information

058G262

Figure 1: LLDP Internal Architecture for a Network Node

In order to detect and address network problemsrarmhsistencies in the configuration, the
network operators can discover the topology infdromausing LLDP. The Standard-based tools
address the complex network scenarios where maildiplices from different vendors are
interconnected using Ethernet interfaces.

The example displayed Figure 2depicts a MPLS network that uses Ethernet intedac the
core or as an access/handoff interfaces to conaelifferent kind of Ethernet enabled devices
such as service gateway/routers, QinQ switches DM Ar customer equipment.

The topology information of the network ffigure 2can be discovered if, IEEE 802.1ab LLDP is
running on each of the Ethernet interfaces in nekwo
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MPLS/Native ETH

...............

\: PEy/"PE

§—/ -
DSLAMs
......... Ethernet Links - FE/GE/10GE
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Figure 2: Generic Customer Use Case For LLDP
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LLDP Protocol Features
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The IEEE 802.1ab Link Layer Discovery Protocol (LRDis a uni-directional protocol that uses
the MAC layer to transmit specific information redd to the capabilities and status of the local
device. The LLDP can send as well as receive in&ion from a remote device stored in the
related MIB(s).

The LLDP does not contain a mechanism to soliédrimation received from other LLDP agents.
The protocol also does not provide means to cortirerreceipt of information. LLDP provides
the flexibility of enabling a transmitter and regsi separately, therefore the following LLDP
configurations are allowed:

e An LLDP agent can only transmit information.
« An LLDP agent can only receive information.
« An LLDP agent can transmit and receive information

The information fields in each LLDP frame are caméa in an LLDP Data Unit (LLDPDU) as a
sequence of variable length information elemendéshBnformation element includes Type,
Length, and Value fields (TLVS).

« Type indicates the nature of information beingngraitted.
« Length indicates the length of the informationnggrin octets.

* Value is the actual information that is transnatté~or example, a binary bit map or an
alphanumeric string that can contain one or maiels).

Each LLDPDU contains four mandatory TLVs and opaiofiLVs selected by the Network
Management. Below is the format of a LLDPDU:

* Chassis ID TLV

* PortID TLV

* Time To Live TLV

* Zero or more optional TLVs, depending on the maximsize of the LLDPDU allowed.
 End Of LLDPDU TLV

An LLDP agent or port is identified by a concatebstring formed by the Chassis ID TLV and
the Port ID TLV. This string is used by a recipiémidentify an LLDP port or agent. The
combination of the Port ID and Chassis ID TLVs régmeainchanged until the port or agent is
operational.

The TTL (Time To Live) field of an Time-To-Live TL\an be either zero or a non-zero value. A
zero value in the TTL field notifies the receivibgDP agent to immediately discard all
information related to the sending LLDP agent. A+zero value in the TTL field indicates the
time duration for which the receiving LLDP agenoslid retain the sending LLDP agent’s
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information. The receiving LLDP agent discardsigibrmation related to the sending LLDP
agent after the time interval indicated in the Tfild is complete.

Note: A TTL value of zero can be used to signal thatsteding LLDP port has initiated a port
shutdown procedure.

The End Of LLDPDU TLV indicates the end of the LLDB.

LLDP Tunneling for Epipe Service

Customers who subscribe to Epipe service consideEpipe as a wire, and run LLDP between
their devices which are located at each end oEtipe. To facilitate this, the 7210 devices
support tunneling of LLDP frames that use the ngdvedge destination MAC address.

If enabled using the commatuhnel-nearest-bridge-dest-maal] frames received with the
matching LLDP destination mac address are forwatdetsparently to the remote end of the
Epipe service. To forward these frames transparghid port on which tunneling is enabled must
be configured with NULL SAP and the NULL SAP mustdonfigured in an Epipe service.
Tunneling is not supported for any other port escéation or other services.

Additionally, before enabling tunneling, admin s&afor LLDP dest-mac nearest-bridge must be
set to disabled or Tx only, using the command aestditus available under configure> port>
ethernet> lldp> destmac-nearest-bridgedmin-statudor dest-mac nearest-bridge is set to
receive and process nearest-bridge LLDPDUSs (thé#tégther rx or tx-rx is set) then it overrides
thetunnel-nearest-bridge-dest-maommand.

The following table lists the behavior for LLDP Wwitlifferent values set in use for admin-status
and when tunneling is enabled or disabled:

Table 7:  Behavior for LLDP with different values

Nearest-bridge-mac Admin sta- Tunneling Enabled Tunneling

tus Disabled
Rx Process/Peer Process/Peer
TX Tunnel Drop
Rx-Tx Process/Peer Process/Peer
Disabled Process/Peer Drop

NOTE: Transparent forwarding of LLDP frames carabhieved using the standard defined
mechanism when using the either nearest-non-tmjtreonearest-customer as the destination
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MAC address in the LLDP frames. It is recommended the customers use these MAC address
where possible to conform to standards. This conthadlows legacy LLDP implementations that
do not support these additional destinations MAGresises to tunnel LLDP frames that use the

nearest-bridge destination MAC address.
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Port loopback for Ethernet ports

7210 devices support port loopback for ethernetspdihere are two flavors of port loopback
commands - port loopback without mac-swap and lpogback with mac-swap. Both these
commands are helpful for testing the service caméijon and measuring performance parameters
such as throughput, delay, and jitter on service-typ. Typically, a third-party external test
device is used to inject packets at desired ratetive service at a central office location.

The following sections describe the port loopbagakctionality

Port loopback without MAC swap

When the Port loopback command is enabled, thesyshables PHY/MAC loopback on the
specified port. All the packets are sent out thee ponfigured for loopback and received back by
the system. On ingress to the system after thebladp the node processes the packets as per the
service configuration for the SAP.

This flavor is recommended for use with only VLIngees. This command affects all the services
configured on the port, therefore the user is aliiv ensure all the configuration guidelines
mentioned for this feature in the command desanipére followed.

Port loop back with MAC swap

The 7210 SAS provides port loop back support with@/swap. When the Port loopback
command is enabled, the system enables PHY/MAChlacipon the specified port. All the
packets are sent out the port configured for looklzand received back by the system. On ingress
to the system after the loopback, the node swapMC addresses for the specified SAP and the
service. It only processes packets that matchpgieifsed source MAC address and destination
MAC address, while dropping packets that do nottlmait processes these packets as per the
service configuration for the SAP.

This flavor is recommended for use with only VPU®I&/LL services. This command affects all
the services configured on the port, thereforeuther is advised to ensure all the configuration
guidelines mentioned for this feature in the comdhdescription are followed.
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LAG

Based on the IEEE 802.3ax standard (formerly 8@,32ank Aggregation Groups (LAGS) can be
configured to increase the bandwidth available betwtwo network devices, depending on the
number of links installed. LAG also provides redandy in the event that one or more links
participating in the LAG fail. All physical linksiia given LAG links combine to form one logical
interface.

Packet sequencing must be maintained for any gieesion. The hashing algorithm deployed by
Alcatel-Lucent routers is based on the type ofitrafansported to ensure that all traffic in ailo
remains in sequence while providing effective Ishdring across the links in the LAG.

LAGs must be statically configured or formed dyneatly with Link Aggregation Control
Protocol (LACP). The optional marker protocol désed in IEEE 802.3ax is not implemented.
LAGs can be configured on network andaccess ports.

LAG Features

Page 36
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Hardware capabilities:

* The LAG load sharing is executed in hardware, Wigiovides line rate forwarding for all
port types.

Software capabilities:

e The Alcatel-Lucent solution conforms to the IEEE® implementation including
dynamic costing and LAG port threshold features @inamic cost and LAG port
threshold features can be enabled even if the semode is not an Alcatel-Lucent router.

- Dynamic cost

Dynamic cost can be enabled with ttenfig>lag dynamic-costcommand or by the
action specified in theonfig>lag>port-threshold command.

If dynamic cost is enabled and the number of adiikes is greater than the port
threshold value (0-7 or 0-15), depending on chasside and IOM type), then the
path cost is dynamically calculated whenever tieaechange in the number of active
links regardless of the specified port threshokibac If the port-threshold is met and
the action is set to dynamic cost, then the pash isadynamically recalculated
regardless of the global dynamic cost configuration

Enabling dynamic costing causes the physical lietrivs used by OSPF to be
applied based on the operational or aggregatebmdwidth in the LAG that is
available at the time, providing the number of §itkat are up exceeds the configured
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LAG port threshold value. If the number of avaibhks falls below the configured
threshold, the configured threshold action deteemiifand at what cost this LAG
will be advertised.

For example, assume a single link in OSPF hassotiged cost of 100 and the LAG
consists of four physical links. The cost assodiatéh the logical link is 25. If one
link fails then the cost would automatically bewsdgd to 33.

If dynamic cost is not configured then costingpgpléed based on the total number of
links configured. The cost would be calculated&tThis will remain static provided
the number of links that are up exceeds the cordijUAG threshold.

- LAG port threshold

The LAG port threshold feature allows configuratafrthe behavior, once the
number of available links in a LAG falls below gréqual to the specified threshold.
Two options are available:

1. If the number of links available (up) in a LAGléss than the configured threshold, then
the LAG is regarded as operationally down.

For example, assume a LAG consists of four phydiicls$. The threshold is set to
twoand dynamic costing is not configured. If thegional links is equal to or drops
below two, the link is regarded as operationallywdaintil the number of operational
links is two or more.

2. When the number of links available in a LAG isdehan the configured threshold, the
LAG starts using the dynamic-cost allowing othede®to adjust their routing tables
according to the revised costs. In this case, wherthreshold is not crossed, a fixed
metric (all links operational) is advertised.
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Configuring LAGs

LAG configuration guidelines include:

» Ports can be added or removed from the LAG whiéeltAG and its ports (other than the
port being removed) remain operational. When gorend/or from the LAG are added or
removed, the hashing algorithm is adjusted fomte port count.

« Theshowcommands display physical port statistics on & pwiport basis or the entire
LAG can be displayed.

* LAG is supported on Ethernet ports.

« Ports of a particular LAG can be of different tgdmut they must be the same speed and
duplex. To guarantee the same port speed is used forts in a LAG, auto-negotiation
must be disabled or in limited mode to ensure andpecific speed is advertised.

Figure 3displays traffic routed between ALA-1 and ALA-2a$AG consisting of four ports.

ALA-4

- ALA-2
1
\V,
LAG-1
ALA-1
LAG-2
5
- ALA-3
\
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Figure 3: LAG Configuration
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LAG and ECMP Hashing

Note: ECMP Hashing is not supported on 7210 SA8eVices. ECMP hashing is supported only
on 7210 SAS-X and 7210 SAS-M (in network mode).

When a requirement exists to increase the availsdmewidth for a logical link that exceeds the
physical bandwidth or add redundancy for a phydiok] typically one of the methods is applied;
equal cost multi-path (ECMP) or Link AggregatiomAG). A 7210 SAS can deploy both at the
same time, meaning, using ECMP of two or more lAggregation Groups (LAG) and/or single
links.

The Alcatel-Lucent implementation supports per floashing used to achieve uniform
loadspreading and per service hashing designetide consistent per service forwarding.
Depending on the type of traffic that needs tois&riduted into an ECMP and/or a LAG, different
variables are used as input to the hashing algorith

The tables below provides the packet fields usetidshing for different services and different
traffic types for different platforms.
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LAG Hashing Fields used for 7210 SAS-M (Network

mode)

Table 8:
SAS-M devices

LAG Hashing mechanism for services configu

Service and Traffic direc-
tion (For example: SAP to
SDP)

Packet fields used for Hashing for different
traffic types

VPLS service:

SAP to SAP

IP traffic (Learnt): Source and Destination |
Source and Destination L4 ports

IP traffic (Unlearnt): Source and Destinati
IP, Source and Destination L4 ports, Ingré
Port-1d.

PBB traffic (Learnt): BDA, BSA, VLAN.
PBB traffic (Unlearnt): BDA, BSA, ISID
Ingress Port-1d.

MPLS traffic (Learnt): Source and Destinati
MAC (Outer MACs of the ethernet packet th
encapsulates MPLS packet), VLAN.

MPLS traffic (Unlearnt): MPLS label stac
(Two labels deep), Ingress Port-1d.

Non-IP  traffic (Learnt): Source an
Destination MAC, EtherType, VLAN.
Non-IP traffic (Unlearnt): Source an

Destination MAC, EtherType, VLAN, Ingres
Port-1d.

red in Network Mode on 7210

P,

2SS

at

=

"

Epipe service:

SAP to SAP

IP traffic: Source and Destination IP, Sour
and Destination L4 ports.

PBB traffic: BDA, BSA, VLAN.

MPLS traffic: Source and Destination MA
(Outer MACs of the ethernet packet th
encapsulates MPLS packet)), VLAN

Non-IP traffic: Source and Destination MA(
EtherType, VLAN.

ce
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LAG Hashing Fields used for 7210 SAS-M (Network
mode)

Table 8: LAG Hashing mechanism for services configu red in Network Mode on 7210
SAS-M devices

Service and Traffic direc- Packet fields used for Hashing for different

tion (For example: SAP to traffic types

SDP)

VPLS service: IP traffic (learnt and unlearnt): Source and
Destination IP, Source and Destination |4

SAP to SDP ports, Ingress Port-Id.

PBB traffic: BDA, BSA, ISID, Ingress Port
ID.

MPLS traffic: MPLS label stack (Two labels
deep), Ingress Port-Id.

Non-IP traffic (learnt and unlearnt): Source
and Destination MAC, EtherType, VLAN,
Ingress Port-Id.

Epipe service: IP traffic: Source and Destination IP, Souice
and Destination L4 ports, Ingress Port-Id.
SAP to SDP
PBB traffic.: BDA, BSA, ISID, Ingress Port
Id.

MPLS traffic: MPLS label stack (Two labels
deep), Ingress Port-Id.

Non-IP traffic: Source and Destination MAC,
EtherType, VLAN, Ingress Port-1d.
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LAG Hashing Fields used for 7210 SAS-M (Network
mode)

Table 8: LAG Hashing mechanism for services configu red in Network Mode on 7210
SAS-M devices

Service and Traffic direc- Packet fields used for Hashing for different

tion (For example: SAP to traffic types

SDP)

VPLS service: Non-IP  traffic (Learnt): Source and
Destination MAC (Outer MACs inside the

SDP to SAP payload, just after the MPLS heade),
EtherType.

[®X

All other traffic (Learnt): Source an
Destination MAC (Outer MACs inside the
payload, just after the MPLS header).

All traffic (Unlearnt): Source and Destinatign
MAC (Outer MACs inside the payload, just
after the MPLS header), Ingress Port-Id.

Epipe service: Non-IP traffic: Source and Destination MAC
(Outer MACs inside the payload, just after the
SDP to SAP MPLS header), EtherType

All other traffic: Source and Destination MAC
(Outer MACs inside the payload, just after the
MPLS header)

VPLS service: Non-IP  Traffic (Learnt): Source and
Destination MAC (Outer MACs inside the
SDP to SDP payload, just after the MPLS header), Ingress

Port-1d, EtherType.

All other traffic: Source and Destination MA
(Outer MACs inside the payload, just after the
MPLS header), Ingress Port-Id.

MPLS - LSR All traffic: MPLS label stack (Two labels
deep), Ingress Port-Id.
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LAG Hashing Fields used for 7210 SAS-M (Network

mode)

Table 8:
SAS-M devices

LAG Hashing mechanism for services configu

red in Network Mode on 7210

Service and Traffic direc-
tion (For example: SAP to
SDP)

Packet fields used for Hashing for different
traffic types

PBB VPLS service:

PBB BCB Traffic (that is, B-
SAP to B-SAP)

IP traffic (learnt): Source and Destination |
Source and Destination L4 ports

IP traffic (unlearnt): Source and Destinati

P,

IP, Source and Destination L4 ports, Ingress

Port-Id.
L2/non-IP traffic (learnt): BDA, BSA

L2/non-IP traffic (unlearnt):
ISID, Ingress Port-Id

BDA, BSA

PBB VPLS service:

Originating PBB BEB traffic
(that is, I-SAP to B-SAP)

IP traffic (learnt): Source and Destination |
Source and Destination L4 ports

IP traffic (unlearnt): Source and Destinati

P,

IP, Source and Destination L4 ports, Ingress

Port-Id

L2/non-IP traffic (learnt): CSA, CDA
EtherType, VLAN

L2/non-IP traffic (unlearnt): CSA, CDA|

EtherType, VLAN, Ingress Port-Id.

PBB VPLS service:

Terminating PBB BEB traffig
(that is, B-SAP to I-SAP)

IP traffic (learnt): CSA, CDA

IP traffic (unlearnt): CSA, CDA, Ingress Pol
ld

L2/non-IP traffic (learnt): CSA, CDA
EtherType
L2/non-IP traffic (unlearnt): CSA, CDA

EtherType, Ingress Port-1d.
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LAG Hashing Fields used for 7210 SAS-M (Network

mode)

Table 8:
SAS-M devices

LAG Hashing mechanism for services configu

red in Network Mode on 7210

Service and Traffic direc-
tion (For example: SAP to
SDP)

Packet fields used for Hashing for different
traffic types

PBB Epipe service:

Originating PBB BEB traffic
(that is, PBB Epipe I-SAP t
B-SAP)

IP traffic: Source and Destination IP, Sour
and Destination L4 ports, Ingress Port-Id

D L2/non-IP traffic. CSA, CDA, EtherType
VLAN, Ingress Port-Id

ce

PBB Epipe service:

Terminating PBB BEB traffic
(PBB Epipe SAP to B-SAP)

IP traffic: CSA, CDA

L2/non-IP traffic: CSA, CDA, EtherType

VPRN service:

SAP to SAP
SDP to SAP

IP traffic: Source and Destination IP, Sour
and Destination L4 ports

ce

VPRN service:

SAP to SDP

IP traffic: Source and Destination IP, Sour
and Destination L4 ports, Ingress port-Id

ce

IES service (IPv4):

IES SAP to IES SAP

IPv4 unicast traffic: Source and Destinati
IP, Source and Destination L4 ports

IES service (IPv4):

IES SAP to IPv4 network pof
interface

IPv4 unicast traffic: Source and Destinati
IP, Source and Destination L4 ports, Ingrg
t Port-1d.

Network port IPv4 interface:

IPv4 network interface tg
IPv4 network interface

IPv4 unicast traffic: Source and Destinati
IP, Source and Destination L4 ports, Ingré
» Port-1d.

Network port IPv6 interface:

IPv6 network interface tg
IPv6 network interface

IPv6 unicast traffic: Source and Destinati
IP, Source and Destination L4 ports, Ingré
» Port-1d.
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Notes

1. VPLS service, SDP to SDP: Test has been perfoonidfor VVC label variation with the

same Tunnel label.

PN

specified.

In the LSR case, incoming labels are used fonihgs
‘Learnt’ wherever mentioned corresponds to Desiiim MAC.
Source/Destination MAC refer to ‘Customer Soubestination MACS’ unless otherwise

LAG Hashing Fields used for 7210 SAS-X

Table 9:

LAG Hashing mechanism for services configu

red on 7210 SAS-X devices

Service and Traffic direc-
tion (For example: SAP to
SDP)

Packet fields used for Hashing for different
traffic types

VPLS service:

SAP to SAP
SAP to SDP

IP traffic (learnt and unlearnt) : Source and

Destination IP, Source and Destination
ports, VLAN, Ingress Port-1d.

PBB traffic: BDA, BSA, ISID, Ingress Port
Id.

MPLS traffic: MPLS label stack (Two labe
deep), Ingress Port-Id.

Non-IP traffic (learnt and unlearnt): Sour
and Destination MAC, EtherType, Ingre
Port-1d.

L4

ce

Epipe service:

SAP to SAP
SAP to SDP

IP traffic : Source and Destination IP, Soul
and Destination L4 ports, VLAN, Ingres
Port-Id.

PBB traffic.: BDA, BSA, ISID, Ingress Port
Id.

MPLS traffic: MPLS label stack (Two labe
deep), Ingress Port-Id.

Non-IP traffic: Source and Destination MAC

EtherType, Ingress Port-1d.

ce

VPLS and Epipe service:

SDP to SAP

All traffic: Source and Destination MAC

"

(Outer MACs inside the payload, just after the

MPLS header), Ingress Port-Id.
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LAG Hashing Fields used for 7210 SAS-X

Table 9: LAG Hashing mechanism for services configu red on 7210 SAS-X devices

Service and Traffic direc- Packet fields used for Hashing for different

tion (For example: SAP to traffic types

SDP)

VPLS service: All traffic: Source and Destination MAC
(Outer MACs inside the payload, just after the

SDP to SDP MPLS header), Ingress Port-Id.

MPLS - LSR All traffic: MPLS label stack (Two labels

deep), Ingress Port-Id.

PBB VPLS service: IP traffic (learnt and unlearnt): Source and
Destination IP, Source and Destination L4
PBB BCB Traffic (that is, B4 ports, Ingress Port-Id.
SAP to B-SAP)
L2/non-IP traffic (learnt and unlearnt): BDA
BSA, ISID, Ingress Port-1d.

PBB VPLS service: IP traffic (learnt and unlearnt): Source and
Destination IP, Source and Destination L4
Originating PBB BEB traffic| ports, Ingress Port-Id, VLAN.
(that is, I-SAP to B-SAP)
L2/non-IP traffic (learnt and unlearnt): CS
CDA, EtherType, Ingress Port-1d.

P

PBB VPLS service: IP traffic (learnt and unlearnt): CSA, CDA
Ingress Port-1d.

Terminating PBB BEB traffic
(that is, B-SAP to I-SAP) L2/non-IP traffic (learnt and unlearnt): CSA,
CDA, EtherType, Ingress Port-1d.

PBB Epipe service: IP traffic: Source and Destination IP, Source
and Destination L4 ports, Ingress Port-|d,
Originating PBB BEB traffic| VLAN.
(that is, PBB Epipe I-SAP t
B-SAP) L2/non-IP traffic: CSA, CDA, EtherType,
Ingress Port-1d.

A=

PBB Epipe service: IP traffic: CSA, CDA, Ingress Port-Id.

Terminating PBB BEB traffig L2/non-IP traffic: CSA, CDA, EtherType,
(PBB Epipe SAP to B-SAP) | Ingress Port-Id.
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LAG Hashing Fields used for 7210 SAS-X

Table 9: LAG Hashing mechanism for services configu red on 7210 SAS-X devices

Service and Traffic direc- Packet fields used for Hashing for different

tion (For example: SAP to traffic types

SDP)

VPRN service: IP traffic: Source and Destination IP, Souice
and Destination L4 ports, Ingress Port-|d,

SAP to SAP VLAN.

SAP to SDP

VPRN service: IP traffic: Source and Destination IP, Souice
and Destination L4 ports, Ingress port-Id.

SDP to SAP

IES service and IPv4IPv4 unicast traffic: Source and Destinatipn

Network port interface: IP, Source and Destination L4 ports, Ingress
Port-1d, VLAN.

IES SAP to IES SAP

IPv4 network port interface tp
IPv4 network port interface

IES SAP to IPv4 network por
interface

—

Network port IPv6 interface:| IPv6 unicast traffic: Source and Destinatipn
IP, Source and Destination L4 ports, Ingress
IPv6 network interface to Port-ld, VLAN.
IPv6 network interface

Notes

1. VPLS service, SDP to SDP: Test has been perfoonidfor VVC label variation with the
same Tunnel label.

2. Inthe LSR case, incoming labels are used fonihgs

3. ‘Learnt’ wherever mentioned corresponds to Desiim MAC.

4. Source/Destination MAC always refer to ‘Custor8eurce/Destination MACs’ unless
otherwise specified.
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LAG Hashing Fields used for 7210 SAS-M (Access-
Uplink mode)

Table 10: LAG Hashing mechanism for services config ured in Access-Uplink mode on
7210 SAS-M

Service and Traffic direc- Packet fields used for Hashing for different
tion traffic types

VPLS service: IP traffic (Learnt): Source and Destination IP,
Source and Destination L4 ports.

SAP to SAP IP traffic (Unlearnt): Source and Destinatior
IP, Source and Destination L4 ports, Ingres
Port-I1d

[2)

PBB traffic (Learnt): BDA, BSA
PBB traffic (Unlearnt): BDA, BSA, ISID,
Ingress Port-Id

MPLS traffic (Learnt): Source and Destinatign
MAC (Outer MACs of the Ethernet packet
that encapsulates MPLS packet)

MPLS traffic (Unlearnt): MPLS label stack
(Two labels deep), Ingress Port-Id

Non-IP traffic (Learnt): Source and
Destination MAC, EtherType

Non-IP traffic (Unlearnt): Source and
Destination MAC, EtherType, Ingress Port-Id,
VLAN

14

Epipe service: IP traffic: Source and Destination IP, Sourc
and Destination L4 ports, Ingress Port-Id.
SAP to SAP

=

PBB traffic: BDA, BSA, ISID, Ingress Port-I

MPLS traffic: MPLS label stack (Two labels
deep), Ingress Port-Id

Non-IP traffic: Source and Destination MAQ,
EtherType, Ingress Port-1d, VLAN

IES service (IPv4): IPv4 unicast traffic: Source and Destination
IP, Source and Destination L4 ports.
IES SAP to IES SAP
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NOTE:

1. The term ‘Learnt’ mentioned corresponds to Deditom MAC.
2. Source/Destination MAC refer to ‘Customer Soubesstination MACSs’ unless otherwise
specified.

LAG Hashing Fields used for 7210 SAS-T

Table 11: LAG Hashing mechanism for services config  ured on 7210 SAS-T

Service and Traffic direc- Packet fields used for Hashing for different

tion traffic types

VPLS service: IP traffic (Learnt): Source and Destination IP,
Source and Destination L4 ports.

SAP to SAP IP traffic (Unlearnt): Source and Destination

IP, Ingress Port-Id

PBB traffic (Learnt): BDA, BSA
PBB traffic (Unlearnt): Ingress Port-Id

MPLS traffic (Learnt): Source and Destination
MAC (Outer MACs of the Ethernet packet
that encapsulates MPLS packet)

MPLS traffic (Unlearnt-IP): MPLS label stack
(Two labels deep), Source and Destination |P,
Ingress Port-Id

MPLS traffic (Unlearnt-L2): MPLS label
stack (Two labels deep), Ingress Port-Id

Non-IP traffic (Learnt): Source and
Destination MAC, EtherType

Non-IP traffic (Unlearnt): Source and
Destination MAC, EtherType, Ingress Port-|
VLAN

j®N
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Table 11: LAG Hashing mechanism for services config ured on 7210 SAS-T

Service and Traffic direc-
tion

Packet fields used for Hashing for different
traffic types

Epipe service:

SAP to SAP

IIP traffic: Source and Destination IP, Ingre
Port-Id.

PBB traffic: Ingress Port-Id

MPLS traffic (IP): MPLS label stack (Two
labels deep), Source and Destination IP,

Ingress Port-Id

MPLS traffic (L2): MPLS label stack (Two
labels deep), Ingress Port-1d

Non-IP traffic: Source and Destination MAC
EtherType, Ingress Port-1d, VLAN

IES service (IPv4):

IES SAP to IES SAP

IPv4 unicast traffic: Source and Destination
IP, Source and Destination L4 ports.

NOTE:

1. The term ‘Learnt’ mentioned corresponds to Desiom MAC.

2. Source/Destination MAC refer to ‘Customer Soubesstination MACS’ unless otherwise

specified.
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ECMP Hashing fields used for 7210 SAS-M and 7210 SA S-X

Table 12: ECMP Hashing mechanism for services confi  gured on 7210 SAS-M Network
mode and 7210 SAS-X.

Services Traffic Type A B ECMP Hashing
IP (For Unicast Network Port | Network Port | « Source and
routed traffic IP Interface IP Destination IP
traffic) Interface | » Source and

Destination L4
ports
* Ingress Port-Id
IES IPv4 traffic SAP or SAP or » Source and

Network Port | Network Port Destination IP
IP interface | |IP interface | « Source and
Destination L4
ports

* Ingress Port-I1d

LAG on Access

Link Aggregation Groups (LAG) is supported on ascpsrts and access-uplink ports. This is
treated the same as LAG on network ports whichigesva standard method to aggregate
Ethernet links. The difference lies in how QoSasidiled.

LAG and QoS Policies for 7210 SAS-M, 7210 SAS-T and 7210 SAS-X

In the 7210 SAS-M and 7210 SAS-T, an ingress Qadi8ypis applied to the aggregate traffic that
enters the traffic through all the ports of thetegs For example, if an ingress policy is configlre
with a policier of PIR 100Mbps, for a SAP configdren a LAG with two ports, then the policer

limits the traffic entering the system through thwe ports to a maximum of 100Mbps.

In the 7210 SAS-M and 7210 SAS-T, egress QoS pasli@per parameters are applied to all the
ports that are members of the LAG (all ports getfthl SLA). For example, if an egress policy is
configured with a policer of PIR 100Mbps, each paotld get a PIR of 100 Mbps. The advantage
of this method over a scheme where the PIR is divieually among all the member ports of the
LAG is that, a single flow can use the entire SIAe disadvantage is that, the overall SLA can be
exceeded if the flows span multiple ports.

In 7210 SAS-X, a SAP ingress QoS policy or netwaokt ingress QoS policy or network IP
interface ingress QoS policy is applied to the aggte traffic that enters the traffic through bé t
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ports of the system. For example, if an ingresgpad configured with a policier of PIR
100Mbps, for a SAP configured on a LAG with two gspthen the policer limits the traffic
entering the system through the two ports to a mari of 100Mbps.

In 7210 SAS-X, SAP egress QoS policy shaper parisiere applied to all the ports that are
members of the LAG (all ports get the full SLA).rlrexample, if an SAP egress policy is
configured with a shaper of PIR 100Mbps, each world get a PIR of 100 Mbps. The advantage
of this method over a scheme where the PIR is divieljually among all the member ports of the
LAG is that, a single flow can uses the entire STCAe disadvantage is that the overall SLA can
be exceeded if the flows span multiple ports.

In 7210 SAS-X, network port egress QoS policy shgpeameters are applied to all the ports that
are members of the LAG (all ports get the full SLARYr example, if an network port egress policy
is configured with a shaper of PIR 100Mbps, eaatt would get a PIR of 100 Mbps. The
advantage of this method over a scheme where RésRlivided equally among all the member
ports of the LAG is that, a single flow can useséhtire SLA. The disadvantage is that the overall
SLA can be exceeded if the flows span multiple ort

Port Link Damping

LACP
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Hold time controls enable port link damping tim#rat reduce the number of link transitions
reported to upper layer protocols.

The 7210 SAS OS port link damping feature guardsreg) excessive port transitions. Any initial
port transition is immediately advertised to uplager protocols, but any subsequent port
transitions are not advertised to upper layer patountil a configured timer has expired.

An “up” timer controls the dampening timer for limlp transitions, and a “down” timer controls
the dampening timer for link down transitions.

Generally, link aggregation is used for two purgogeovide an increase in bandwidth and/or
provide redundancy. Both aspects are addresseddrggating several Ethernet links in a single
LAG.

Under normal operation, all non-failing links igaxen LAG will become active and traffic is load
balanced across all active links. In some circuntsta, however, this is not desirable. Instead, it
desired that only some of the links are active thiedother links be kept in stand-by condition.

LACP enhancements allow active lag-member seledtém®d on particular constrains. The
mechanism is based on the IEEE 802.3ax standardesoperability is ensured.
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LAG Subgroups

LACP is used to make selection of active links predble and compatible with any vendor
equipment. Refer to the IEEE STD 802.3-2002, Se@&icClause 43.6.1 standard which describes
how LACP allows stand-by and active signalling.

The 7210 SAS OS implementation of LACP supportdotiewing:

« Agiven LAG member can be assigned to sub-grotips.selection algorithm then
assures that only members of a single sub-groupedeeted as active links.

e The selection algorithm is effective only if LAG®enabled on a given LAG. At the same
time, it is assumed that connected system had &€& enabled (active or passive
mode).

e The algorithm will select active links based olidwing criteria:

- Depending on selection-criteria setting eitherdhk-group with the highest number
of eligible links or the sub-group with the highaggregate weight of all eligible
members is selected first.

- If multiple groups satisfy the selection critefilag sub-group being currently active
remains active. Initially, the sub-group containthg highest priority eligible link is
selected.

- Only links pertaining to a single sub-group aréva&cat any time.

- An eligible member refers to a LAG member link wihitan potentially become
active. This means it is operationally up, andhé slave-to-partner flag is set, the
remote system did not disable its use (by sigrabitand-by).

e The selection algorithm works in a reverting motleis means that every time the
configuration or status of any link in a LAG chasgthe selection algorithm is re-run. In
case of a tie between two groups (one of them baingntly active) the active group
remains active (no reverting).

Multi-Chassis LAG

This section describes the Multi-Chassis LAG (MC&)concept. MC-LAG is an extension of a
LAG concept that provides node-level redundancgddition to link-level redundancy provided
by “regular LAG”.

Note: This feature is supported only on 7210 SA8RY 7210 SAS-M network mode. It is not
supported in 7210 SAS-T and 7210 SAS-M access-kipfiode.
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Overview
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Typically, MC-LAG is deployed in a network-wide s&gio providing redundant connection
between different end points. The whole scenaribés built by combination of different
mechanisms (for example, MC-LAG and redundant peeiré to provide e2e redundant p2p
connection or dual homing of DSLAMs in Layer 2/BIDA).

Multi-chassis LAG is a method of providing reduntieayer 2/3 access connectivity that extends
beyond link level protection by allowing two syst&to share a common LAG end point.

The multi-service access node (MSAN) node is comtewith multiple links towards a redundant
pair of Layer 2/3 aggregation nodes such that bokhand node level redundancy, are provided.
By using a multi-chassis LAG protocol, the pairedyer 2/3 aggregation nodes (referred to as
redundant-pair) appears to be a single node uiijiriACP towards the access node. The multi-
chassis LAG protocol between redundant-pair ensusschronized forwarding plane to/from
the access node and is used to synchronize thstttd information between the redundant-pair
nodes such that proper LACP messaging is provideidet access node from both redundant-pair
nodes.

In order to ensure SLAs and deterministic forwagdiharacteristics between the access and the
redundant-pair node, the multi-chassis LAG funcpoovides an active/standby operation
towards/from the access node. LACP is used to neatiegavailable LAG links into active and
standby states such that only links from 1 aggiegatode are active at a time to/from the access
node.

Characteristics related to MC are:

* Selection of the common system ID, system-pricaitgl administrative-key are used in
LACP messages so partner systems consider alldigkise part of the same LAG.

» Extension of selection algorithm in order to allealection of active sub-group.

- The sub-group definition in LAG context is stilldal to the single box, meaning that
even if sub-groups configured on two different eys$ have the same sub-group-id
they are still considered as two separate subgraithg given LAG.

- Multiple sub-groups per PE in a MC-LAG is supported

- In case there is a tie in the selection algoritttnexample, two sub-groups with
identical aggregate weight (or number of activ&dinthe group which is local to the
system with lower system LACP priority and LAG systID is taken.

* Providing inter-chassis communication channehedléinter-chassis communication to
support LACP on both system. This communicatiomadeaenables the following:

- Supports connections at the IP level which do aeqtire a direct link between two
nodes. The IP address configured at the neighlsbesyis one of the addresses of the
system (interface or loop-back IP address).
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The communication protocol provides heartbeat meishato enhance robustness of
the MC-LAG operation and detecting node failures.

- Support for operator actions on any node that farceperational change.

- The LAG group-ids do not have to match betweenhisig systems. At the same
time, there can be multiple LAG groups betweenstiime pair of neighbors.

- Verification that the physical characteristics,sas speed and auto-negotiation is
configured and initiates operator notificationsyis) if errors exist. Consistency of
MC-LAG configuration (system-id, administrative-kapd system-priority) is
provided. Similarly, load-balancing mode of opesatimust be consistently
configured on both nodes.

- Traffic over the signalling link is encrypted usiagiser configurable message digest

key.

* MC-LAG function provides active/stand-by statusotber software applications in order

to built a reliable solutions.

- PE-A //\ PE-D -
’ \\ \\
L IP MPLS ‘MG
MG-! MG-|
A MSAN | :LAG,' ( Network ) :LAG) _ | MSAN
\\\\\ 1 \\ /I//
\/\ /\/ !
v PEB [N\~ PEC v
n PE-A
/ \\
L IP MPLS
MG-'
B | msan [ G ( Network PE-C MSAN
~ \
~ 1

Figure 4: MC-LAG L2 Dual Homing to Remote PE Pairs

PE-B

o —

Figure 4depicts different combinations of MC-LAG attachrteesupported. The supported
configurations can be sub-divided into followingbsgroups:

e Dual-homing to remote PE pairs

- both end-points attached with MC-LAG

- one end-point attached

* Dual-homing to local PE pair
- both end-points attached with MC-LAG
- one end-point attached with MC-LAG
- both end-points attached with MC-LAG to two ovepam pairs
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Figure 5: MC-LAG L2 Dual Homing to Local PE-Pairs

The forwarding behavior of the nodes abide by tllewing principles. Note that logical
destination (actual forwarding decision) is prirhadetermined by the service (VPLS or VLL)
and then principle below applies only if destinatar source is based on MC-LAG:
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Packets received from the network will be forwatde all local active links of the given
destination-sap based on conversation hashingda there are no local active links, the
packets will be cross-connected to inter-chasssigawire.

Packets received from the MC-LAG sap will be forded to active destination pseudo-
wire or active local links of destination-sap. bise there are no such objects available at
the local node, the packets will be cross-connetéater-chassis pseudowire.
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Point-to-Point (p2p) Redundant Connection Across L ayer 2/3 VPN Network
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Figure 6: P2P Redundant Connection Through a Layer 2 VPN Network

Figure 6shows the connection between two multi-servicessnodes (MSANS) across network
based on Layer 2/3 VPN pseudo-wires. The connettitween MSAN and a pair of PE routers
is realized by MC-LAG. From MSAN perspective, redant pair of PE routers acts as a single
partner in LACP negotiation. At any point in tinomly one of the routers has an active link(s) in a
given LAG. The status of LAG links is reflecteddtatus signaling of pseudo-wires set between
all participating PEs. The combination of activel atand-by states across LAG links as well and
pseudo-wires give only 1 unique path between dail ®ANSs.
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Note that the configuration iRigure 6depicts one particular configuration of VLL contiens
based on MC-LAG, particularly the VLL connectionevh two ends (SAPs) are on two different
redundant-pairs. In addition to this, other confagions are possible, such as:

» Both ends of the same VLL connections are locéhéosame redundant-pair.
* One end VLL endpoint is on a redundant-pair theeobn single (local or remote) node.
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DSLAM Dual Homing in Layer 2 Network

VPLS

Synchronise
IGMP-snooping

Figure 7: DSLAM Dual-Homing Using MC-LAG

Figure 7illustrates a network configuration where DSLAMdisal homed to pair of redundant
PEs by using MC-LAG. Inside the aggregation netwedundant-pair of PEs is connecting to
VPLS service which provides reliable connectiositggle or pair of Broadband Service Routers
(BSRs).

PE-A and PE-B implement MC-LAG towards access.Td¢teva node synchronises the IGMP
shooping state with the standby node, allowingsthedby node to forward multicast streams to
recievers on the access side, if the active nate fa

Configuration Guideline

e MC-LAG peer nodes have to be the same platfornat ishthe 7210 SAS-M can be a MC-
LAG peer with another 7210 SAS-M, but cannot bearpf a 7210 SAS-X. The
converse is also true.

*  MC-LAG is supported only in network mode on 7218SSM. In other words, if two MC-
LAG peers are setup using 7210 SAS-M then both teednfigured in network mode.

e 7210 SAS-M and 7210 SAS-T access-uplink mode suppative/standby LAG, which
allows it to be used as client in an MC-LAG solatio
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Configuring Multi-Chassis Redundancy

Note: When configuring associated LAG ID paramettite LAG must be in access mode and
LACP must be enabled.
Use the CLI syntax displayed below to configure tirchassis redundancy features.

CLI Syntax:

config>redundancy
multi-chassis
peer ip-address
authentication-key [authentication-key | ha sh-key][hash | hash2]
description description-string
mc-lag
hold-on-neighbor-failure duration
keep-alive-interval interval
lag lag-id lacp-key admin-key system-id system-id [remotelag lag-id] system-pri-
ority system-priority
no shutdown
no shutdown
source-address ip-address
sync
igmp-snooping
port [port-id | lag-id] [sync-tag]range encap-range sync-tag
no shutdown

Example:

config>redundancy# multi-chassis

config>redundancy>multi-chassis# peer 10.10.10.2 cr eate
config>redundancy>multi-chassis>peer# description " Mc-Lag peer 10.10.10.2"
config>redundancy>multi-chassis>peer# mc-lag

config>redundancy>mc>peer>mc-lag# lag 1 lacp-key 32 666 system-id 00:00:00:33:33:33 system-
priority 32888

config>redundancy>mc>peer>mc-lag# no shutdown

config>redundancy>mc>peer>mc-lag# exit

config>redundancy>multi-chassis>peer# no shutdown
config>redundancy>multi-chassis>peer# exit

config>redundancy>multi-chassis# exit

config>redundancy#

The following displays the configuration:

*7210-SAS>config>redundancy# info

multi-chassis
peer 1.1.1.1 create
shutdown
sync
shutdown
port 1/1/1 create
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exit
exit
peer 10.20.1.3 create
mc-lag
lag 3 lacp-key 1 system-id 00:0 0:00:aa:bb:cc remote-lag 1 system-pri-
ority 1
no shutdown
exit
no shutdown
exit
exit

*7210-SAS>config>redundancy#
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G.8032 Protected Ethernet Rings

Ethernet ring protection switching offers ITU-T @R specification compliance to achieve
resiliency for Ethernet Layer 2 networks. G.803th{Eng) is built on Ethernet OAM and often
referred to as Ring Automatic Protection Switch{RgAPS).

For further information on Ethernet rings, see @3B@rotected Ethernet Rings section in the
Services Guide.

802.1x Network Access Control

The Alcatel-Lucent 7210 SAS supports network accessrol of client devices (PCs, STBs, etc.)
on an Ethernet network using the IEEE. 802.1x stethdB02.1x is known as Extensible
Authentication Protocol (EAP) over a LAN network BAPOL.

802.1x Modes

The Alcatel-Lucent 7210 SAS supports port-basedordt access control for Ethernet ports only.
Every Ethernet port can be configured to operatmim of three different operation modes,
controlled by the port-control parameter:
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force-auth — Disables 802.1x authentication and causes the@aransition to the
authorized state without requiring any authenttwagxchange. The port transmits and
receives normal traffic without requiring 802.1xskd host authentication. This is the
default setting.

force-unauth — Causes the port to remain in the unauthorized,statering all attempts
by the hosts to authenticate. The switch cannatigecauthentication services to the host
through the interface.

auto — Enables 802.1x authentication. The port starthénunauthorized state, allowing
only EAPOL frames to be sent and received throtgtpbrt. Both the router and the host
can initiate an authentication procedure as desdri®low. The port will remain in un-
authorized state (no traffic except EAPOL framealliewed) until the first client is
authenticated successfully. After this, traffi@ibbwed on the port for all connected hosts.
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802.1x Basics

Client Alcatel 7210 SAS M RADIUS
Authentication
Server

Authenticator
Supplicant Authenticator Server

..............

EAPOL RADIUS
055G038-7210M

Figure 8: 802.1x Architecture

The IEEE 802.1x standard defines three particip@ngs authentication conversation (see
Figure §.

e The supplicant — This is the end-user device tbgtiests access to the network.

e The authenticator — Controls access to the netwiokh the supplicant and the
authenticator are referred to as Port Authenticafntities (PAES).

e The authentication server — Performs the actuadgssing of the user information.

The authentication exchange is carried out betweesupplicant and the authentication server,
the authenticator acts only as a bridge. The coniration between the supplicant and the
authenticator is done via the Extended AuthenticaRrotocol (EAP) over LANs (EAPOL). On
the back end, the communication between the autaot and the authentication server is done
with the RADIUS protocol. The authenticator is truRADIUS client, and the authentication
server a RADIUS server.
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Server
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Figure 9: 802.1x Authentication Scenario

The messages involved in the authentication praeeaie illustrated ifrigure 9The router will
initiate the procedure when the Ethernet port bexaperationally up, by sending a special PDU
called EAP-Request/ID to the client. The client e#so initiate the exchange by sending an
EAPOL-start PDU, if it doesn't receive the EAP-ResfiD frame during bootup. The client
responds on the EAP-Request/ID with a EAP-Resptid$elme, containing its identity (typically
username + password).

After receiving the EAP-Response/ID frame, the eowtill encapsulate the identity information
into a RADIUS AccessRequest packet, and send ibdffie configured RADIUS server.

The RADIUS server checks the supplied credentadd,if approved will return an Access Accept
message to the router. The router notifies thetligth an EAP-Success PDU and puts the port in
authorized state.
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802.1x Timers

The 802.1x authentication procedure is controlied bumber of configurable timers and scalars.
There are two separate sets, one for the EAPOLagessxchange and one for the RADIUS
message exchange. S&gure 40for an example of the timers.

EAPOL timers:

e transit-period— Indicates how many seconds the Authenticatdrlisten for an EAP-
Response/ID frame. If the timer expires, a new Edejuest/ID frame will be sent and
the timer restarted. The default value is 60. Tdrge is 1-3600 seconds.

« supplicant-timeout— This timer is started at the beginning of a reuhentication
procedure (transmission of first EAP-Request/IDrieq. If the timer expires before an
EAP-Response/ID frame is received, the 802.1x autitettion session is considered as
having failed. The default value is 30. The rarg#& — 300.

» quiet-period— Indicates number of seconds between authertditatssions It is started
after logoff, after sending an EAP-Failure messaigafter expiry of the supplicant-
timeout timer. The default value is 60. The rarg& +— 3600.

RADIUS timer and scaler:

* max-auth-req— Indicates the maximum number of times that theer will send an
authentication request to the RADIUS server beffloegprocedure is considered as having
failed. The default value is value 2. The rangk is- 10.

« server-timeout— Indicates how many seconds the authenticatdmwaiit for a RADIUS
response message. If the timer expires, the acegasst message is sent again, up to
max-auth-regimes. The default value is 60. The range is 16603seconds.
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Figure 10: 802.1x EAPOL Timers (left) and RADIUS Ti mers (right)

The router can also be configured to periodicaltyger the authentication procedure
automatically. This is controlled by the enabletghentication and reauth-period parameters.
Reauth-period indicates the period in seconds €diine last time that the authorization state was
confirmed) before a new authentication procedustaged. The range of reauth-period is 1 —
9000 seconds (the default is 3600 seconds, ong.hdate that the port stays in an authorized
state during the re-authentication procedure.
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802.1x Configuration and Limitations

Configuration of 802.1x network access control loa touter consists of two parts:

» Generic parameters, which are configured urdefig>security>dot1x
» Port-specific parameters, which are configuredemcdnfig>port>ethernet>dotlx

801.x authentication:

» Provides access to the port for any device, efvenly a single client has been
authenticated.

* Can only be used to gain access to a pre-defieedc® Access Point (SAP). It is not
possible to dynamically select a service (such\&BIsS service) depending on the 802.1x
authentication information.

802.1x Tunneling for Epipe Service

Customers who subscribe to Epipe service consttierEpipe as a wire, and run 802.1x between
their devices which are located at each end oEttipe.

Note: This feature only applies to port-based Ej8p€s because 802.1x runs at port level not
VLAN level. Therefore such ports must be configuasdchull encapsulated SAPs.

When 802.1x tunneling is enabled, the 802.1x messegreived at one end of an Epipe are
forwarded through the Epipe. When 802.1x tunneiingjsabled (by default), 802.1x messages
are dropped or processed locally according to @#1% configuration (shutdown or no
shutdown).

Note that enabling 802.1x tunneling requires th2 80 mode to be set to force-auth. Enforcement
is performed on the CLI level.
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802.3ah OAM
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802.3ah Clause 57 (EFM OAM) defines the Operatiddsninistration, and Maintenance (OAM)
sub-layer, which provides mechanisms useful foriteoing link operation such as remote fault
indication and remote loopback control. In gengBadM provides network operators the ability to
monitor the health of the network and quickly detigre the location of failing links or fault
conditions. EFM OAM described in this clause pr@gdiata link layer mechanisms that
complement applications that may reside in highgets.

OAM information is conveyed in slow protocol framegled OAM protocol data units
(OAMPDUSs). OAMPDUs contain the appropriate conaind status information used to monitor,
test and troubleshoot OAM-enabled links. OAMPDWwérse a single link, being passed between
peer OAM entities, and as such, are not forwarde®BC clients (like bridges or switches).

The following EFM OAM functions are supported:

« EFM OAM capability discovery.
« Active and passive modes.

* Remote failure indication — Handling of criticéthk events (for example, link fault,
dying gasp)

e Loopback — A mechanism is provided to supportia diak layer frame-level loopback
mode. Both remote and local loopback modes arewstgah

e Dying Gasp support on 7210 SAS platforms:

- 7210 SAS-X, 7210 SAS-M and 7210 SAS-T, generate EFAM dying gasp
messages on loss of power. EFM OAM dying gasp ngessare generated on either
Network ports or Access uplink ports based on tloeerin which the device is
operating. They are not generated on access fjtrese platforms also support
generation of SNMP dying gasp messages on powardand it is mutually
exclusive to generation of EFM OAM dying gasp mgssaPlease see the System
Management guide for more information about supfuosrSNMP dying gasp.

- All 7210 SAS platforms, process the received EFMNOdying gasp, on a port
enabled for EFM and generate a SNMP trap.

e EFM OAMPDU tunneling.
e High resolution timer for EFM OAM in 500ms intet@inimum).
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OAM Events

EFM OAM defines a set of events that may impadt peration. The following events are
supported:

e Critical link events (defined in 802.3ah clause2X0.1)

- Link fault: the PHY has determined a fault has oped in the receive direction of the
local DTE.

- Dying gasp: an unrecoverable local failure conditi@s occurred.
- Critical event: an unspecified critical event haswred.

These critical link events are signaled to the renfi@l E by the flag field in OAM PDUs.

The 7210 does not generate EFM OAM PDUs with tlleges except for the dying gasp flag.
However, it supports processing of these flagsRMEDAM PDUSs received from the peer.
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Remote Loopback

EFM OAM provides a link-layer frame loopback mo#attcan be remotely controlled.

To initiate remote loopback, the local EFM OAM dliesends a loopback control OAM PDU by
enabling the OAM remote-loopback command. Afteerging the loopback control OAM PDU,
the remote OAM client puts the remote port intcaldoopback mode.

To exit remote loopback, the local EFM OAM clieensls a loopback control OAM PDU by
disabling the OAM remote-loopback command. Aftereiging the loopback control OAM PDU,
the remote OAM client puts the port back into ndrfoavarding mode.

Note that during remote loopback test operatidrfyanes except EFM OAM PDUs are dropped
at the local port for the receive direction, whegmote loopback is enabled. If local loopback is
enabled, then all frames except EFM OAM PDUs aoppked at the local port for both the receive
and transmit directions. This behavior may resutnany protocols (such as STP or LAG)
resetting their state machines.

802.3ah OAM PDU Tunneling for Epipe Service

The 7210 SAS routers support 802.3ah. Customersswhscribe to Epipe service treat the Epipe
as a wire, so they demand the ability to run 8a28ztween their devices which are located at
each end of the Epipe.

Note: This feature only applies to port-based E8p€s because 802.3ah runs at port level not
VLAN level. Hence, such ports must be configuredhals encapsulated SAPs.

When OAM PDU tunneling is enabled, 802.3ah OAM PDé&izived at one end of an Epipe are
forwarded through the Epipe. 802.3ah can run betwdeices that are located at each end of the
Epipe. When OAM PDU tunneling is disabled (by déla®AM PDUs are dropped or processed
locally according to thefm-oam configuration $hutdown or no shutdowr)).

Note that by enabling 802.3ah for a specific pad anabling OAM PDU tunneling for the same
port are mutually exclusive.

MTU Configuration Guidelines
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e The 7210 SAS devices provides an option to conéighe MTU limitations at many
service points. The physical (access and netwark) pervice, and SDP MTU values
must be individually defined.

« MTU values must conform to both of the followingnditions:
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- The service MTU must be less than or equal to be Sath MTU.
- The service MTU must be less than or equal to titess port (SAP) MTU.

Default MTU Values

Table 13displays the default MTU values which are depehdeon the (sub-) port type, mode,
and encapsulation.

Table 13: MTU Default Values

Port Type Mode Encap Type Default
(bytes)

Ethernet access null 1514
Ethernet access dotlq 1518
Port mode access ging 1522
Fast Ethernet network — 1514
Other Ethernet network — 9212*
Ethernet hybrid — 9212

*The default MTU for Ethernet ports other than Hagternet is actually the lesser of 9212 and
any MTU limitations imposed by hardware which ipitally 16K.

Notes:

1. Theno service-mtu-checkcommand disables service mtu check. Disablingémeice
MTU check allows packets to pass to the egreseipticket length is less than or equal
to the MTU configured on the port. The length & flacket sent from a SAP is limited
only by the access port MTU. In case of a pseudawiire length of the packet is limited
by the network port MTU (including the MPLS encalasion).

2. In 7210 SAS, length of the SAP tag (or servickatieing tag, for a packet received over
a pseudowire) is included in the computation offiheket length before comparing it
with the service-MTU configured for the service.

Packet length= Length of IP packet + L2 heademgtle of SAP tag

For example, if the IP packet received over a d@A® is 1500 and the service-MTU
configured is 1514, the service MTU validation dhéails as:

Packet length=1500 (Length of IP packet) +14 (Ladwe¥) +4 (length of SAP tag) =1518.
The packet is dropped as packet length is greladerthe service MTU configured.

Note: Please check the 7210 platform release riotegher restrictions with regards to MTU
checking and processing on each of the platforms.
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Deploying Preprovisioned Components for 7210 SAS-M, 7210
SAS-X, and 7210 SAS-T

Appropriate MDAs are auto-provisioned in 7210 SASM10 SAS-X and 7210 SAS-T devices.
User is not required to provisions the slots or MB#these platforms.

Notes

1. This step is not needed for platforms such a&18 BAS-M, 7210 SAS-T, 7210 SAS-X
that do not support removable cards. It is typjcaied only on platforms that are chassis
based and support slots for inserting cards, hikee210 SAS-R6.

2. This step is not needed for platforms such a&18 BAS-M, 7210 SAS-T, 7210 SAS-X
that do not support removable cards. On platforritls fixed cards, the card type is auto-
provisioned. It is typically used only on platforitist are chassis based and support slots
for inserting cards, like the 7210 SAS-R6.

3. This step is required only if the platform supgparse of physical MDAs, like the 7210
SAS-M. Itis not required on platforms that do sopport an MDA, like 7210 SAS-X,
7210 SAS-T, and 7210 SAS-R6.
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The following information describes provisioningveats:

On 7210 SAS systems that require provisionindnefdard type , if a card or MDA type is
installed in a slot provisioned for a different ¢yggthe card will not initialize.

On 7210 SAS systems that require provisioning céia and MDA (For example, 7210
SAS-M) installed in an un-provisioned slot remadimanistratively and operationally
down until the card type and MDA is specified.

Ports cannot be provisioned until the slot, card BIDA type are specified, on systems
that require provisioning of the card and MDA (FExample, 7210 SAS-M). Port can be
provisioned on bootup on systems that auto-pronittie cards and MDAs (For example:

7210 SAS-X, 7210 SAS-T, fixed ports on 7210 SAS-M).
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Configuring Physical Ports with CLI

This section provides information to configure gort
Topics in this section include:

* Preprovisioning Guidelines on page 78
- Preprovisioning a Port on page 79
* Basic Configuration on page 80
 Common Configuration Tasks on page 82
- Configuring Cards on 7210 SAS-R6 on page 90
- Configuring Ports on page 83
* Common Configuration Tasks on page 82
- Configuring Ports on page 83
— Configuring Ethernet Port Parameters on page 84
- Configuring LAG Parameters on page 89
» Service Management Tasks on page 90
- Modifying a Card Type on page 91
- Deleting a Card on page 92
- Deleting Port Parameters on page 92
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Preprovisioning Guidelines

7210 SAS platforms provides a console port to conteminals to the device. The Ethernet
management port is supported.

Configure parameters from a system console condi¢ata console port, using Telnet to access a
the device remotely or SSH to open a secure sbefiection.

Predefining Entities

On 7210 SAS platforms, where cards/MDASs are nap-pubvisioned, in order to initialize a card,
the chassis slot, line card type, and MDA type nmugtch the preprovisioned parameters. In this
context,preprovisioningmeans to configure the entity type (such as tieedard type, MDA type,
port, and interface) that is planned for a chaslsis line card, or MDA. Preprovisioned entities
can be installed but not enabled or the slots earonfigured but remain empty until populated.
Provisioningmeans that the preprovisioned entity is instadied enabled.

You can:

» Pre-provision ports and interfaces after the tiaed and MDA types are specified.

« Install line cards in slots with no pre-configuoat parameters specified. Once the card is
installed, the card and MDA types must be specifidds is required on 7210 SAS
chassis based platforms or those platforms thgimu expansion slots (for example,
7210 SAS-M). Typically on 7210 platforms that dd sapport any removable cards and/
or MDAs, the cards are pre-provisioned for fixedtpo

« Install a line card in a slot provisioned for #elient card type (the card will not
initialize). The existing card and MDA configurationust be deleted and replaced with
the current information. This is required on 725X hassis based platforms or those
platforms that support expansion slots (for examp2d0 SAS-M). Typically on 7210
platforms that do not support any removable candidcx MDAs, the MDAs are pre-
provisioned for all fixed ports.
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Preprovisioning a Port

On 7210 SAS chassis based platforms or thosetheide an expansion slot (for example, 7210
SAS-M), before a port can be configured, the slosnbe preprovisoned with an allowed card
type and/or the MDA must be preprovisioned witralowed MDA type.

Some recommendations to configure a port include:

» Ethernet
- Configure an access port for customer facing taffi which services are configured.

An encapsulation type may be specified in ordeatistinguish services on the port or
channel. Encapsulation types are not requireddorork ports.

To configure an Ethernet access port, refeotopage 84

- Configure a network port to participate in the sg\provider transport or
infrastructure network.

To configure an Ethernet network port, referdn page 84

Accounting policies can only be associated witlwioek ports and Service Access
Ports (SAPs). Accounting policies are configurethim
config>log>accountingpolicycontext.

Once ports are preprovisioned, Link Aggregationupo(LAGSs) can be configured to increase
the bandwidth available between two nodes. Upto lioks can be grouped. All physical links in
a given LAG combine to form one logical connecti8rLAG also provides redundancy in case
one or more links that participate in the LAG f&ibr command syntax, s&@onfiguring LAG
Parameters on page.89
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On 7210 SAS platforms that do not support any reabtevcards and/or MDAs (for example, 7210
SAS-M, 7210 SAS-X, and 7210 SAS-T), the card andAM®auto-provisioned and operators can
directly start with identifying and configuring tiperts as given below. If the operators intends to
use the expansion slot on 7210 SAS-M, then theyt stag with the step in identifying and
configuring the MDA slot.

On 7210 SAS chassis based platforms, the cardnyst be provisioned and operators need to
start from the identifying the chassis slot andfigumation of the slot and card type, as given
below.

The most basic configuration must have the follawvin

» Identify chassis slot (if applicable)

* Specify line card type (must be an allowed capk)y

» Identify MDA slot (if applicable)

e Specify MDA (must be an allowed MDA type) - if djgable
« Identify specific port to configure.
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Configuring Cards and MDAs

Card configurations include a chassis slot designat
The following example displays some MDA configuoas for 7210 SAS-M:

A:ALA-B>config>card# info

card-type iom-20g
mda 1
mda-type m10-1gb-sfp
exit
mda 2
mda-type m10-1gb-sfp

A:ALA-B>config>card#
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Common Configuration Tasks

The following sections are basic system tasksrthagt be performed.

« Configuring Ports on page 83
- Configuring Ethernet Port Parameters on page 84
* Configuring LAG Parameters on page 89
* Modifying a Card Type on page 91
e Deleting a Card on page 92
« Deleting Port Parameters on page 92
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Configuring Ports

e Configuring Ethernet Port Parameters on page 84
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Configuring Ethernet Port Parameters

Ethernet Network Port

A network port is network facing and participateshie service provider transport or infrastructure
network processes. The following example displagstavork port configuration:

A:ALA-B>config>port# info

description "Ethernet network port"
ethernet
mode network
exit
no shutdown

A:ALA-B>config>port#

Ethernet Access uplink Port

Access-uplink port are network facing and transpagtomer service. It allows only QinQ
encapsulation to be used.

A:ALA-B>config>port# info

description "Ethernet network port"
ethernet
mode access uplink
exit
no shutdown

A:ALA-B>config>port#

Ethernet Access Port
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Services are configured on access ports used &ommer-facing traffic. If a Service Access Port
(SAP) is to be configured on a port, it must befigumed as access mode. When a port is
configured for access mode, the appropriate entautype can be specified to distinguish the
services on the port. Once a port has been coefiljior access mode, multiple services may be
configured on the port.

The following example displays an Ethernet accessgonfiguration :

*A:7210-SAS>config>port# info

ethernet
mode access
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access
egress
exit
exit
encap-type dotlq
mtu 9212
exit
no shutdown

*A:7210-SAS>
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Configuring 802.1x Authentication Port Parameters

The following example displays an 802.1x port coufation:

A:ALA-A>config>port>ethernet>dotlx# info detail

port-control auto
radius-plcy dotlxpolicy
re-authentication
re-auth-period 3600
max-auth-req 2
transmit-period 30
quiet-period 60
supplicant-timeout 30
server-timeout 30
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Configuring Channelized Ports

This section is applicable only when using the GH3A that supports 4 x T1/E1 ports. CES
MDA is available for use only on the 7210 SAS-Mtfidam in network mode (it cannot be used in
access-uplink mode). It cannot be used on any Gt2ED SAS platform.

When configuring channelized ports, the port IBpecified in different ways depending on the
MDA type and level of channelization. Ethernet parannot be channelized.

Configuring a Channelized DS1 Card

7210 SAS-M support CES MDA that support 4 port ¢teized DS-1 cards. The channelization
is as follows:

« N*DSO in DS1 port.{1..24}
e N*DSOin E1 port.{1..32}

To make sure you have a channel-capable MDA, vén#MDA-type you are configuring by
entering a show mda slot-id command.

In the following example, MDA 2 shows a channelizzgl MDA:

In the TDM E1 context, configure DSO channel groapd their parameters. For a DS1
channelgroup, up to 24 timeslots can be assignadlfered 1..24). For an E1 channel-group, up
to 31 timeslots can be assigned (numbered 2..3#y. CES services (i.e. CESoPSN and SAToP)
are supported with CES MDA on 7210 SAS-M in networide.

Configuration Examples follows:

ALA-A>config>port>tdm# el 1.1
ALA-A>config>port>tdm>el# channel-group 1
ALA-A>config>port>tdm>el>channel-group# timeslots 2
ALA-A>config>port>tdm>el>channel-group# no shutdown
ALA-A>config>port>tdm>el>channel-group#
ALA-A>config>port>tdm>el# no shutdown
ALA-A>config>port>tdm>el# channel-group 2
ALA-A>config>port>tdm>el>channel-group# timeslots 3
ALA-A>config>port>tdm>el>channel-group# no shutdown
ALA-A>config>port>tdm>el>channel-group# exit
ALA-A>config>port>tdm>el# channel-group 3
ALA-A>config>port>tdm>el>channel-group# timeslots 1 1,12
ALA-A>config>port>tdm>el>channel-group# no shutdown
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ALA-A>config>port>tdm>el1>channel-group# exit
ALA-A>config>port>tdm>el# no shutdown
ALA-A>config>port>tdm>el# exit
ALA-A>config>port>tdm# el 1.2
ALA-A>config>port>tdm>el# no shutdown
ALA-A>config>port>tdm>el1# channel-group 1
ALA-A>config>port>tdm>el1>channel-group# no shutdown
ALA-A>config>port>tdm>el>channel-group# exit
ALA-A>config>port>tdm>el1# no shutdown
ALA-A>config>port>tdm# info

ALA-A>config>port>tdm#

Services can now be applied to the configured chidmed ports.
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Configuring LAG Parameters

LAG configurations should include at least two pofther considerations include:

A maximum of four ports can be included in a LAXH. ports in the LAG must share the
same characteristics (speed, duplex, hold-timer).&the port characteristics are
inherited from the primary port.

« Autonegotiation must be disabled or set limiteddméor ports that are part of a LAG to
guarantee a specific port speed.

e Ports in a LAG must be configured as full duplex.

The following example displays LAG configurationtput:

A:ALA-A>config>lag# info detail

description "LAG2"

mac 04:68:ff:00:00:01

port 1/1/1

port 1/1/2

port 1/1/3

dynamic-cost

port-threshold 2 action down

A:ALA-A>config>lag#
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Service Management Tasks

This section discusses basic procedures of thewolg service management tasks:

« Modifying a Card Type on page 91
e Deleting a Card on page 92

e Deleting Port Parameters on page 92

To change an MDA type already provisioned for ac#ffeslot/card, first you must shut down the
slot/MDA/port configuration and then delete the MExAm the configuration. Modify and delete
operations can be performed only on the MDAs theshat auto equipped or auto provisioned.Use
the following CLI syntax to modify an MDA:

CLI Syntax:  config> port port-id
shutdown

CLI Syntax:  config> card sl ot - nunber
shutdown
[nolmda nda- nunber
[no] mda-type nda- t ype
shutdown
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Modifying a Card Type

The modify operation cannot be performed on an I€#l that is auto equipped and auto
provisioned during bootup and is fixed.

CLI Syntax:  config> port port-id
[no] shutdown

CLI Syntax:  config> card sl ot - nunmber
mda mda-number
[no] mda-type nda-type
[no] shutdown
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Deleting a Card

The delete operation cannot be performed on an ¢@i that is auto equipped and auto
provisioned during bootup and is fixed.

CLI Syntax:  config> port port-id
shutdown

CLI Syntax:  config> card sl ot - nunber
card-type card-type
mda nda- nurber
no mda-type nda-type
no shutdown

Deleting Port Parameters

Use the following CLI syntax to delete a port pgiwned for a specific card:

CLI Syntax:  config>port port-id
shutdown
noport port-id
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Card, MDA, and Port Command Reference

Command Hierarchies

Card and MDA Configuration Commands

Hardware Commands on page 94

Card Commands on page 94

Port Configuration Commands on page 95

Port Loopback Commands on page 98

Ethernet Commands on page 99

TDM Commands on page 1@applicable only for 7210 SAS-M)
LAG Commands on page 103

Ethernet Ring Commands on page 105

Show Commands on page 106

Clear Commands on page 107

Debug Commands on page 107
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Hardware Commands

config
— [no] card slot-number
— card-type card-type
MDA Commands
config

— [no] card slot-number
— [no] mda mda-slot
— mda-type mda-type
— no mda-type
— [no] shutdown
— [no] sync-e
— [no] shutdown
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Port Configuration Commands for access-uplink mode

Note: Listed below are the port configuration comafmsupported on 7210 SAS-M and 7210 SAS-T
in access-uplink mode. On 7210 SAS-M and 7210 SABETCLI context "configure> port>
access> uplink> egress" must be used for configuratwork policies.

config
— port {port-id}
— noport
— access
— egress
— [no] pool [namé
— slope-policyname
— noslope-policy
— uplink

— egress
— [no] pool [namé
— slope-policyname
— no slope-policy
— description long-description-string
— no description
— dwdm
— channelchannel
— ethernet
— network
— egress
— [no] pool [namé
— slope-policyname
— no slope-policy
— [no] shutdown
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Port-based Split Horizon Group Configuration Commands

This feature and commands are available only oi® BXS-X, 7210 SAS-M (both access-uplink and
network mode) and 7210 SAS-T.

config
— port {port-id}
— noport
— split-horizon-group group-name
— no split-horizon-group
config
— [no] lag [lag-id]
— [no] split-horizon-group group-name
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Port Configuration Commands for network mode

Note: Listed below are the port configuration comagsupported on 7210 SAS X,
and 7210 SAS-M network mode.

config

— port {port-id}

— noport
— description long-description-string
— no description
— dwdm

— channelchannel

— ethernet
— shutdown

7210 SAS M, T, and X Interface Configuration Guide P age97



Card, MDA, and Port Command Reference

Port Loopback Commands

configure
— system
— loopback-no-svc-port{ mirror | mac-swap| testhead}port-id
— no loopback-no-svc-port
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config
— [no] port {port-id}
— ethernet
— access

Command Reference

accounting-policyacct-policy-id

no accounting-policy

[no] collect-stats

egress
— qospolicy-id

no qos

[no] sap-qos-marking{enable|disable}(Supported on 7210

SAS-X only)

scheduler-modef[fc-based | sap-based] (Supported on 7210

SAS-X only)

no scheduler-mode

accounting-policyacct-policy-id

no accounting-policy

[no] collect-stats

gospolicy-id (supported only on 7210 SAS-M and 7210 SAS-
T

no gos

gueue-policyname

— no queue-policy

— autonegotiate[limited]
— [no] autonegotiate

— dotlx

[no] tunneling

max-auth-req max-auth-request
port-control {auto | force-auth | force-unauth}
quiet-period seconds

[no] radius-plcy name
re-auth-period seconds

[no] re-authentication
server-timeoutseconds

no server-timeout
supplicant-timeout seconds

no supplicant-timeout
transmit-period seconds

no transmit-period

— down-when-looped

keep-alivetimer

no keep-alive
retry-timeout timer
no retry-timeout
[no] shutdown

— duplex {full | half}

— efm-oam
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[no] accept-remote-loopback

mode{active | passivé

[no] shutdown

[no] transmit-interval interval [multiplier multiplier]
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— [nq] tunneling
— egress-rate
— noegress-rate
— egress-scheduler-policyport-scheduler-policy-nam@pplicable only to 7210
SAS-M and 7210 SAS-T)
— noegress-scheduler-policy
— encap-type{dotlq| null | ging}
— noencap-type
— hold-time {[ up hold-timeup] [down hold-timedown][ second$centisecondf
— no hold-time
— [no] lacp-tunnel
— lldp
— [no] tunnel-nearest-bridge-dest-mac
— dest-mac{nearest-bridge| nearest-non-tpmr | nearest-custome}
— admin-status{rx |tx | tx-rx | disabled}
— [no] notification
— tx-mgmt-address[systen]j
— notx-mgmt-address
— tx-tlvs [port-desd [sys-namé [sys-dest[sys-cap
— notx-tlvs
— no loopback {internal} [service svc-idsapsap-idsrc-mac SAdst-macDA]
— macieee-address
— nomac
— mode{access [uplink]| network]| hybrid}
— nomode
— mtu mtu-bytes
— nomtu
— network
— accounting-policypolicy-id
— no accounting-policy
— [no] collect-stats
— nopoe
— poe[plus]
— no port-clock (supported only on 7210 SAS-T devices)
— port-clock {master|slave|automatic}
— qospolicy-id
— noqos
— (queue-policyname
— no queue-policy
— (qing-etype 0x0600..0xffff
— [no] report-alarm [signal-fail] [remote] [local] (7210 SAS- M, T and X. Only
for 10 G ports.)
— speed{10] 100 | 1009
— ssm
— [no] shutdown
— code-typesonet | sdh
— [no] tx-dus
— [no] shutdown
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TDM Commands

Note: TDM commands are applicable only for 7210 S\A8etwork mode.

config
— [no] port {port-id}
— tdm
— buildout short
— [no] ds1
— [no] channel-group channel-group
— [no] description long description-string
— [no] encap-type{cem}
— idle-cycle-flag{flags| oneg
— noidle-cycle-flag
— idle-payload-fill {all-oneg
— idle-payload-fill pattern pattern
— noidle-payload-fill
— idle-signal-fill {all-oneg
— idle-signal-fill pattern pattern
— noidle-signal-fill
— [no] mode{acces}
— [no] shutdown
— timeslotstimeslots
— notimeslots
— clock-source{loop-timed | node-timed | adaptive}
— framing (DS-1) {esf| sf | ds1-unframed
— loopback{line |internal| fdl-ansi | fdl-bellcore | payload-ans}
— noloopback
— [no] remote-loop-respond
— [no] report-alarm [ais] [los] [oof] [rai] [looped]
— [no] shutdown
— signal-mode{cag
— [no] el[el-id
— [no] channel-group channel-group-id
— description long description-string
— nodescription
— [no] encap-type{cem}
— idle-payload-fill {all-oneg
— idle-payload-fill pattern pattern
— noidle-payload-fill
— idle-signal-fill {all-oneg
— idle-signal-fill pattern pattern
— noidle-signal-fill
— [no] mode{acces}
— [no] shutdown
— timeslotstimeslots
— notimeslots
— clock-source{loop-timed | node-timed | adaptive}
— framing (E-1) {no-crc-g704| g704| el-unframed
— loopback{line | internal}
— noloopback
— [no] report-alarm [ais] [los] [oof] [rai] [looped]
— [no] shutdown
— nosignal-mode{cag
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— Ibo [0dB |-7.5dB|-15.0dB| -22.5dH
— length {133]266| 399|533 | 655
— line-impedance{Impedance in ohrjs
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LAG Commands

config
— [n0] lag [lag-id]

— description long-description-string
— no description
— [no] dynamic-cost
— encap-type{dotlq | null | ginq}
— noencap-type
— hold-time down hold-down-time
— no hold-time
— lacp [modé [administrative-key admin-key
— lacp-xmit-interval {slow| fast}
— no lacp-xmit-interval
— [no] lacp-xmit-stdby
— macieee-address
— nomac
— mode
— nomode
— port port-id [port-id ...up to 164 total] priority priority] [sub-group sub-group-idl
— no port port-id [port-id ...up to 164 total]
— port-threshold value[action { dynamic-cost| down}]
— selection-criteria [highest-count| highest-weighi [slave-to-partner]
— no selection-criteria
— [no] shutdown

config
— redundancy
— multi-chassis

— [no] peerip-addresqcreate]
— authentication-key [authentication-keyhash-key[hash | hash2]
— no authentication-key
— description description-string
— no description

— [no] mc-lag
— hold-on-neighbor-failure multiplier
— no hold-on-neighbor-failure
— keep-alive-intervalinterval
— no keep-alive-interval
— lag lag-id lacp-key admin-keysystem-id system-id [remote-lag

remote-lag-id system-priority system-priority

— nolag lag-id
— [no] shutdown

— peer-name

— no peer-name

— [no] shutdown

— source-addresdp-address

— nosource-address

— [no] sync
— [no] igmp-snooping
— port [port-id | lag-id] [sync-tagsync-tad [create]
— no port [port-id | lag-id]
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— range encap-ranggsync-tagsync-tag
— norange encap-range
— [no] shutdown
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Ethernet Ring Commands

config
— eth-ring ring-id
— no eth-ring
— description description-string
— no description
— guard-time time
— revert-time time
— ccm-hold-time {down down-timeouf up up-timeou}
— compatible-versionversion
— [no] rpl-node {owner | nbr}
— node-id mac
— [no] sub-ring {virtual-link |non-virtual-link }
— [n0] interconnect{ring-id ring-id | vpls}
— [no] propagate-topology-change
— path{a|b}[{ port-id | lag-id } raps-tag qtad.qtad ]
— description description-string
— [no] rpl-end
— eth-cfm
— [no] mep mep-iddomain md-indexassociationma-index
— [no] ccm-enable
— [no] ccm-ltm-priority priority
— [no] control-mep
— control-sap-tagtag-range(Supported only on 7210 SAS-X)
— [no] description description-string
— [no] eth-test-enable
— [no] test-pattern{all-zeros| all-oneg [ crc-enabld
— bit-error-threshold bit-errors
— low-priority-defect {allDef|lmacRemErrXcon|remErrX-
conlerrXcon|xcon|noXcon}
— mac-addressmac-address
— one-way-delay-thresholdseconds
— [no] shutdown
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Show Commands

show
— chassigenvironment] [power-supply]
— card [slot-numbe} [detall]
— card state
— pools<mda-id/port]> [<access-app¥<pool-name>]|
— pools<mda-id/port]> [<network-app> [<pool-name>]|
— lag[lag-id] [detail] [statisticq
— laglag-id associations
— port port-id [detail]
— port port-id description
— port port-id associations
— port port-id dot1x [detail]
— port port-id ethernet[efm-oam| detail]
— port [A1] [detall] [statistics] [description]
— port port-id acr [detail] (Not supported on 7210 SAS-X)
— lldp [nearest-bridge| nearest-non-tpmr | nearest-custome} [remote-info] [detail]
— poe[detail]
— redundancy
— multi-chassisall
— mc-lag peerip-addresqlag lag-id]
— mc-lag[peerip-addresqlag lag-id]] statistics
— syncpeer [ip-addresq
— syncpeer [ip-addresq detalil
— syncpeer [ip-addresg statistics
— system
— internal-loopback-ports [detail]
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Monitor Commands

Monitor
— port port-id [port-id...(up to 5 max)]ipterval secondl[repeatrepeat [absolute|rate] [multiclass]

Clear Commands

clear
— laglag-id statistics
— mda mda-id[statisticq
— port port-id statistics

Debug Commands

debug
— lag[lag-id lag-id port port-id] [all]
— lag[lag-id lag-id port port-id] [sm] [pkt] [cfg] [red] [lom-upd] [port-state] [timers] [sel-logid [mCc]
[mc-pkt]
— nolag [lag-id lag-id]
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Configuration Commands

e Generic Commands on page 110

« MDA Commands on page 113

« Interface QoS Commands on page 115
* General Port Commands on page 121

« Ethernet Port Commands on page 129
e 802.1x Port Commands on page 142

e Port Commands on page 150

« TDM Commands on page 152

¢ LAG Commands on page 161

» Ethernet Ring Commands on page 167
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Generic Commands

description

Syntax description long description-string
no description

Context config>port
config>lag
config>port>tdm>el>channel-group
config>port>tdm>ds1>channel-group

Description This command creates a text description for a goméition context to help identify the content ie th
configuration file.

Theno form of this command removes any description gtfiom the context.
Default No description is associated with the configurationtext.

Parameters long-description-string —Fhe description character string. Strings can beouB0 characters long
composed of printable, 7-bit ASCII charactersh# string contains special characters (#, $, spaces
etc.), the entire string must be enclosed withinlde quotes.

shutdown

Syntax [no] shutdown

Context config>card
config>card>mda
config>port
config>port>ethernet
config>lag
config>port>ethernet>efm-oam
config>port>tdm>ds1>channel-group
config>port>tdm>el>channel-group
config>port>ethernet>ssm

Description This command administratively disables an entithew disabled, an entity does not change, reset, or
remove any configuration settings or statistics.

The operational state of the entity is disabledaltas the operational state of any entities darthwithin.
Theno form of this command administratively enables atitgn

card — The default state for a cardris shutdown

mda — The default state for a mdaris shutdown.

lag — The default state for a Link Aggregation Group (LASshutdown.
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port — The default state for a portssutdown.
path — The default state for a SONET/SDH patlshaitdown.

card

Syntax  card slot-number
Context config

Description This mandatory command enables access to the stwssli Input/Output Module (IOM), slot, and MDA
CLI context.

Theno form of this command cannot be used on fixed 10d ®IDA cards that are auto equipped and auto
provisioned.

Default The IOM card is equipped and provisioned for slot 1

Parameters slot-number —The slot number of the card in the chassis.

card-type

Syntax card-type card-type
Context config>card

Description This mandatory command adds a to the device cariigun for the slot. The card type can be
preprovisioned, meaning that the card does not teebd installed in the chassis.

A card must be provisioned before an MDA or port ba configured.

A card can only be provisioned in a slot that isargt, meaning no other card can be provisioned
(configured) for that particular slot.

A card can only be provisioned in a slot if thedcape is allowed in the slot. An error messaggeiserated
if an attempt is made to provision a card type ihaibt allowed.

A high severity alarm is raised if an administrativenabled card is removed from the chassis. Tarends
cleared when the correct card type is installettherconfiguration is modified. A low severity trapissued
when a card is removed that is administrativelallisd.

An appropriate alarm is raised if a partial or cbetgcard failure is detected. The alarm is clearkdn the
error condition ceases.

Theno form of this command cannot be used as the 10M afixed.
Default The IOM card is equipped and preprovisioned fot §lo

Parameters card-type —The type of card to be configured and installethat slot.
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MDA Commands

mda
Syntax
Context
Description

Default

Parameters

mda-type

Syntax

Context

Description

Default

Parameters

mda mda-slot
no mda mda-slot

config>card
This mandatory command enables access to a cafis GLI context to configure MDAs.
No MDA slots are configured by default.

mda-slot —The MDA slot number to be configured. Fixed pontstioe panel of the chassis belong to MDA
1.

Cards inserted in expansion slots are numbered 2.

Values 1,2

mda-type mda-type
no mda-type

config>card>mda

This mandatory command provisions a specific MDpetyo the device configuration for the slot. The
MDA can be preprovisioned but an MDA must be primried before ports can be configured. Ports can be
configured once the MDA is properly provisioned.

7210 SAS-M (all variants of the platform) and 728A8S-X platform supports a fixed MDA. The fixed
MDA (addressed as mda 1) is auto-equipped and@atdgsioned on bootup. It cannot be deleted. Aorerr
message is shown in case the no form of commaperisrmed on fixed MDAs.

All 7210 SAS-M platform variants supports an expanslot which can accept supported MDA types. The
MDA in the expansion slot is addressed as mda @rdJnust use this command to configure the MDA slot
appropriately based on the supported MDA cards ey to use. To modify an MDA slot, shut down all
port associations. An alarm is raised if partiatomplete MDA failure is detected. The alarm isacésl

when the error condition ceases.

NOTE: 7210 SAS-X does not support any expansion kldoes not support use of this command.

The no form of this command deletes the MDA from tlonfiguration. The MDA must be administratively
shut down before it can be deleted from the conéfition.

MDA 1 is auto-equipped and auto-provisioned by difduring bootup.
mda-type —The type of MDA selected for the slot postion.
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Values m2-xfp (only for 7210 SAS-M)
m4-dsl1-ces (only for 7210 SAS-M)

sync-e

Syntax [no] sync-e
Context config>card>mda

Description This command enables Synchronous Ethernet on trertigt ports that support Synchronous Ethernet.
When Synchronous Ethernet is enabled, the timifagimation is derived from the Ethernet ports.

Synchronous Ethernet is supported for both Ethe3R€t ports and fixed copper ports. It is highly
recommended to use copper port only for distributbsynchronous ethernet and not as a reference.

Refer to the 7210 SAS Basic System Configuratiom&€or more information on Synchronous Ethernet.

Default  no sync-e
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Interface QoS Commands

access

Syntax
Context

Description

network

Syntax
Context

Description

uplink

Syntax
Context

Description

egress

Syntax

Context

Description

7210 SAS M, T, and X Interface Configuration Guide

access
config>port

This command enables the access context to corfigness and ingress pool policy parameters.

network
config>port

This command enables the network context to cordiggress and ingress pool policy parameters.

uplink
config>port>access

This command enables the context to configure aqeesl parameters.

egress

config>port>access
config>port>network
config>port>uplink

This command enables the context to configure sedraffer pool parameters which define the percentag
of the pool buffers that are used for CBS calcataiand specify the slope policy that is configurethe
config>qos>slope-policycontext.
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ingress
Syntax ingress
Context config>port>access
Description This command enables the context to configure Bgybaiffer pool parameters which define the percenta
of the pool buffers that are used for CBS calcataiand specify the slope policy that is configurethe
config>qos>slope-policycontext.
pool
Syntax [no] pool [name]
Context config>port>access>egress
config>port>access>ingress
config>port>network>egress
config>port>network>ingress
config>port>access>uplink>egress
Description This command configures pool policies.
On the MDA level, access and network egress anesadogress pools are only allocated on channelized
MDAs. On the MDA level, access and network egregsaccess ingress pools are only allocated on
channelized MDAs. Network ingress pools are alledain the MDA level for non-channelized MDAs.
Default default
Parameters name —Specifies the pool name, a string up to 32 chamsd@g composed of printable, 7-bit ASCII
characters. If the string contains special charagte $, spaces, etc.), the entire string musizdosed
within double quotes.
slope-policy
Syntax  slope-policy name
no slope-policy
Context config>port>access>egress>pool
config>port>access>uplink>pool
config>port>network>egress
Description This command specifies an existing slope policyohtdefines high and low priority RED slope parangte
and the time average factor. The policy is defimethe config>qos>slope-policycontext.
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Syntax

Context
Description

Parameters

Interface Configuration

Note: This command is supported only on 7210 SASAd 7210 SAS-T.

gos policy-id
no gos

config>port>ethernet>access>egress

This command associates a QoS policy to the port.

policy-id —Specifies an existing QoS policy to be assignetiéqort.
Values 1 — 65535

sap-qos-marking

Syntax

Context

Description

Note: This command is supported only on 7210 SAS X.

sap-gos-marking { enable | disable }
no sap-gos-marking

config>port>ethernet>access>egress

This command allows the user to enable and digadtebased egress marking for all the SAPs condigur
on an access port and hybrid port.

For SAPs configured on access ports and hybricsortl associated with an L2 VPN service (example,
VPLS, Epipe or PBB I-VPLS or PBB Epipe) user hagption to enable either per SAP marking or pet por
marking. For SAPs configured on access ports abddhyports, associated with an L3 VPRN service only
port based marking is available for use. For PBBARs configured in B-VPLS service only port based
marking is available for use.

When enabled on access ports, the system useasltles\defined in the remark policy attached tcetteess
port (remark policy is defined in the access-egpsdiey and associated with a port using the comanan
config>port>ethernet>access>egress>qod).

When enabled on hybrid ports, the system usesdlues defined in the remark policy attached tdwteid
port (remark policy is defined in the network qadigy of type 'port' and associated with the hylpait
using the commandonfig>port>ethernet>network>egress>qosd).

User can enable only dotlp marking, by attachingnaark policy of remark-type 'dotlp' or ‘dotlp-ksgp-
shared'. Similarly only DSCP marking can be usgdjse of remark policy of remark-type 'dscp'. If a
remark policy of remark-type 'dotlp-dscp' is in bs¢h Dotlp and DSCP values will be marked.

The tables below lists the marking behavior by éinglthis command and disabling the command.

Table 14: Default values for sap-qos-marking in acc  ess and hybrid port modes

7210 SAS M, T, and X Interface Configuration Guide P age 117



Interface QoS Commands

Mode Default values
Access Mode sap-qos-marking is enabled
Hybrid Mode sap-gos-marking is disabled
Network Mode CLI not available for use

Table 15: Sap-gos-marking default value when port m  ode is changed

Initial port New port mode New value of sap-gos-mark-
ing
Access Network No change
Hybrid Sap-qos-marking is disabled
Network Access No change
Hybrid Sap-qos-marking is disabled
Hybrid Network Sap-qos-marking is enabled
Access Sap-qos-marking is enabled

Table 16: Marking behavior on access port and hybri  d ports based on sap-qos-marking
value

Ports sap-gos-marking value Marking behavior

Access Ports Sap-qos-marking is enabled Sap-egréesyg jpaused for
remarking traffic sent out of
SAPs associated with L2 ser-
vices.

No remarking of traffic sent out
of SAPs associated with L3 ser-
vices and B-saps configured in
PBB B-VPLS service.

Sap-qos-marking is disabled Access-egress poliagesl for
remarking for all the traffic,
includes SAPs configured on the
access ports and associated with
L2 VPN services, L3 services,
and PBB B-SAPS..
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Ports sap-gos-marking value Marking behavior

Hybrid Ports Sap-gos-marking is enabled Sap-egralgsyps used for
remarking traffic sent out of
SAP configured in L2 services.

No remarking of traffic sent out
of SAPs configured in L3 ser-
vices, B-SAPs configured in
PBB B-VPLS service, and net-
work IP interface (that is, IP and
MPLS traffic sent out of network
IP interface).

Sap-gqos-marking is disabled Network port policused for
remarking for all the traffic,
includes traffic sent out of SAPs
configured in L2 services, SAPs
configured in L3 services, B-
SAPs configured in PBB B-
VPLS service, and network IP
interface (that is, IP and MPLS
traffic sent out of network IP
interface). For MPLS traffic, the
only Dot1p bits are marked.

NOTE: Packets belonging to SAPs configured in a L2iserwill also have their DSCP values marked
when remarking is enabled on a port. Hence, #é®mmended to use only dotlp marking, when SAPs
belonging to both L3 VPN service and L2 VPN senace configured on the port.

Default Refer toDefault values for sap-qos-marking in access armlitiyport modes on page 11at more
information.

Parameters enable —Keyword used to enable port based marking for APS&on an access port and hybrid port.

disable —Keyword used to disable port based marking foSalPs on an access port and hybrid port.

scheduler-mode

Note: This command is supported only on 7210 SAS-X.

Syntax  scheduler-mode <fc-based | sap-based >
no scheduler-mode

Context config>port>ethernet>access>egress

Description This command is used to specify the mode of thessegress port scheduler. It operates in thexfimitp
two modes :

« fc-based

 sap-based
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Default

Page 120

In the "fc-based" mode the priority of all egresgages across all SAPs are considered to deterhenseixt
gueue to be scheduled.

In the "sap-based" mode the scheduler uses rourd-scheduling mechanism to schedule each of the
SAPs configured on a port. The scheduler consithergriority of all the egress queues in a SAP to
determine the next queue to be scheduled.

To use the SAP egreaggregate-rate-limit command the port scheduler mode must be setgdased'
using this command. For more information ondlygregate-rate-limitcommand, see 7210 SAS-X
Services guide.

fc-based
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General Port Commands

port
Syntax port port-id
no port port-id
Context config
Description This command enables access to the context togrorfports. Before a port can be configured, tlessis
slot must be provisioned with a valid card type #r&el MDA parameter must be provisioned with a valid
MDA type. (Seecard andmda commands.)
Default No ports are configured. All ports must be expljcttonfigured and enabled.
Parameters port-id —Specifies the physical port ID in tiséot/mda/portformat.
dwdm
Syntax  dwdm
Context config>port
Description This command configures the Dense Wavelength @imisiultiplexing (DWDM) parameters.
channel
Syntax  channel channel
Context config>port>dwdm
Description This command configures the Dense Wavelength @imisiultiplexing (DWDM) ITU channel at which a
tunable MDA optical interface will be configuredaperate. It is expressed in a form that is derivech
the laser's operational frequency. For example4lBBHz corresponds to DWDM ITU channel 34 in the
100 GHz grid and 193.45 THz corresponds to DWDM dRannel 345 in the 50 GHz grid.Provisioning
rules:The provisioned MDA type must have DWDM tuleadiptics (m1-10gb-dwdm-tun)
The 'dwdm channel' must set to a non zero valuerbdhe port is set to 'no shutdown'
The port must be 'shutdown' before changing thena\ekannel.
The port must be a physical port to set the dwdanobl
Parameters channel —Specifies the channel.
Values 0, 17-61, 175-605]
where: 17-61 is used for 100GHz channels
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175, 185 — 605 is used for 50GHz channels
0 only valid on disabled (shutdown) ports

egress-scheduler-policy

Syntax

Context

Description

Parameters

mode

Syntax

Context
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egress-scheduler-policy  port-scheduler-policy-name
no egress-scheduler-policy

config>port>ethernet

Note: This command iapplicable only to 7210 SAS-M and 7210 SAS-T
This command enables the provisioning of an exggtiort-scheduler-policy to a port or channel.

The default scheduling done for a port is strittestuling. When a port-scheduler-policy is appliedhe
port, the scheduling behavior changes to the oaeifspd in the policy (Strict, RR, WRR, WDRR, WRR/
WDRR + Strict).

Theno form of the command removes the policy from theg pad makes the scheduling scheme of the port
to strict.

The egress-scheduler-override node allows for diimition of the scheduler overrides for a speqifiot or
channel.

When a port scheduler is active on a port or chaaliequeues and intermediate service scheduleth®
port are subject to receiving bandwidth from thieestuler. Any queues or schedulers with port-parent
associations are mapped to the appropriate partityrievels based on the port-parent command
parameters. Any queues or schedulers that do netdaort-parent or valid intermediate scheduleepia
defined are treated as orphaned and are handled bashe port scheduler policies default or explic
orphan behavior.

The port scheduler maximum rate and priority leaéd parameters may be overridden to allow unique
values separate from the port-scheduler-policy-nattaehed to the port or channel. Usedbgess-
scheduler-overridecommand to specify the port or channel specifieedaling parameters.

The command used to associate an egress schedlibgrgn the port is overloaded for HSMDA. HSMDA
policies should be associated with HSMDA ports.

Theno form of this command removes a port schedulercgdtiom an egress port or channel. Once the
scheduler policy is removed, all orphaned queudssahedulers revert to a free running state godeongy
by the local queue or scheduler parameters. Thiades any queues or schedulers with a port-parent
association.

port-scheduler-policy-name -Specifies an existing port-scheduler-policy confeglin theconfig>qos
context.

mode {access [uplink] | network | hybrid }
no mode

config>port>ethernet
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config>lag

Description Access An accesort is used for customer facing traffic on wheghrvices are configured. A Service
Access Point (SAP) can only be configured on aeseport. When a port is configured for access mode
the appropriatencap-typemust be specified to distinguish the services empitrt. Once an Ethernet port
has been configured for access mode, multiple aes\déan be configured on the Ethernet port.

Access-uplink Access-uplink ports are used to provide nativeeEtet connectivity in service provider
transport or infrastructure network. This can blei@ged by configuring port mode as access uplinith\W
this option, the encap-type can be configured tg qimq. Access-uplink SAPs, which are QinQ SARs) c
only be configured on an access uplink port tovallioe operator to differentiate multiple servicesnig
carried over a single access uplink port. It ispsufed only on 7210 SAS-M and 7210 SAS-T configured
access-uplink mode.

Network: A network port participates in the service praritransport or infrastructure network when a
network mode is selected. When the network opsaronfigured, the encap-type can be configured to
either null or dotlq.

Hybrid : A hybrid Ethernet port allows the combinationneftwork and access modes of operation on a per-
VLAN basis and must be configured as either dot1lQioQ encapsulation. When the hybrid port is
configured to the dotlq encapsulation, the usefigores a SAP inside a service by providing the SBP
which must include the port-id value of the hybmdde port and an unused VLAN tag value. The foimat
<port-id>:qtagl. A SAP of format <port-id>:* is alsupported. The user configures a network IP fiater
under config>router>interface>port by providing fha@t name which consists of the port-id of therigb
mode port and an unused VLAN tag value. The foima&portid>:qtagl.

The user must explicitly enter a valid value faagft. The <port-id>:* value is not supported on awvoek
IP interface. The 4096 VLAN tag space on the mahared among VLAN SAPs and VLAN network IP
interfaces. When the hybrid port is configured in@encapsulation, the user configures a SAP inside
service simply by providing the SAP ID which mustlude the port-id value of the hybrid mode pord an
the outer and inner VLAN tag values.

The format is <port-id>:qtagl.qtag2. A SAP of fotraport-id>: gtagl.* is also supported. The outer
VLAN tag value must not have been used to creal® aretwork interface on this port. In additiong th
gtagl.qtag2 value combination must not have beed g another SAP on this port. The user configares
network IP interface under config>router>interfagert by providing the port name which consistshaf t
port-id of the hybrid mode port and a VLAN tag valThe format is <portid>:qtagl.*. An outer VLANgta
gtag2 of * is used to create an IP network intexfd addition, the qtagl.qtag2 value combinatiarsinmot
have been used on another SAP or IP network imeida this port.

Theno form of this command restores the default.
Default network
Parameters network — Configures the Ethernet port as service access.
access —Configures the Ethernet port for transport netwask.
access uplink —Configures the Ethernet port for transport accgdiskiuse.

hybrid — Configures the Ethernet port for hybrid use.
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mac

Syntax

Context

Description

Default

Parameters

mtu

Syntax

Context

Description

Default
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mac ieee-address
no mac

config>port>ethernet
config>lag
config>eth-tunnel

This command assigns a specific MAC address totherket port, Link Aggregation Group (LAG),
Ethernet tunnel.

Only one MAC address can be assigned to a portrvithétiplemac commands are entered, the last
command overwrites the previous command. Whendhetand is issued while the port is operational, IP
will issue an ARP, if appropriate, and BPDU'’s agatswith the new MAC address.

Theno form of this command returns the MAC address &défault value.
A default MAC address is assigned by the system filte chassis MAC address pool.

ieee-address -Specifies the 48-bit MAC address in the form aacbiotd:ee:ff or aa-bb-cc-dd-ee-ff where
aa, bb, cc, dd, ee and ff are hexadecimal numBéesved values are any non-broadcast, non-multicast
MAC and non-IEEE reserved MAC addresses.

mtu mtu-bytes
no mtu

config>port>ethernet

This command configures the maximum payload MT\@ & an Ethernet port port. The Ethernet port
level MTU parameter indirectly defines the largaisysical packet the port can transmit or the fat-en
Ethernet port can receive. Packets received ldhgerthe MTU will be discarded. Packets that catweot
fragmented at egress and exceed the MTU are destard

The value specified for the MTU includes the destton MAC address, source MAC address, the Ethertyp
or Length field and the complete Ethernet payldds MTU value does not include the preamble, start
frame delimiter or the trailing CRC.

Theno form of this command restores the default values.

The default MTU value depends on the (sub-)porttypode and encapsulation and are listed in the
following table:

Type Mode Encap Type Default
(Bytes)
10/100, Gig, or 10GigE Access null 1514
10/100, Gig, or 10GigE Access dotlq 1518
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Type Mode Encap Type Default
(Bytes)
10/100, Gig, or 10GigE Access g-in-q 1522
10/100 or 100FX Ethernet Network null 1514
10/100 or 100FX Ethernet Network dotlq 1518

Parameters mtu-bytes —Sets the maximum allowable size of the MTU, exprdsss an integer.

Values 512 — 9212

Range
config>port>ethernet 512 — 9212
gueue-policy
Syntax gueue-policy name
no queue-policy
Context config>card>mda>network>ingress
config>port>sonet-sdh>path>network
Description This command specifies the network-queue policyciitiefines queue parameters such as CBS, high

priority only burst size, MBS, CIR and PIR rates yveell as forwarding-class to queue mappings. The
network-queue policy is defined in thenfig>gos>network-queuecontext.

Default default

Parameters name —Specifies an exisiting network-queue policy name.
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Port Loopback Commands

loopback-no-svc-port

Syntax
Context

Description

Default
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[ no ] loopback-no-svc-port  {mirror | mac-swap | testhead} port-id
config>system

This command specifies the port to assign for systee when using port loopback with mac-swap OAM
tool or for the mirroring OAM tool or for the testhd application. The system utilizes the resoun€éise
port and the port is not available for configursegvices.

The user cannot share a single port between besie ttools/applications, if they intend to use tudst
simultaneously. The system displays an error ifggr tries to configure the same port for use witttiple
OAM tools OR if the user tries to use the tool withfirst configuring the port resources to be usgdhe
tool.

The user will have to execute the command multiptes, once for each OAM tool with a different plidt
if they intend to use these tools simultaneouskarfple: user can dedicate two ports for use, byutikeg
the command loopback-no-svc-port mirror 1/1/1 fee with mirroring, followed by execution of the
command loopback-no-svc-port mac-swap 1/1/2 agaimac-swap OAM tool.

OR

The user can dedicate two ports for use, by exagtitie command loopback-no-svc-port testhead f61/1

use with testhead, followed by execution of the w@nd loopback-no-svc-port mac-swap 1/1/2 again, for

mac-swap OAM tool. For more information, see thetfpkm specific note at the end of this CLI destioip.

The system verifies if any services are configurdhe port specified with this command and if gy
are configured the command fails.

The no form of the command disables the use ofpihitby the specified OAM tool.
NOTE:

* On 7210 SAS-X, this command must be used to dedl@amany front-panel ports as necessary, if they
intend to use all the OAM tools simultaneously. Aximum of up to 3 front-panel ports is needed when

all the OAM tools are used simultaneously.
* On 7210 SAS-M 24F 2XFP (ETR and non-ETR varianisgr can use one of the ports configured

under the BOF parameter no-service-ports, for ueeither mac-swap or mirroring or testhead OAM
tool. If user intends to use the OAM tools simudtansly, then additional front-panel ports needdo b
configured for use with one of the tools.

On 7210 SAS-M 24F, user can use the internal Pare5 for use with either mac-swap or mirroring
OAM tool. If user intends to use the OAM tools sitaneously, then additional front-panel ports need
to be configured for use with one of the tools.

On 7210 SAS-T, user can use the 2 available iatgrorts (that is, port 1/1/27 and 1/1/28) for usth
either mac-swap or mirroring or testhead OAM tdfaliser intends to use all the OAM tools simultane-
ously, then additional front-panel ports need tateafigured for use with one of the tools.

None
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Parameters port-id —Specifies the physical port ID in the slot/mda/dormat.

mac-swap —Specifies the port specified by the port-id is datéd for use by the port loopback with mac-
swap application/OAM tool.

mirror — Specifies the port specified by the port-id is datikd for use by the mirroring application/lOAM

tool.
testhead —Specifies the port specified by the port-id dediddbr use by the Testhead application or the

OAM tool.
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Ethernet Port Commands

ethernet

Syntax
Context

Description

mode

Syntax

Context

Description

Default

Parameters

ethernet
config>port

This command enables access to the context togroefiEthernet port attributes.

This context can only be used when configuring Egisernet, gigabit, or 10Gig Ethernet LAN portsamm
appropriate MDA.

mode {access | network}
no mode

config>port>ethernet
config>port>tdm>ds1>channel-group
config>port>tdm>el>channel-group

This command configures an Ethernet port for agaestsvork, or hybrid mode of operation. It also
configures a TDM channel or SONET/SDH path (suljdor access or network mode operation.

An access port or channel is used for customendgttaffic on which services are configured. A Segv
Access Point (SAP) can only be configured on arssport or channel. When a port is configured for
access mode, the appropriate encap-type must bd#isgé¢o distinguish the services on the port GNET
path. Once an Ethernet port, a TDM channel or a EDphath has been configured for access mode,
multiple services can be configured on the Ethepoet, a TDM channel or SONET path. Note that ATM,
Frame Relay, and cHDLC port parameters can onlgonéigured in the access mode.

A network port or channel participates in the seg\provider transport or infrastructure network wiae
network mode is selected. When the network opsaronfigured, the encap-type cannot be configuoed f
the port/channel.

When network mode is selected on a SONET/SDH pla¢happropriate control protocols are activated
when the need arises. For example, configuringPanterface on the SONET path activates IPCP vthée
removal of the IP interface causes the IPCP tebwved. The same applies for MPLS, MPLSCP, and
OSICP. When configuring a SONET/SDH port, the modemand must be entered in the channel context
or an error message is generated.

Theno form of this command restores the default.

network — for Ethernet ports

access — for TDM channel or SONET paths

access —Configures the Ethernet port, TDM channel or SON&Th as service access.

network — Configures the Ethernet port, TDM channel or SON&Th for transport network use.
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access
Syntax access
Context config>port>ethernet
Description This command configures Ethernet access port paease
egress
Syntax egress
Context config>port>ethernet>access
Description This command configures Ethernet access egrespa@meters.
ingress
Syntax ingress
Context config>port>ethernet>access
Description This command configures Ethernet access ingresppmameters.
autonegotiate
Syntax autonegotiate [limited ]
[no] autonegotiate
Context config>port>ethernet
Description This command enables speed and duplex autonegatiati Fast Ethernet ports and enables far-end fault
indicator support on gigabit ports.
There are three possible settings for autonegotiati
« “on” or enabled with full port capabilities advised
« “off” or disabled where there are no autonegadiathdvertisements
« “limited” where a single speed/duplex is advedise
When autonegotiation is enabled on a port, thedittémpts to automatically negotiate the link speed
duplex parameters. If autonegotiation is enablegl configured duplex and speed parameters aredgnor
When autonegotiation is disabled on a port, thé¢ gaes not attempt to autonegotiate and will omdgrate
at thespeedandduplex settings configured for the port. Note that disaphutonegotiation on gigabit ports
is not allowed as the IEEE 802.3 specificationdigrabit Ethernet requires autonegotiation be ernbfue
far end fault indication.
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If the autonegotiatelimited keyword option is specified the port will autonégfe but will only advertise a
specific speed and duplex. The speed and duplextisrd are thepeedandduplex settings configured
for the port. One use for limited mode is for mapeed gigabit ports to force gigabit operation hil
keeping autonegotiation enabled for compliance V&tBE 801.3.

7210 SAS requires that autonegotiation be disadiéidnited for ports in a Link Aggregation Group to
guarantee a specific port speed.

Theno form of this command disables autonegotiationhis port.
Default autonegotiate

Parameters limited — The Ethernet interface will automatically negotiéi& parameters with the far end, but will only
advertise the speed and duplex mode specifiedéthernespeedandduplex commands.

duplex

Syntax duplex {full | half}
Context config>port>ethernet

Description This command configures the duplex of a Fast E@itgrart when autonegotiation is disabled.

This configuration command allows for the configioa of the duplex mode of a Fast Ethernet porthéf
port is configured to autonegotiate this paramistégnored.

Default full

Parameters full — Sets the link to full duplex mode.

half — Sets the link to half duplex mode.

efm-oam

Syntax  efm-oam
Context config>port>ethernet

Description This command configures EFM-OAM attributes.

accept-remote-loopback

Syntax [no] accept-remote-loopback
Context config>port>ethernet>efm-oam

Description This command enables reactions to loopback co@d PDUs from peers.
Theno form of this command disables reactions to looglmmtrol OAM PDUs.

Default no accept-remote-loopback
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mode

Syntax
Context

Description

Default

Parameters

mode {active | passive }
config>port>ethernet>efm-oam

This command configures the mode of OAM operatamtliis Ethernet port. These two modes differ it th
active mode causes the port to continually seneéfmtoam info PDUs while passive mode waits for the
peer to initiate the negotiation process. A pasgiode port cannot initiate monitoring activitesds as
loopback) with the peer.

active

active —Provides capability to initiate negotiation and ritaring activities.

passive —Relies on peer to initiate negotiation and monitgractivities.

transmit-interval

Syntax

Context
Description

Default

Parameters

tunneling

Syntax
Context

Description

Default
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[no] transmit-interval interval [multiplier multiplier]
config>port>ethernet>efm-oam

This command configures the transmit interval ofMDRDUSs.
transmit-interval 10 multiplier 5

interval —Specifies the transmit interval.

1 — 600 (in 100 milliseconds)

multiplier multiplier — Specifies the multiplier for transmit-interval tetdocal link down timer.
2—5

Values

Values

[no] tunneling
config>port>ethernet>efm-oam

This command enables EFM OAM PDU tunneling. Enaplimneling will allow a port mode Epipe SAP to
pass OAM frames through the pipe to the far end.

Theno form of the command disables tunneling.

no tunneling
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egress-rate

Syntax egress-rate
no egress-rate

Context config>port>ethernet

Description This command configures the rate of traffic leaving network.

Theno form of this command returns the value to the dkfa

Default no egress-rate

encap-type

Syntax encap-type {dotlq | null|ginqg}
no encap-type

Context config>port>ethernet

Description This command configures the encapsulation methed tesdistinguish customer traffic on an Ethernet
access port, or different VLANSs on a network port.

Theno form of this command restores the default.
Default null

Parameters dotlg — Ingress frames carry 802.1Q tags where each tagisga different service.

null — Ingress frames will not use any tags to delineatergice. As a result, only one service can be
configured on a port with a null encapsulation type

ging — This encapsulation type is specified for QinQ asc®APs.

hold-time

Syntax hold-time {[up hold-time up] [down hold-time down][seconds | centiseconds ]}
no hold-time

Context config>port>ethernet

Description This command configures port link dampening timehsch reduce the number of link transitions repwrte
to upper layer protocols. Thmld-time value is used to dampen interface transitions.

When an interface transitions from an up statedovan state, it is immediately advertised to thst of the
system if the hold-time down interval is zero, huhe hold-time down interval is greater than zero
interface down transitions are not advertised foenpayers until the hold-time down interval hapiexd.
Likewise, an interface is immediately advertisedipso the rest of the system if the hold-timentgiival is
zero, but if the hold-time up interval is greateart zero, up transitions are not advertised umdikhtold-time
up interval has expired.

Theno form of this command reverts to the default values
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Default

Parameters

lacp-tunnel

Syntax
Context

Description

Default

poe

Syntax

Context

Description
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down 0seconds — No port link down dampening is enallie;down transitions are immediately reported
to upper layer protocols.

up 0 seconds — No port link up dampening is enabled; dip transitions are immediately reported to upper
layer protocols.

up hold-timeup — The delay, in seconds or centiseconds, to notéyubper layers after an interface
transitions from a down state to an up state.

Values 0 — 900 seconds
0, 10 — 90000 centiseconds in 5 centisecond inané&ne

Values 0 —900

down hold-time down— The delay, in seconds or centiseconds, to notdyuibper layers after an interface
transitions from an up state to a down state.

Values 0 — 900 seconds
0, 10 — 90000 centiseconds in 5 centisecond inan&ne

econds| centiseconds— Specify the units of your hold time g@condsor centiseconds
Values 0— 900

[no] lacp-tunnel
config>port>ethernet

This command enables LACP packet tunneling forBtieernet port. When tunneling is enabled, the port
will not process any LACP packets but will tunrfein instead. The port cannot be added as a memhber t
LAG group.

Theno form of the command disables LACP packet tunnelarghe Ethernet port.

no lacp-tunnel

poe [plus]
no poe

config>port>ethernet

This command enables POE on this port and allows&0?.3af (Type 1) low-power devices to be
connected to the port.

Using plus parameter, enabled users to connect Zyevices (that is, high-powered devices) complian
802.3at standards to the port.
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ging-etype

Syntax

Context

Description

Parameters

Default

Description
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This command must be used to enable PoE on a @iatgoconnecting a PoE device to the port. Oncara p
is enabled for PoE, software attempts to detectyihe of POE device (that is, POE or POE+ device)
connected to the port and the power it is requgstinen a PoE device is connected to the portelf th
detection is successful and the power requesttiithe budget that the platform supports, thengrds
supplied to the connected device. If not, powerissupplied to the port.

The no form of the command disables PoE and PoBhisiport. If POE is disabled, the software doeis n
attempt to detect the characteristics of the Pokcdeconnected to the port and not supply powénegort.

[plus] — The user can specify the parameter poe-plus tavaigport of 802.3at (Type-2) high power
devices to be connected to the port.

ging-etype 0x0600..0xffff
no qing-etype

config>port>ethernet

This command configures the Ethertype used for-Q-encapsulation.

Note: The ging-etype change is not allowed on tdypart, if there is an interface or a sap configua the
port.

Theno form of this command reverts the ging-etype vatuthe default. The default value is not user
configurable.

0x0600..0xffff —Specifies the ging-etype to expect.
Values 1536 — 65535 in decimal or hex formats.

0x8100

0x0600..0xffff —Specifies QinQ etype values.

Values 1536 — 65535, in hexadecimal or decimal notatiarsute that the values do not match
any of the IEEE reserved ethertype values suchx8s88, 0x9100, and 0x9200.

report-alarm

Syntax
Context

Description

Parameters

[no] report-alarm [signal-fail ]
config>port>ethernet

This command specifies when and if to generatereland alarm clear notifications for this port.
Note: This command is supported only for 10G port§210 SAS-M, 7210 SAS-X, 7210 SAS-T .

signal-fail — Reports an Ethernet signal lost alarm.
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port-clock

Syntax
Context

Description

Parameters

speed

Syntax
Context

Description

Default

Page 136

Note: This command is supported only on 7210 SAS-Tdavice

port-clock {master | slave | automatic}
config>port>ethernet

With copper ports using 1G speed, the nodes nedédtésmine who will be the master and slave with
respect to clock used for transmission and receplibe master-slave relationship between the twts b
the nodes is determined during auto-negotiatioth@iink parameters and is automated; there is no
management intervention in this process. Onceptivisess is complete, the master port’s transmétolill
be used for receiving the packets on the slave géoivever, when syncE is in use, to maintain clock
distribution hierarchy (for example, master will §schronized to a stable reference and will distg this
clock to the slave) one needs to make sure thabbtiee ports behave as a master while the renmuteop
the ink in question behaves as a slave.

This command allows the user to force the coppertpde a master or slave. Using a value of master
ensures that the local node is the syncE mastgyn8E master port, distributes the system timingr ¢e
copper port to the remote peer node. Using a waflséave, ensures that the local node is a syrmesiA

syncE slave port uses the incoming timing infororati

The no form of the command allows the node to aatarally determine the master or slave statusHer t
copper port based on the nodes capabilities exeutadgring auto-negotiation. In other words, depegdi
on the peer setting, the local end could end wgither a master or a slave when the no form oftimemand
is used.

Note:

The following conditions must be met before usipgcE on the fixed port copper ports:

1. Auto-negotiation (or auto-negotiation limitedust be turned on.

2. This command is required only when the copper gieed is set to 1Gbps.

3. This CLI command is not supported for fiber pant for fiber ports that use Copper SFPs.

master —This option ensures that the local node is thelsymous Ethernet master. A synchronous
Ethernet master port, distributes the system tinover the copper port to the remote peer node.

slave —This option ensures that the local node is a syomus Ethernet slave. A synchronous Ethernet
slave port uses the incoming timing information.

speed {10 | 100 | 1000}
config>port>ethernet

This command configures the port speed of a Fdwriet port when autonegotiation is disabled.dffbrt
is configured to autonegotiate this parameternsiigd. Speed cannot be configured for ports tleapart of
a Link Aggregation Group (LAG).

100
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Syntax
Context

Description
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10 —Sets the link to 10 mbps speed.
100 — Sets the link to 100 mbps speed.
1000 —Sets the link to 1000 mbps speed.

[no] loopback {internal} [service svc-id sap sap-id src-mac SA dst-mac DA]
config>port>Ethernet

This command allows for configuration of simple tplmopback and port loopback with MAC swap. The
command when the optional parameter ‘internalpécisied, provides the port loopback without thecma
swap functionality. It enables physical layer loapk of the packets that egress on theSAPs created o
ethernet port. The packets that egress are loogekl ihto the node instead of being transmittedoothé
line. After loopback, the packets ingress the sysded are mapped to the same SAP from which theg we
egressed. The packets that are looped back aregsext as per the service configuration of the SAP.

The command when used with service-id and MAC asfjrprovides the port loopback with mac-swap
functionality. It enables a physical layer loopbasé that packets which egress on the SAPs createch
ethernet port are looped back into the system.rAdtgpback, on ingress to the system, the MAC asitre

in the Ethernet header are swapped (that is,thecaddAC address and destination MAC address is
exchanged with each other) by the system befonegheiocessed as per the service configuration ef th
SAP.

Use of port loopback with mac-swap, requires anopioet to be assigned for system use in 7210 SAS-X,
7210 SAS-M 24F 2XFP and 7210 SAS-M 24F 2XFP ETRyoriThe system uses the resources of the
assigned port for providing this feature. The assigport is specified using the command configure>
system> loopback-no-svc-port on 7210 SAS-X. On078AS-M 24F 2XFP, user can configure the second
port specified in the no-service-ports configunedhe BOF parameter as the assigned port in thenzom
configure> system> loopback-no-svc-port . Systemsures that no service entities are configurethen
assigned port and fails the command, if a sengassing that port.

On 7210 SAS-M 24F, system allocates a virtual paernally and uses the resources associated tfibin i
this feature. No user configuration is needed. Ploig is associated with the index 1/1/25 on 72AG-$1
24F and appears in the show port output. It is shasva 'loopback’ port in the display output, asashin
the sample example below. System ensures thatmigsentities are configured on this virtual paytfail-
ing any attempt to do so.

Ports on Slot 1

Port Admin Link Port Cfg Oper LAG/ Port Port Port S FP/XFP/
Id State State MTU MTU Bndl Mode Encp Type MDIMDX
1/1/25  Down NoDown 9212 9212 - accs null xcme None( loopback)
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Note: Port loopback without mac-swap does not requidteer port to be assigned for system use on any of
the 7210 platforms.

Physical layer loopback is used with external tigedty Ethernet test devices to diagnose provisgni
issues and test end-to-end performance metricseféce.

Note: For Port loopback without mac-swap:

Use this command for testing VLL services.

Enabling this command for testing VPLS servicesdeto rapid MAC address movement to another
port, as source or destination MAC address swaptiperformed.

This command affects all services provisionedhangort.

Before enabling this command, turn off all layem2d IP control protocols (such as LACP, EFM,
802.1x and so on) on the device and its peer teepitecrrors such as protocol flaps due to timeadt a
so on.When port loopback feature is to be usednidticast traffic with IGMP snooping enabled in the
service, the corresponding data path has to hedatatcreated using static IGMP groups.

For loop back to be functional, the following ar@ required:
->SFP or XFPs need not be inserted into the device.
->Ethernet cables need not be plugged in for copp#s.

When the loop back command is enabled, ensurdcthatnet parameters such as, speed, duplex, auto-
negotiation and so on are not modified.

Notes: For port loopback with mac-swap:

This command is available for testing VLL serviegsl VPLS services only.
When enabled, the command affects all servicegigiomed on the port.

Before enabling this command, turn off all layem2d IP control protocols (such as LACP, EFM,
802.1x and so on) on the device and its peer teepiteerrors such as protocol flaps due to timeadt a
so on.When port loopback feature is to be usednidticast traffic with IGMP snooping enabled in the
service, the corresponding data path has to bieatatcreated using static IGMP groups.

When port loopback with mac-swap enabled, for astiand unknown-unicast packets, if the packet
matches the configured source and destination Médd@ess it will be swapped and looped back in the
service. For broadcast and multicast packetseipticket matches the configured source MAC address,
its source MAC address will be used as the desim&dAC address and the system MAC address will
be the source MAC address. The packet is loopeklibabe service as a unicast packet. All othekpac
ets sent to the loopback port will be dropped. Sifarwarding of these packets after loopback can
potentially cause network wide problems.

For loop back to be functional, the following ar@ required:
->SFP or XFPs need not be inserted into the device.
->Ethernet cables need not be plugged in for copp#s.

When the loop back is enabled, ensure that Ethparameters such as, speed, duplex, auto-negatiati
and so on are not modified.
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« When the loopback is enabled, ensure that sepacameter and attributes such as ingress qos policy
accounting records, ingress/egress ACLs, and soenot modified.

->With port loopback in use, the SAP ingress ACIlithwP-criteria is not recommended for use, since
only MAC addresses are swapped.

The recommended procedure for using port loopbattkiwac-swap is:
» Configure the service and SAP on which loopbadk ise enabled.
» Configure the assigned loopback port to be used.

» Send bi-directional learning frames on the SAPeaurtdst and spoke or uplink from a traffic tester o
one can install static MAC for this purpose. Ifistg a static MAC is highly recommended, since the
recommended procedure for enabling port loopbac¢k shutdown the port —> enable loopback and
then execute no shutdown the port.

» Enable port loopback and specify the service, 34H,the source MAC address (SA) and the destina-
tion MAC address (DA). All packets with source Maatching SA are the only ones processed in the
context of the SAP on ingress after the loopbacaky éther traffic, is dropped on ingress, to avoid
issues due to mac movement and flooding issuethar services/SAPS, since the whole port is in{oop
back.

« When the port is in loopback, software disableng® and aging on the specified SAP. Once thp-loo
back configuration is removed for the port, thea floftware enables learning and aging for specified
SAP. Hence, port loopback with mac-swap cannotdeel dor learning or aging.

« It is not recommend to change the service paraméte the SAP and the service when loopback is
active. Additionally use of commands which cledis EDB, and so on is highly discouraged.

« Remove the loopback on the sap port to bring dpecsit of MAC swap with loopback mode.

Theno form of the command disables physical layer loalian the Ethernet port.

Note: The loop back command is not saved in the configandile across a reboot.

Listed below is the recommended sequence of comsnianioke executed to perform loop back:
1. Disable the port, execute the command copfigt> shutdown.

Enable loop back, execute the command comfagt>ethernet> loopback internal

Enable the port, execute the command copbg> no shutdown.

Perform the required tests.

Disable the port, execute the command copfigt> shutdown.

Disable loop back, execute the command gorgort>ethernet> no loopback internal

N g~ e

Enable the port, execute the command coptg> no shutdown.
8. Enable the required services.

Listed below is the recommended sequence of comsnanide executed to perform loop back when SFP or
XFPs are inserted into the device :

1. Insert SFP or XFPs. SFP or XFPs are notimed|in case of fixed copper ports.
2. Enable the port and execute the commandgegudrt> [no] shutdown.

3. Disable the port and execute the comman@igzeport> shutdown.
4

. Enable loop back and execute the commanfigceport>ethernet> loopback internal
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5. Enable the port and execute the commandgeepdrt> no shutdown.

6. Perform the required tests.

7. Disable the port and execute the commantigogrort> shutdown.

8. Disable loop back and execute the commantigzeport>ethernet> no loopback internal
9. Enable the port and execute the commandgzepdrt> no shutdown.

10. Enable the required services.

Listed below is the sequence of commands to beute@do perform loop back when SFP or XFPs are
changed :

1. Disable the port, execute the command copfigt> shutdown.

Insert the new SFP or XFP.

Enable the port and execute the commandgeepdrt> no shutdown.

Disable the port and execute the commantigogrort> shutdown.

Enable loop back and execute the commanfiigceport>ethernet> loopback internal.
Enable the port and execute the commandgzeptrt> no shutdown.

Perform the required tests.

Disable the port and execute the commantigzguort> shutdown.

© 0o N o gk~

Disable loop back and execute the commanéigcoport>ethernet> no loopback internal.
10. Enable the port and execute the commanfigegrort> no shutdown.
11. Enable the required services.

Parameters service <service-id> —The unique service identification number or stridgntifying the service in the
service domain. This ID must be unique to this serand may not be used for any other service pf an
type. The service-id must be the same number wsesl/Ery on which this service is defined.

Values service-id 1— 2147483648
sap <sap-id> —Specifies the physical port identifier portion betSAP.

Values sap-id null - <port-id>
dotlq - <port-id>:qtagl
ging - <port-id>:qtagl.qtag2
port-id - slot/mda/port[.channel]
gtagl - [0..4094]
gtag2 - [*]1..4094]

Values

src-mac <SA> —Specifies the source MAC address.
Values SA 6-byte unicast mac-address (Xx:XX:XX:XX:XX: XXXBEXX-XX-XX-XX-XX).
dst-mac <DA> —Specifies the destination MAC address.

Values DA 6-byte unicast mac-address (XX:XX:XX:XX:XX:XXXOEXX-XX-XX-XX-XX).
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Syntax

Context

Description

code-type

Syntax
Context

Description

Default

Parameters

tx-dus

Syntax

Context

Description

Default

Interface Configuration

ssSm

config>port>ethernet

This command enables Ethernet Synchronous Statasdge (SSM).

code-type [sonet|sdh ]
config>port>ethernet>ssm

This command configures the encoding of synchromstatsis messages, that is, to select either SDH or
SONET set of values. Configuring the code-typenity applicable to Synchronous Ethernet ports. itds
configurable on TDM ports. For the code-type, S@Fers to ITU-T G.781 Option-1,while SONET refers to
G.781 Option 2 (equivalent to Telcordia GR-253-CQRE

sdh

sdh — Specifies the values used on a G.781 Option 1 danmtphetwork.

sonet —Specifies the values used on a G.781 Option 2 damtphetwork.

[no] tx-dus

config>port>ethernet>ssm
config>port>sonet-sdh

This command forces the QL value transmitted frosm$SM channel of the SONET/SDH port or the
Synchronous Ethernet port to be set to QL-DUS/QLLDN his capability is provided to block the use of
the interface from the SR/ESS for timing purposes.

no tx-dus
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802.1x Port Commands

tunneling

Syntax
Context

Description

Default

[no] tunneling
config>port>ethernet>dot1x

This command allows user to enable tunneling of xifitames. With dot1x tunneling enabled, dot1x feam
received on the port are transparently forwardetiéacemote end of the service. To forwards dotames
transparently the port on which tunneling is endlisteist be configured with NULL SAP and the NULL
SAP must be configured in an Epipe service. TungeB not supported for any other port encapsuiatio
when using any other service.

Additionally, dot1x protocol must be disabled oe fhort (using the command configure> port> ethernet
dot1x> port-control force-auth) before dotlx turinglcan be enabled using this command. If dot1x is
configured to use either force-unauath or auta) thet1x tunneling cannot be enabled. The convénagjs,
if dotlx tunneling is enabled, then user cannofigane either force-unauth or auto.

The no form of the command disables dotlx tunneling

no tunneling

max-auth-req

Syntax
Context

Description

Default

Parameters

max-auth-req max-auth-request
config>port>ethernet>dot1x

This command configures the maximum number of tithasthe 7210 SAS will send an access request
RADIUS message to the RADIUS server. If a replgas received from the RADIUS server after the
specifiednumberattempts, the 802.1x authentication procedurensidered to have failed.

Theno form of this command returns the value to the dkfa
2

max-auth-request -Fhe maximum number of RADIUS retries.
Values 1—10

port-control

Syntax

Context

Page 142

port-control [auto | force-auth | force-unauth ]

config>port>ethernet>dot1x
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Description This command configures the 802.1x authenticatioden

Theno form of this command returns the value to the adkfa

Default force-auth

Parameters force-auth — Disables 802.1x authentication and causes the@rdnsition to the authorized state

without requiring any authentication exchange. pbg transmits and receives normal traffic without
requiring 802.1x-based host authentication.

force-unauth — Causes the port to remain in the unauthorized,statering all attempts by the hosts to
authenticate. The switch cannot provide autherdinegervices to the host through the interface.

auto —Enables 802.1x authentication. The port starteénunauthorized state, allowing only EAPOL
frames to be sent and received through the poth 8@ 7210 SAS and the host can initiate an
authentication procedure. The port will remain mauthorized state (no traffic except EAPOL frames

is allowed) until the first client is authenticateaccessfully. After this, traffic is allowed oretport for
all connected hosts.

quiet-period
Syntax quiet-period seconds
no quiet-period
Context config>port>ethernet>dot1x

Description This command configures the period between twoeaiitation sessions during which no EAPOL frames
are sent by the 7210 SAS.

Theno form of this command returns the value to the dkfa
Default 30

Parameters seconds —Specifies the quiet period in seconds.

Values 1 — 3600

radius-plcy
Syntax radius-plcy name
no radius-plcy

Context config>port>ethernet>dot1x

Description This command configures the RADIUS policy to beds&® 802.1x authentication. An 802.1x RADIUS
policy must be configured (under config>securitytldg before it can be associated to a port. If the

RADIUS policy-id does not exist, an error is retednOnly one 802.1x RADIUS policy can be associated
with a port at a time.
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Theno form of this command removes the RADIUS policyoasation.
Default no radius-plcy

Parameters name —Specifies an existing 802.1x RADIUS policy name.

re-auth-period
Syntax re-auth-period seconds
no re-auth-period

Context config>port>ethernet>dot1x

Description This command configures the period after whichutiantication is performed. This value is only velet
if re-authentication is enabled.

Theno form of this command returns the value to the akfa
Default 3600

Parameters seconds —Fhe re-authentication delay period in seconds.

Values 1 —9000

re-authentication

Syntax [no] re-authentication
Context config>port>ethernet>dot1x

Description This command enables / disables periodic 802.Jauthentication.

When re-authentication is enabled, the 7210 SABredhuthenticate clients on the port every re-auth
period seconds.

Theno form of the command returns the value to the defau

Default re-authentication

server-timeout

Syntax  server-timeout seconds
no server-timeout

Context config>port>ethernet>dot1x

Description This command configures the period during which#B&0 SAS waits for the RADIUS server to responds
to its access request message. When this tim@&esxthe 7210 SAS will re-send the access request
message, up to the specified number times.

Theno form of this command returns the value to the dkfa
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Default 30

Parameters seconds —Fhe server timeout period in seconds.
Values 1— 300

supplicant-timeout

Syntax  supplicant-timeout seconds
no supplicant-timeout

Context config>port>ethernet>dot1x

Description This command configures the period during which#B20 SAS waits for a client to respond to its EAPO
messages. When the supplicant-timeout expire8GRelx authentication session is considered to have
failed.

Theno form of this command returns the value to the dkfa
Default 30

Parameters seconds —Fhe server timeout period in seconds.
Values 1— 300

transmit-period

Syntax  transmit-period seconds
no transmit-period

Context config>port>ethernet>dot1x

Description This command configures the period after which#Bg&0 SAS sends a new EAPOL request message.
Theno form of this command returns the value to the akfa

Default 30

Parameters seconds —Fhe server transmit period in seconds.
Values 1— 3600

down-when-looped

Syntax down-when-looped
Context config>port>ethernet

Description This command configures Ethernet loop detectiarbaties.
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dotlx

Syntax dotlx

Context config>port>ethernet

Description This command enables access to the context togroefport-specific 802.1x authentication attribuidss
context can only be used when configuring a Fasgfaet, gigabit or 10Gig EthernetFast Ethernetlgig
or 10Gig EthernetFast Ethernet or gigabit Ethek#é ports on an appropriate MDA.
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LLDP Ethernet Port Commands

lidp

Syntax
Context

Description

lldp
config>port>ethernet

This command enables the context to configure Liamer Discovery Protocol (LLDP) parameters on the
specified port.

tunnel-nearest-bridge-dest-mac

Syntax
Context

Description

[no] tunnel-nearest-bridge-dest-mac
config>port>ethernet>lldp

This command allows user to configure tunnelinglfiobP frames that use the nearest-bridge-dest-rmac a
destination MAC address. If enabled using the conuntannel-nearest-bridge-dest-mac, all frames
received with the appropriate destination mac axtdage forwarded transparently to the remote etieof
service. To forward these frames transparentlyptreon which tunneling is enabled must be configur
with NULL SAP and the NULL SAP must be configuredan Epipe service. Tunneling is not supported for

any other port encapsulation or when using anyratbervice.

Additionally, before enabling tunneling, admin s&for LLDP dest-mac nearest-bridge must be set to
disabled or Tx only, using the command admin-stataslable under configure> port> ethernet> lld@std
mac nearest-bridge. If admin-status for dest-macast-bridge is set to receive and process nebriesfe
LLDPDUSs (that is, if either rx or tx-rx is set) th& overrides the tunnel-nearest-bridge-dest-nomernand.
The following table lists the behavior for LLDP Witlifferent values set in use for admin-statusahdn
tunneling is enabled or disabled:

Nearest-bridge mac Tunneling Tunneling
Admin status Enabled Disabled

Rx Process/Peer Process/Peer

TX Tunnel Drop

RXx-Tx Process/Peer Process/Peer

Disabled Tunnel Drop

NOTE: Transparent forwarding of LLDP frames can be @ebd using the standard defined mechanism
when using the either nearest-non-tmpr or the iséarestomer as the destination MAC address in ti2R
frames. It is recommended that the customers esethIAC address where possible to conform to
standards. This command allows legacy LLDP implesaténs that do not support these additional
destinations MAC addresses to tunnel LLDP framasulse the nearest-bridge destination MAC address.
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The no form of the command disable LLDP tunneliogffames using nearest-bridge destination MAC
address.

Default no tunnel-nearest-bridge-dest-mac

dest-mac

Syntax dest-mac {bridge-mac}
Context config>port>ethernet>lldp
Description This command configures destination MAC addresarpaters.

Parameters bridge-mac — Specifies destination bridge MAC type to use by IR.D

Values nearest-bridge— Specifies to use the nearest bridge.
nearest-non-tpmr — Specifies to use the nearest non-Two-Port MAGRETPMR) .
nearest-customer— Specifies to use the nearest customer.

admin-status

Syntax  admin-status {rx | tx | tx-rx | disabled }
Context config>port>ethernet>lldp>dstmac
Description This command specifies the desired administratiatis of the local LLDP agent.

Parameters rx — Specifies the LLDP agent will receive, but will ncansmit LLDP frames on this port.

tx — Specifies that the LLDP agent will transmit LLDRufines on this port and will not store any
information about the remote systems connected.

tx-rx — Specifies that the LLDP agent transmitw and recelMeDP frames on this port.

disabled —Specifies that the LLDP agent does not transmi¢oeive LLDP frames on this port. If there is
remote systems information which is received os gurt and stored in other tables, before thegort'
admin status becomes disabled, then the informatibbmaturally age out.

notification

Syntax [no] notification
Context config>port>ethernet>lldp>dstmac

Description This command enables LLDP notifications.

Theno form of the command disables LLDP notifications.
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tx-mgmt-address

Syntax

Context

Description

Default

Parameters

tx-tlvs

Syntax

Context

Description

Parameters

tx-mgmt-address [system ]
no tx-mgmt-address

config>port>ethernet>lldp>dstmac

This command specifies which management addresartemit.

The no form of the command resets value to theultefa
no tx-mgmt-address

system —Specifies to use the system IP address. Noteltbatytstem address will only be transmitted once
it has been configured if this parameter is spedifi

tx-tivs [port-desc ] [sys-name ] [sys-desc ] [sys-cap ]
no tx-tlvs

config>port>ethernet>lldp>dstmac

This command specifies which LLDP TLVs to transnfiteno form of the command resets the value to the
default.

no tx-tlvs

port-desc —Indicates that the LLDP agent should transmit dedcription TLVSs.
sys-name —Indicates that the LLDP agent should transmit sgstame TLVSs.
sys-desc —Indicates that the LLDP agent should transmit sgstiescription TLVS.
sys-cap —Indicates that the LLDP agent should transmit systapabilities TLVs.
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Port Commands

network

Syntax
Context

Description

uplink

Syntax
Context

Description

network
config>port>ethernet

This command enables access to the context togroefnetwork port parameters.

uplink
config>port>ethernet>access>uplink

This command enables the context to configure aagekink port parameters.

accounting-policy

Syntax
Context

Description

Default

Parameters
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accounting-policy  policy-id
no accounting-policy

config>port>ethernet>network
config>port>ethernet>access>uplink

This command configures an accounting policy tlaat &pply to an interface.

An accounting policy must be configured beforegith e associated to an interface. If the accounting
policy-id does not exist, an error is returned.

Accounting policies associated with service billcan only be applied to SAPs. Accounting policies
associated with network ports can only be assatiatth interfaces. Only one accounting policy can b
associated with an interface at a time.

Theno form of this command removes the accounting paissociation from the network interface, and the
acccounting policy reverts to the default.

No accounting policies are specified by defaultu Yioust explicitly specify a policy. If configurethe
accounting policy configured as the default is used

policy-id —The accountingolicy-id of an existing policy. Accounting policies recaither service
(access) or network information. A network accougpolicy can only be associated with the network
port configurations. Accounting policies are configd in the config>log>accounting-policy context.

Values 1—99
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collect-stats

Syntax [no] collect-stats

Context config>port>ethernet>network
config>port>ethernet>access>uplink

Description This command enables the collection of accountimystatistical data for the network interface. When
applying accounting policies, the data, by defasltollected in the appropriate records and writtethe
designated billing file.

When theno collect-statscommand is issued, the statistics are still acdatad by the cards, however, the
CPU does not obtain the results and write therhedilling file.

If the collect-statscommand is issued again (enabled), then the cauwritten to the billing file will
include the traffic collected while theo collect-statscommand was in effect.

Default no collect-stats

gueue-policy
Syntax gueue-policy name
no queue-policy

Context config>port>ethernet>access>uplink
config>port>ethernet>access>network

Description This command specifies the existing network quealieypwhich defines queue parameters such as CtR an
PIR rates, as well as forwarding-class to queuepinggs. The network-queue policy is defined in the
config>qos>network-queuecontext.

Default default

Parameters name —Specifies an exisiting network-queue policy name.
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TDM Commands

tdm

Syntax
Context

Description

Default

dsl

Syntax
Context

Description

Default

Parameters

el

Syntax

Context

Page 152

Note: TDM commands are applicable only for 7210 9AS

tdm
config>port

This command enables the context to configure ES1lparameters for a port on a CES MDA. TDM is a
mechanism to divide the bandwidth of a stream $efmarate channels or time slots by assigning déesims

a different time slot in a set. TDM repeatedly sanits a fixed sequence of time slots over a single
transmission channel. Each individual data stremamassembled at the receiving end based on thegtim

None

[no] dsl
config>port>tdm

This command enables the context to configure aligignal level 1 (DS-1) frame parameters on a T1/E
CES MDA. T-1 transmits DS-1-formatted data at 1.5#bs through the network. If channel has been con
figured for DS1 on a T1/E1 CES MDA, all ports oamttleard can be configured for DS1. A combination of
DS1 and E1 channels cannot exist on the same card.

Theno form of this command disables DS-1 capabilities.
None

dsl1-id —dentifies the DS-1 channel being created.
Values DS1:1—28

el

config>port>tdm
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Parameters

buildout

Syntax

Context
Description

Default

Parameters

Ibo

Syntax
Context

Description

Interface Configuration

This command enables the context to configure Brameters on a T1/E1 CES MDA. E-1 is a basic time
division multiplexing scheme used to carry digdatuits. It is also a standard WAN digital commation
format designed to operate over copper facilitiess i@mte of 2.048 Mbps.

If the channel has been configured for E1 on a TIZES MDA, all ports on that card can be configud
E1. A combination of DS1 and E1 channels cannattexi the same card.

Theno form of this command disables E-1 capabilities.
duration —Sets the duration for the BERT test.
Values Up to 24 hours, in seconds or hh:mm:ss format
2el5 —Sends a pseudo-random 2"15 -1 pattern.
2e20 —Sends a pseudo-random 2”20 -1 pattern.

2e23 —Sends a pseudo-random 223 -1 pattern.

buildout short

config>port>tdm

This command specifies line buildout (cable lendth)physical DS-1 interfaces on the T1/E1 CES MDA.
short

short — Sets the line buildout for length runs up to 65&t fe

Ibo [0dB |-7.5dB | -15.0dB | -22.5dB]
config>port>tdm

This command applies only to a DS-1 port configusétth a ‘long’ buildout (see thmiildout command).
Specify the number of decibels the transmissionaigecreases over the line.

For 'short' buildout the following values are valid
IboNotApplicable — Not applicable
For 'long' buildout the following values are valid:
->  |bo0OdB For 0 dB

IboNeg7p5dB For -7.5 dB

IboNeg15p0dB For -15.0 dB

IboNeg22p5dB For -22.5 dB
The default for 'short' build out is 'NotApplicab¥ghile the default for 'long' buildout is 'lbo0dB"
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length

Syntax
Context
Description

Default

length {133 | 266 | 399 | 533 | 655}

config>port>tdm

This command configures the line length for thggital DS1 port on the T1/E1 card.
133

line-impedance

Syntax
Context
Description

Default

Parameters

line-impedance {75100 | 120}
config>port>tdm

This command configures the line impedance of & phare impedance is set on a per-port basis amis po
on the same card can have different values. Befmaaging the line impedance of a port, the porttrhas
shut down.

100 for DS1
120 for E1

100 for DS1
120 or 75 for E1

channel-group

Syntax

Context

Description

Default

Description
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[no] channel-group channel-group-id

config>port>tdm>ds1
config>port>tdm>el

This command creates DSO channel groups in a chaed®S1 or E1 circuit. Channel groups cannot be
further subdivided.

Theno form of this command deletes the specified DSEDbchannel.
None

channel-group-id —dentifies the channel-group ID number.

DS1:1—24
ELl:1—32

Values
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clock-source

Syntax

Context

Description

Default

Parameters

encap-type

Syntax

Context

Description

Default

Parameters

clock-source {loop-timed | node-timed | adaptive }

config>port>tdm>ds1
config>port>tdm>el

This command specifies the clock source to be meithe link transmit timing. Adaptive timing is
supported only on T1/E1 CES MDA card ports usedrfoM pseudowires.

looped-timed

loop-timed — The link recovers the clock from the received dditaam.

node-timed —The link uses the internal clock when transmittifada. The internal clock is a free-running
clock.

adaptive — The clocking is derived from the incoming pseudewiackets from the MPLS network.

encap-type {cem}
no-encap-type

config>port>tdm>ds1>channel-group
config>port>tdm>el1>channel-group

This command configures the encapsulation methed teson the specified port, path, or channellfer t
port on the T1/E1 CES MDA. This parameter can h@se&ccess ports. For access mode, oaiy
encapsulation is supported.

cem

cem — Specifies the encapsulation type as circuit errarianode for TDM pseudowires on the CES
MDA.

framing (DS-1)

Syntax
Context

Description

Default

framing {esf | sf | dsl-unframed }
config>port>>tdm>ds1

This command specifies the DS1 framing to be usethie port. Th@sl-unframedparameter allows the
configuration of an unstructured DS1 channel ol&T MDA. If a DS1 unframed channel is shut down,
the channel sends an AIS pattern to the far-end D®ie far-end DS1 is configured as unframedoi¢s
not react to the AIS pattern. If the far-end DSgdsfigured as framed, the far end declares thepat&rn.
The operational status remains up and no alarmgearerated when the near end is operationally down.
This is normal behavior for unframed G.703 mode.

dsl-unframed
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Parameters

esf —Configures the DS-1 port for extended super fraraming.
sf — Configures the DS-1 port for super frame framing.

dsl-unframed —Specifies the DS1 unframed (G.703) mode for DSdrfates. DS1 unframed mode is
only applicable if the encapsulation type is setdo.

framing (E-1)

Syntax

Context
Description

Default

Parameters

framing {no-crc-g704 | g704 | el-unframed }

config>port>tdm>el

This command specifies the E-1 framing to be usedhie port.
el-unframed

g704 —Configure the E-1 port for G.704 framing.
no-crc-g70 —Configures the E-1 for G.704 with no CRCA4.

el-unframed —Specifies E1 unframed (G.703) mode for E1 intedaéd unframed mode is only
applicable if the encapsulation type is set to ‘cem

idle-cycle-flag

Syntax

Context

Description

Default

Parameters
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idle-cycle-flag {flags | ones}

config>port>tdm>ds1>channel-group
config>port>tdm>ds3
config>port>tdm>el
config>port>tdm>el>channel-group
config>port>tdm>e3

This command configures the value that the HDLC TDB}O, E-1, E-3, DS-1, or DS-3 interface transmits
during idle cycles. For ATM ports/channels/changedups, the configuration does not apply and omdy t
no form is accepted.

Theno form of this command reverts the idle cycle flaghe default value.

flags (OX7E)
no flags (ATM)

flags — Specifies that Ox7E is used as the idle cycle flag.

ones —Specifies that OxFF is used as the idle cycle flag.
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idle-payload-fill
Syntax idle-payload-fill  {all-ones | pattern pattern}
Context config>port>tdm>ds1>channel-group

config>port>tdm>el>channel-group

Description This command defines the data pattern to be tratesinvhen the circuit emulation service is not
operational or temporarily experiences under-rumd@@mns.This command is only valid for cesopsn
services.

Note: See the 7210 SAS-M Services guide for mdiarimation on CESoPSN services.
Default all-ones

Parameters all-ones —Defines the 8 bit value to be transmitted as 111111

pattern —Transmits a user-defined pattern.
Values 0 to 255 (can be entered in decimal, binary, oadeximal format)
idle-signal-fill
Syntax idle-signal-fill  {all-ones | pattern pattern}
no idle-signal-fill
Context config>port>tdm>ds1>channel-group
config>port>tdm>el>channel-group

Description This command defines the signaling pattern to &estmitted (4-bit value) when the circuit emulation
service is not operational or temporarily experenanderrun conditions. This command is only viid
CES with CAS.

Note: See the 7210 SAS-M Services guide for mdi@rimation on CESoPSN
Default all-ones

Parameters all-ones —Defines the 4 bit value to be transmitted as 1111.

pattern —Transmits a user-defined pattern.
Values 0 to 15 (can be entered in decimal, binary, or deganal format).
loopback
Syntax loopback {line |internal |fdl-ansi | fdl-bellcore | payload-ansi }
no loopback
Context config>port>tdm>ds1
config>port>tdm>el
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Description

Default

Parameters

mode

Syntax

Context

Description

Default

Parameters

This command puts the specified port or channel@ntioopback mode. A line loopback, loops frames
received on the corresponding port or channel bagstards the transmit (egress) direction beforehieac
the framer. The bit stream is not reframed. Thetatal signal is regenerated by the Tx line iraed unit
(LIU) and the timing is provided by the Rx LIU.

An internal loopback, loops the frames from thealaouter back to the framer. This is usually refdrto as
an equipment loopback. The Tx signal is looped lzaxkreceived by the interface.

Note: The loopback command is not saved to the systerigemation.
Theno form of this command disables the specified typlapback.

Note: The fdl-ansi, fdl-bellcore and payload-ansi opsi@an only be configured if DS1 framing is set to
ESF.

no loopback

line — Places the associated port or channel into adiopack mode. A line loopback loops frames
received on the corresponding port or channels tithke remote router.

internal — Places the associated port or channel into a iatésopback mode. A internal loopback loops
the frames from the local router back at the framer

fdl-ansi — Requests FDL line loopback according to ANSI T1.403
fdl-bellcore — Requests FDL line loopback according to Bellcore TT&Y-000312.
payload-ansi —Requests payload loopback using ANSI signaling.

mode {access}
no mode

config>port>tdm>ds1>channel-group
config>port>tdm>el>channel-group

This command configures a TDM channel for accesdamperation. Amccesport or channel is used for
customer-facing traffic on which services are cgmfed. A Service Access Point (SAP) can only be
configured on an access port or channel. Whentagoonfigured for access mode, #ecap-typecem
must be specified to distinguish the services erpibrt.

Theno form of this command restores the default.
access

access —Configures the port or channel as service access.

remote-loop-respond

Syntax

Context
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[no] remote-loop-respond

config>port>tdm>ds1
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This command configures the DS1 channel responsaniote loop backs. When enabled, the channel
responds to remote loop backs; when disabled,hthereel does not respond.

no remote-loop-respond

report-alarm

Syntax

Context

Description

Parameters

[no] report-alarm [ais] [los] [oof] [rai] [looped ] [ber-sd ] [ber-sf]

config>port>tdm>ds1
config>port>tdm>el

This command enables logging of DS-1 or E-1 aldion®S-1 or E-1 ports or channels.

Theno form of this command disables logging of the sfiedialarms.

ais —Reports alarm indication signal errors. When canfigl,ais alarms are not raised and cleared.
Default ais alarms are issued

los —Reports loss of signal errors. When configutediraps are not raised and cleared.
Default los traps are issued.

oof — Reports out-of-frame errors. When configuredf alarms are not raised and cleared.
Default oof alarms are not issued.

rai — Reports resource availability indicator events. Whenfiguredrai events are not raised and
cleared.

Default rai alarms are not issued
looped —Reports looped packets errors.

Default loopedalarms are not issued

signal-mode

Syntax

Context

Description

no signal-mode {cas}

config>port>tdm>ds1
config>port>tdm>el

This command activates the signal mode on the eiann

When enabled, control signals (such as those fwetspnizing and bounding frames) are carried in the
same channels as voice and data signals. Configeirgignal mode before configuring the Cpipe sertic
support T1 or E1 with CAS.

Refer to the 7210 SAS Services Guide, “Creatingpg€Service”, for information on configuring a @pi
service.

This command is valid when:

* T1 framing is set to esf or sf
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Parameters

timeslots

Syntax
Context

Description

Default

Parameters

Page 160

« E1 framing is set to g704 or no-crc-g704.

Note: On the 7210 SAS, CAS is enabled at the po#l| rather than at the 64 kb/s channel levels Thi
means that control signals and voice and data Isigme all carried in the same channels. Howeverrd
E1 links with a mix of voice and data channels @are transported directly across a 7210 SAS ndtwor
For a workaround, please contact Alcatel-Lucechnéal service representatives.

This limitation does not apply to Serial Data Iféee card and E&M card traffic transported over RS
the signaling is transported in individual pseudewi

cas —Specifies channel associated signaling.

timeslots timeslots
no timeslots

config>port>tdm>ds1>channel-group
config>port>tdm>el>channel-group

This command defines the list of DS-0 timeslotbéaised in the DS-1 or E-1 channel-group. The fliohes
need not be consecutive.

Theno form of this command removes DS-0 timeslots froahannel group.
no timeslots — Non-ATM channel groups.

timeslots —Specifies the timeslot(s) to be associated witlctremnel group. The value can consist of a list
of timeslots. Each member of the list can eithealsingle timeslot or a range of timeslots.

Values 1 — 24 for DS-1 interfaces
2 — 32 for E-1 interfaces

7210 SAS M, T, and X Interface Configuratio n Guide



Interface Configuration

LAG Commands

lag

Syntax
Context

Description

Default

Parameters

[no] lag [lag-id]
config

This command creates the context for configuringklAggregation Group (LAG) attributes.

A LAG can be used to group up to 4 ports into awgdal link. The aggregation of multiple physicailkis
allows for load sharing and offers seamless redonyddf one of the links fails, traffic will be réstributed
over the remaining links. Up to 4 links can be sanpgd in a single LAG, up to 12 LAGs can be confegl
on a node.

NOTE: All ports in a LAG group must have autonegotiatsmt to Limited or Disabled.
There are three possible settings for autonegotiati

 “on” or enabled with full port capabilities advised

« “off” or disabled where there is no autonegotiatarlvertisements

« “limited” where a single speed/duplex is advedise

When autonegotiation is enabled on a port, thedittémpts to automatically negotiate the link speed
duplex parameters. If autonegotiation is enablegl configured duplex and speed parameters aredgnor

When autonegotiation is disabled on a port, thé¢ g@es not attempt to autonegotiate and will ondgrate
at thespeedandduplex settings configured for the port. Note that disaphutonegotiation on gigabit ports
is not allowed as the IEEE 802.3 specificationdigiabit Ethernet requires autonegotiation be ernbfue
far end fault indication.

If the autonegotiatelimited keyword option is specified the port will autonégfe but will only advertise a
specific speed and duplex. The speed and duplexrtislrd are thepeedandduplex settings configured
for the port. One use for limited mode is for mapeed gigabit ports to force gigabit operation #hil
keeping autonegotiation is enabled for complianite \£EE 801.3.

The system requires that autonegotiation be didadiéimited for ports in a LAG to guarantee a sfiec
port speed.

Theno form of this command deletes the LAG from the agunfation. Deleting a LAG can only be
performed while the LAG is administratively shuwto Any dependencies such as IP-Interfaces
configurations must be removed from the configaratiefore issuing theo lag command.

No LAGs are defined.

lag-id —The LAG identifier, expressed as a decimal integer.

Values 1—12
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dynamic-cost

Syntax
Context

Description

Default

encap-type

Syntax

Context

Description
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[no] dynamic-cost
config>lag lag-id

This command enables OSPF costing of a Link Agafieg Group (LAG) based on the available
aggregated, operational bandwidth.

The path cost is dynamically calculated based erirterface bandwidth. OSPF path cost can be @thng
through the interface metric or the reference baditthw

If dynamic cost is configured, then costing is @&xbbased on the total number of links configuned the
cost advertised is inversely proportional to thmbar of links available at the time. This is praddhat the
number of links that are up exceeds the configue@ threshold value at which time the configured
threshold action determines if, and at what cbés, tAG will be advertised.

For example:

Assume a physical link in OSPF has a cost assalieité it of 100, and the LAG consists of four phys
ical links. The cost associated with the logicaklis 25. If one link fails then the cost would @uiati-
cally be adjusted to 33.

If dynamic cost is not configured and OSPF autoosbnfigured, then costing is applied based ertalkal
number of links configured. This cost will rematatsc provided the number of links that are up exisethe
configured LAG threshold value at which time thefigured threshold action determines if and at what
cost this LAG will be advertised.

If dynamic-cost is configured and OSPF autocoabisconfigured, the cost is determined by the cost
configured on the OSPF metric provided the numibdéinks available exceeds the configured LAG
threshold value at which time the configured thaddlaction determines if this LAG will be advertise

If neither dynamic-cost nor OSPF autocost are goméd, the cost advertised is determined by the cos
configured on the OSPF metric provided the numibdéinks available exceeds the configured LAG
threshold value at which time the configured thaddlaction determines if this LAG will be advertise

Theno form of this command removes dynamic costing ftomLAG.

no dynamic-cost

encap-type {dotlq | null | ginq}
no encap-type

config>lag

This command configures the encapsulation methed tesdistinguish customer traffic on a LAG. The
encapsulation type is configurable on a LAG pohe TAG port and the port member encapsulation types
must match when adding a port member.

If the encapsulation type of the LAG port is chathgbe encapsulation type on all the port membdts w
also change. The encapsulation type can be chamgtite LAG port only if there is no interface asated
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with it. If the MTU is set to a non default valuewill be reset to the default value when the entyge is
changed.

Theno form of this command restores the default.

Default null — All traffic on the port belongs to a single ses/or VLAN.
Parameters dotlg — Ingress frames carry 802.1Q tags where each tagisga different service.
null — Ingress frames will not use any tags to delineateraice. As a result, only one service can be
configured on a port with a null encapsulation type
ging — This encapsulation type is specified for QinQ asc®APs.
hold-time
Syntax hold-time down hold-down-time
no hold-time
Context config>lag
Description This command specifies the timer, in tenths of sdspwhich controls the delay between detectingaha
LAG is down (all active ports are down) and repugtit to the higher levels.
A non-zero value can be configured, for examplegmwactive/standby signalling is used in a 1:1 faisho
avoid informing higher levels during the small timé&erval between detecting that the LAG is dowd tre
time needed to activate the standby link.
Default 0
Parameters down hold-down-time— Specifies the hold-time for event reporting
Values 0 — 2000
lacp
Syntax lacp [mode] [administrative-key admin-key]
Context config>lag
Description This command specifies the LACP mode for aggregathdrnet interfaces only. This command enables the
LACP protocol. Per the IEEE 802.3ax standard (fahy®02.3ad), the Link Aggregation Control Protocol
(LACP) provides a standardized means for exchanigiftgmation between Partner Systems on a link to
allow their Link Aggregation Control instances &ach agreement on the identity of the Link Aggriegat
Group to which the link belongs, move the linkhattLink Aggregation Group, and enable its transiois
and reception functions in an orderly manner. LA@R be enabled on a maximum of 12 ports.
Default no lacp
Parameters mode —Specifies the mode in which LACP will operate.
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Values passive— Starts transmitting LACP packets only after reiog packets.
active — Initiates the transmission of LACP packets.

administrative-key admin-key— Specifies an administrative key value to identifg thannel group on
each port configured to use LACP. This value shbgldonfigured only in exceptional cases. If ds
specified, a random key is assigned.

Values 1 — 65535

lacp-xmit-interval

Syntax

Context
Description

Default

Parameters

lacp-xmit-interval  {slow | fast}

config>lag

This command sepcifies the interval signaled topiber and tells the peer at which rate it showadsmit.
fast

slow — Transmits packets every 30 seconds.

fast — Transmits packets every second.

lacp-xmit-stdby

Syntax
Context

Description

Default

port

Syntax

Context

Description
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[no] lacp-xmit-stdby
config>lag

This command enables LACP message transmissiotandisy links.

Theno form of this command disables LACP message trassom. This command should be disabled for
compatibility when using active/standby groups.sToirces a timeout of the standby links by the pdee
theno form if the peer does not implement the correttavéor regarding the lacp sync bit.

lacp-xmit-stdby

port port-id [port-id ...up to 4 total] [priority priority] [subgroup sub-group-id]
no port port-id [port-id ...up to 4 total]

config>lag lag-id
This command adds ports to a Link Aggregation GrduxG).

The port configuration of the first port addedhe t AG is used as a basis to compare to subsegsitted
ports. If a discrepancy is found with a newly adged, that port will be not added to the LAG.

Up to 4 (space separated) ports can be added oweshirom the LAG link assuming the maximum of 4
ports is not exceeded.
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All ports, when added to a LAG, must share the selmagacteristics (speed, duplex, etc.). An errossage
will be displayed when adding ports that do notshihe same characteristics. Hold-timers down roe<t.
Ports that are part of a LAG must be configuredhaititonegotiate limited or disabled.

Theno form of this command removes ports from the LAG.
No ports are defined as members of a LAG.

port-id —The port ID configured or displayed in thlt/mda/portformat.

priority priority — Port priority used by LACP. The port priority is@ used to determine the primary port.
The port with the lowest priority is the primaryrpbdn the event of a tie, the smallest port ID drees
the primary port.

Values 1 — 65535

subgroup sub-group-id— This parameter identifies a LAG subgroup. Whengisinbgroups in a LAG,
they should only be configured on one side of tA&] .not both. Only having one side perform the
active/standby selection will guarantee a consistelection and fast convergence. The active/standb
selection will be signalled through LACP to theeatlide. The hold time should be configured when
using subgroups to prevent the LAG going down wéwitching between active and standby links in
case no links are usable for a short time, espgdatase a subgroup consists of one member.

Values 1 — 2 identifies a LAG subgroup.

port-threshold

Syntax

Context

Description

Default

Parameters

port-threshold value [action {dynamic-cost | down}
no port-threshold

config>lag lag-id
This command configures the behavior for the Lirgglegation Group (LAG) if the number of operational
links is equal to or below a threshold level.

Note: The 7210 SAS-M and 7210 SAS-T access-uplink mogearts only ‘down’ value for the action
parameter. The 7210 SAS-X and M network mode suppath ‘dynamic-cost’ and 'down’ values for action
parameter.

Theno form of this command reverts to the default values
“0” action down

value —The decimal integer threshold number of operatitinks for the LAG at or below which the
configured action will be invoked. If the numberagferational links exceeds the port-threshold value
any action taken for being below the threshold ealill cease.

Values 0—3

action { dynamic-cost| down} — Specifies the action to take if the number of actimks in the LAG is at
or below the threshold value.

When thedynamic-costaction is specified, then dynamic costing willdmtivated. As a result the LAG
will remain operationally up with a cost relativiethe number of operational links. The link willlpn
be regarded as operationally down when all linkhenLAG are down.
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This is supported only in 7210 SAS-X and SAS-M ratvmode.

When thedown action is specified, then the LAG will be brougipierationally down if the number of
operational links is equal to or less than the icaméd threshold value. The LAG will only be regedd
as up once the number of operational links excezlsonfigured threshold value.

This is supported in 7210 SAS-X and SAS-M netword 7210 SAS-M and 7210 SAS-T access-
uplink mode.

selection-criteria

Syntax  selection-criteria  [highest-count | highest-weight ] [slave-to-partner ]
no selection-criteria

Context config>lag
Description This command specifies which selection criteriaudthde used to select the active sub-group.
Default highest-count

Parameters highest-count —Specifies sub-group with the highest number ofilglggmembers.
highest-weight —Specifies sub-group with the highest aggregate hteig

best-port — Selection criteria used with "power-off* mode ofeogtion. The sub-group containing the port
with highest priority port. In case of equal porippities the sub-group containing the port witle th
lowest port-id is taken

slave-to-partner — The slave-to-partner keyword specifies that itetbgr with the selection criteria,
should be used to select the active sub-group.ligible member is a lag-member link which can
potentially become active. This means it is operstily up (not disabled) for use by the remote .side
Theslave-to-partner parameter can be used to control whether or metatter condition is taken into
account.
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Ethernet Ring Commands

eth-ring
Syntax  eth-ring ring-id
no eth-ring
Context config

Description This command configures a G.8032 protected Etheimgt G.8032 Rings may be configured as majorging
with two paths (a&b).

Theno form of this command deletes the Ethernet ringiigel by the ring-id.
Default no eth-ring

Parameters ring-id — Specifies the ring ID.
Values 1—128

description

Syntax  description description-string
no description

Context config>eth-ring

Description This command adds a text description for the rirtge no form of this command removes the text
description.

Default “Eth ring”

Parameters string —Specifies the text description up to 160 charadtelsngth.

guard-time

Syntax guard-time time
no guard-time

Context config>eth-ring

Description This command configures the guard time for an BtigRThe guard timer is standard and is configweabl
from “x"ms to 2 seconds

Theno form of this command restores the default guardeti

Default 5 deciseconds
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Parameters value —Specifies the guard-time.

Values 1—20 deciseconds

revert-time
Syntax revert-time time

no revert-time

Context config>eth-ring

This command configures the revert time for an Rihg. It ranges from 60 seconds to 720 second by 1
second intervals.

The no form of this command this command meansrewartive mode and revert time essentially is 0
meaning the revert timers are not set.

Default 300 seconds

Parameters value —Specifies the guard-time.

Values 60 —720 seconds

ccm-hold-time

Syntax ~ ccm-hold-time {down down-timeout | up up-timeout}
no ccm-hold-time

Context config>eth-ring
This command configures eth-ring dampening timers.

Theno form of this command set the up and down timette default values.

down

Syntax down down-timeout

Context config>eth-ring>ccm-hold-time

This command specifies the timer, which controtsdelay between detecting that ring path is dowh an
reporting it to the G.8032 protection module. Han-zero value is configured, the CPM will wait foe

time specified in the value parameter before répgit to the G.8032 protection module.

Note: This parameter applies only to ring path CCM.désl NOT apply to the ring port link state. To damp
ring port link state transitions, use hold-timegaeter from the physical member port.

Default 0 - the fault will be reported immediately to th@fection module.

Parameters value —Specifies the down timeout.
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Syntax

Context

Default

Parameters

rpl-node

Syntax

Context

Default

node-id

Syntax

Context
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Values 0 — 5000 deciseconds

up up-timeout

config>eth-ring>ccm-hold-time

This command specifies the timer, which controésdelay between detecting that ring path is up and
reporting it to the G.8032 protection module. Han-zero value is configured, the CPM will wait foe
time specified in the value parameter before répgit to the G.8032 protection module.

Note: This parameter applies only to ring path CCM.desl NOT apply to the member port link state. To
damp member port link state transitions, use hiohg-parameter from the physical member port.

20 deciseconds

value —Specifies the hold-time for reporting the recovery.

Values 0 — 5000 deciseconds

rpl-node <owner | nbr >
no rpl-node

config>eth-ring

This command configures the G.8032 ring protediitkitype as owner or neighbor. The no form of the
command means this node is not connected to ariRRLWhen RPL owner or neighbor is specified eith
the a or b path must be configured with the RPL@mmand. An owner is responsible for operatiothef

rpl link. Configuring the RPL as neighbor is opt#b (can be left as no rpl-node) but if the commiangsed

the nbr is mandatory.

Theno form of this command removes the RPL link.

no rpl-node

node-id
no node-id
config>eth-ring

This optional command configures the MAC addresthefRPL control. The default is to use the chassis
MAC for the ring control. This command allows ttleassis MAC to be overridden with another MAC
address.

The no form of this command removes the RPL link.
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Default

Parameters

sub-ring

Syntax

Context

Default

Parameters

no node-id

mac —<XXI XX XX XXIXXIXX OF XX-XX-XX-XX-XX-XX>

sub-ring {virtual-link | non-virtual-link}
[no] sub-ring

config>eth-ring>sub-ring

This command specifies this ring-id to be sub-asglefined in G.8032. By declaring the ring asib-ring
object, the ring will only have one valid path ahd sub-ring will be connected to a major rinadrPLS
instance. The virtual-link parameter declares ¢hsitib-ring is connected to another ring and tbatrol
messages can be sent over the attached ring tahteeside of the sub-ring. The non-virtual channel
parameter declares that a sub-ring may be connextednother ring or to a VPLS instance but that n
control messages from the sub-ring use the attachgar VPLS instance. The non-virtual channel
behavior is standard G.8032 capability.

The no form of this command deletes the sub-rirdjitmvirtual channel associations.
no sub-ring
virtual-link — Specifies the interconnection is to a ring andrtual link will be used.

non-virtual-link —Specifies the interconnection is to a ring or a $Rhstance and a virtual link will not be
used.

compatible-version

Syntax compatible-version version
[no] compatible-version
Context config>eth-ring
Description This command configures the backward compatibitigyic for the Ethernet rings.
Default 2
Parameters version —Specifies the Ethernet ring version.
Values 1—2
interconnect
Syntax interconnect {ring-id  ring-index | vpls}
[no] interconnect
Context config>eth-ring>sub-ring>interconnect
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This command links the G.8032 sub-ring to a rirgldance or to a VPLS instance. The ring instancst ivel
a complete ring with two paths but may itself lmib-ring or a major ring (declared by its confagion on
another node) . When the interconnection is totearatode, the sub-ring may have a virtual link aoa-
virtual-link. When the sub-ring has been configunéth a non-virtual link, the sub ring may be attatively
be connected to a VPLS service. This command is\alld on the interconnection node where a single
sub-ring port connects to a major ring or termisaie a VPLS service.

Theno form of this command removes interconnect node.

no interconnect

ring-index —Specifies the ring index of the connection ringtfis sub-ring on this node.

vpls —Specifies that the sub- ring is connected to theY/stance that contains the sub-ring SAP.

Values ring-index: 1—128

propagate-topology-change

Syntax

Context

Default

path

Syntax

Context

Description

Default

Parameters

propagate-topology-change
[no] propagate-topology-change
config>eth-ring>sub-ring>interconnect

This command configures the G.8032 sub-ring to agage topology changes. From the sub-ring to the
major ring as specified in the G.8032 interconmecflush logic. This command is only valid on this
ring and on the interconnection node. Since thimroand is only valid on a Sub-ring, a virtual linkrmn-
virtual link must be specified for this commandi® configured. The command is blocked on majasin
(when both path a and b are specified on a ring).

Theno form of this command sets propagate to the default

no propagate-topology-change

path {a | b} <portid> raps-tag <qtag [.qtag]>
[no] path {a | b}

config>eth-ring

This command assigns the ring (major or sub-riradh po a port and defines the Ring APS tag. Rings
typically have two paths a and b.

The no form of this command removes the path a or b
no path
raps-tag <qtag [.qtag]> —Specifies the VIDqtag.
Values Dotlqg: 1—4094
Values QinQ: 1—4094.1—4094
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description

Syntax

Context

Description

Default

Parameters

rpl-end

Syntax

Context

Description

Default

eth-cfm

Syntax
Context

Description

mep

Syntax
Context

Description

Parameters
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description long-description-string
no description

config>eth-ring>path

This command adds a text description for the riathpThe no form of this command removes the text
description.

string —Specifies the text description up to 160 charadtelsngth.

rpl-end
no rpl-end

config>eth-ring>path

This command configures the G.8032 path as a niagegtion link end. The ring should be declared as
either a RPL owner or RPL neighbor for this commambe allowed. Only path a or path b can be dedla
an RPL-end.

The no form of this command sets the rpl-end tadlého rpl-end.

no rpl-end

eth-cfm
config>eth-ring>path

This command enables the context to configure EFA@arameters.

[no] mep mep-id domain md-index association ma-index
config>eth-ring>path>eth-cfm

This command provisions an 802.1ag maintenancecamdMEP).

Theno form of the command reverts to the default values.

mep-id —Specifies the maintenance association end pointifa.

Values 1—81921
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md-index —Specifies the maintenance domain (MD) index value.
Values 1 — 4294967295

ma-index —Specifies the MA index value.
Values 1 — 4294967295

ccm-enable

Syntax [no] ccm-enable
Context config>eth-ring>path>eth-cfm>mep

Description This command enables the generation of CCM messages

Theno form of the command disables the generation of GGdésages.

ccm-Itm-priority
Syntax  ccm-ltm-priority  priority
no ccm-ltm-priority
Context config>eth-ring>path>eth-cfm>mep

Description This command specifies the priority value for CCatal LTMs transmitted by the MEP.
Theno form of the command removes the priority valuerfrine configuration.

Default The highest priority on the bridge-port.

Parameters priority — Specifies the priority of CCM and LTM messages.

Values 0—7

control-mep

Syntax no control-mep
Context config>eth-ring>path>eth-cfm>mep

Description This command enables the usage of the CC stateebithernet ring for consideration in the protectio
algorithm. The use of control-mep command is recemuhed if fast failure detection is required, espiici
when Link Layer OAM does not provide the requiredettion time.

Theno form of this command disables the use of the @G@4iy the Ethernet ring.

Default no control-mep
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control-sap-tag

Syntax  control-sap-tag tag-range
no control-sap-tag

Context config>eth-ring>path>eth-cfm>mep

Description To support 100ms CCM timers in hardware for G.8REPS, user needs to reserve a VLAN tag value for
exclusive use by G.8032 MEPs configured for a paldr ring port (for the MEP configured under ttagtp
command). This command allows the user to telsgtem which VLAN tag is reserved for use with this
G.8032 MEP. This value can be the same one asgeoafi with raps-tag value. Use of this commandsturn
on use of 100ms CCM timers for this MEP. The systlecks that the configured value is not in usary
SAP (as a SAP tag) configured on the port andmase as a control-sap-tag by any other G.8032rinst
on that port. Maximum of four hardware based cdit&Ps can be configured on a port.

The VLAN should be reserved for all port encapsaratype. In other words, NULL encapsulated port,
Dotlq encapsulated port, and QinQ encapsulated it need to use G.8032 MEPs with 100ms CCM
timers need to reserve a VLAN for use. Every G.8@3fance configured for the port, needs a VLANueal
reserved for its use. Each G.8032 ring instance maesa different VLAN value, not in use currerilyany
other G.8032 instance on the same port.

Note: User needs to ensure that the VLAN value specé&dontrol-sap-tag must not be received as the
outermost VLAN tag on any of the SAPs in use onstéime port. For example, if control-sap-tag is
configured as 550, then any SAP (NULL, dotlq, dddEfault SAP, Q1.Q2 SAP, Q1.* SAP, etc.)
configured on the port do not receive any CFM pathkat matches the VLAN tag 550.

Theno form of the command reverts the ring port to Uneeraps-tag configured for the path and use of
1second CCM timers.

Parameters tag-range —Specifies the tag range.
Values 512 — 768

eth-test-enable

Syntax [no] eth-test-enable
Context config>eth-ring>path>eth-cfm>mep

Description This command enables eth-test functionality on MEHP.this test to work, operators need to configure
ETH-test parameters on both sender and receiversndthe ETH-test then can be done using the fatigwi
OAM commands:

oam eth-cfm eth-test mac- addr ess mep mep-i d domain nd- i ndex association
ma- i ndex [priority priority] [data-length dat a- | engt h]

A check is done for both the provisioning and testnsure the MEP is an Y.1731 MEP (MEP provisioned
with domain format none, association format iccduBslf not, the operation fails. An error messagthe
CLI and SNMP will indicate the problem.
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test-pattern

Syntax

Context

Description

Parameters

Default

test-pattern {all-zeros | all-ones } [crc-enable ]
no test-pattern

config>eth-ring>path>eth-cfm>mep>eth-test-enable

This command configures the test pattern for ethftames.

Theno form of the command removes the values from thrdigaration.
all-zeros —Specifies to use all zeros in the test pattern.

all-ones —Specifies to use all ones in the test pattern.

crc-enable —Generates a CRC checksum.

all-zeros

bit-error-threshold

Syntax

Context
Description

Default

Parameters

bit-error-threshold  bit-errors

config>eth-ring>path>eth-cfm>mep

This command specifies the lowest priority deféett is allowed to generate a fault alarm.
1

bit-errors — Specifies the lowest priority defect.
Values 0 — 11840

low-priority-defect

Syntax
Context
Description

Default

low-priority-defect  {allDef | macRemErrXcon |remErrXcon | errXcon | xcon | noXcon }
config>eth-tunnel>path>eth-cfm>mep

This command specifies the lowest priority deféett is allowed to generate a fault alarm.
remErrXcon

Values allDef DefRDICCM, DefMACstatus, DefRemoteCCM, Defer€CM,

and DefXconCCM

macRemErrXconOnly DefMACstatus, DefRemoteCCM, DefECCM, and
DefXconCCM

remErrXcon Only DefRemoteCCM, DefErrorCCM, and DefE€CM

errXcon Only DefErrorCCM and DefXconCCM

xcon Only DefXconCCM; or

noXcon No defects DefXcon or lower are to be repbrte
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mac-address

Syntax mac-address mac-address
no mac-address

Context config>eth-ring>path>eth-cfm>mep

Description This command specifies the MAC address of the MEP.

Theno form of this command reverts the MAC address efNMtEP back to that of the port (if the MEP is on
a SAP) or the bridge (if the MEP is on a spoke SDP)

Parameters mac-address — Specifies the MAC address of the MEP.

Values 6-byte unicast mac-address (XX:XX:XX:XX:XX:XX OFxXX-XX-XX-xX) of the MEP. Using
the all zeros address is equivalent to the no fofrthis command.

one-way-delay-threshold

Syntax one-way-delay-threshold  seconds
Context config>eth-ring>path>eth-cfm>mep
Description This command enables one way delay threshold timié |
Default 3 seconds

Parameters priority — Specifies the value for the threshold in seconds.

Values 0 — 600

shutdown

Syntax [no] shutdown
Context config>eth-ring>path>eth-cfm>mep

Description This command administratively enables or disatiiesMEP.

Theno form of this command disables or enables the MEP.

Default shutdown

shutdown

Syntax [no] shutdown

Context config>eth-ring>path
config>eth-ring
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This command administratively enables or disalbilespath.

Theno form of this command disables or enables the path.

shutdown

resource-profile

Syntax
Context

Description

resource-profile
config>system

This command is used to configure the system resgunofile.

g8032-fast-flood-enable

Syntax

Context

Description

Note: This command is supported only on 7210 SAS-Klevices.

08032-fast-flood-enable
no g8032-fast-flood-enable

config>system>resource-profile

This command is used to enable the G.8032 fastifleature.When this command is executed it is dtore

the configuration file afteadmin saveis executedA system reboot is required for this command te@tak
effect.

It is recommended to enable this command to impeavreice failover time due to failures in the ripath.
When fast flood is enabled, on a failure deteciioaone of the paths of the eth-ring, along with MAGsh
the system starts to flood the traffic onto theilabde path.

If this command is present in the configuratioe,fibn reboot the system allocates resources f&@3@,&y
reducing the amount of resources available forwiie ACLs. When this command is used, G.8032 fast-
flood needs an entire chunk with12” entries,therefore the amount of resources availéd use with
ACLs is reduced by512'. User needs to free up resources used by ACLsvaaice them available for use
by G.8032, before enabling this command.The usenldrensure that the resource usage of ACLs has bee
appropriately modified before reboot, to make waryudse of this feature.User can free up resouritesre
disabling the use of ACLs with a SAP or deletinBAP, so that an entire chunk®if2 entries is available.

Before enabling thg8032-fast-flood-enablecommand the user must check if sufficient resairae
available.Thetools>dump>system-resourcexommand is available to check if sufficient rexmsr are
available.The fieldingress Shared CAM Entries' shown in the output below dbols>dump>system-
resourcescommand, must be more than or equé1a (free column in the output shown below).

| Total | Allocated | Free
——————————————————————————————— B it el bbbt
Ingress Shared CAM Entries | 0 | 0 | 512
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Default

If the configuration file containsrao form of this command, then the system does notate any resources
for use by G.8032.The entire resource pool is al&lfor use by ACLs. Theo form of the command takes
affect only on reboot.

no g8032-fast-flood-enable

split-horizon-group

Syntax
Context

Description

Parameters

Page 178

split-horizon-group  group-name

no split-horizon-group

config>lag
config>port

This command associates a split horizon group ticlwthis port or LAG belongs. For LAGs, all the
member ports of the LAG are added to the splitzmrigroup. The split-horizon-group must be confégur
in the config context.

Configuring or removing the association of the peduires the following conditions to be satisfied:
» There are no applications associated with thelpgrflike SAPs on the port, etc.).
e The port or LAG should be administratively shutaow
« The port should not be part of a LAG.

« To change split horizon group of a port or LAG thid split horizon group should be first removed
from the port or LAG, and then the new split honzgroup can be configured.

Theno form of this command removes the port or all mengmets of the LAG from the split horizon
group.

group-name —Specifies the name of the split horizon group upZaharacters in length. The string must
be composed of printable, 7-bit ASCII charactefrthé string contains special characters (#, $capa
etc.), the entire string must be enclosed withinlde quotes.
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Multi-Chassis Redundancy Commands

redundancy

Syntax redundancy
Context config

Description This command allows the user to configure redungaperations.

multi-chassis

Syntax multi-chassis
Context config>redundancy

Description This command enables the context to configure rehltissis parameters.

peer

Syntax [no] peer ip-address create

Context config>redundancy>multi-chassis

Description Use this command to configure up to 20 multi-creesilundancy peers. Note that is is only for motky)
not for mc-sync (4).
Parameters ip-address —Specifies the IP address.
Values ipv4-address: a.b.cd

create —Mandatory keyword specifies to create the peer.

lag

Syntax lag lag-id lacp-key admin-key system-id system-id [remote-lag remote-lag-id] system-priority
system-priority
no lag lag-id

Context config>redundancy>multi-chassis>peer>mc-lag

Description This command defines a LAG which is forming a redamt-pair for MC-LAG with a LAG configured on
the given peer. The same LAG group can be defimddio the scope of 1 peer. In order MC-LAG to
become operational, all parametdag-key, system-id system-priority) must be configured the same on
both nodes of the same redundant pair.
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Default

Parameters

The partner system (the system connected to &8 florming MC-LAG) will consider all ports usingeh
samedacp-key, system-id system-priority as the part of the same LAG. In order to achigiginh MC
operation, both redundant-pair nodes have to bégrord with the same values. In case of the mismat
MC-LAG is kept in oper-down status.

Note that the correct CLI command to enable MC Liata LAG instandby-signaling power-off modds
lag lag-id [remote-lagremote-lag-id. In the CLI help output, the first three form&arsed to enable MC
LAG for a LAG in LACP mode. MC LAG is disabled (raglless of the mode) for a given LAG with lag
lag-id.

none

lag-id —The LAG identifier, expressed as a decimal inte§pecifying thdag-id allows the mismatch
between lag-id on redundant-pair. If lag-id is specified it is assumed that neighbor systeas tise
sameag-id as a part of the given MC-LAG. If no matching M@ group can be found between
neighbor systems, the individual LAGs will operateusual (no MC-LAG operation is established.).

Values 1— 200

lacp-key admin-key — Specifies a 16 bit key that needs to be configimgétle same manner on both sides
of the MC-LAG in order for the MC-LAG to come up.

Values 1 — 65535

system-idsystem-id — Specifies a 6 byte value expressed in the saméiorotes MAC address
Values XXXXKXXXXXXXX - XX [00..FF]

remote-laglag-id — Specifies the LAG ID on the remote system.
Values 1— 2001 —64

system-priority system-priority— Specifies the system priority to be used in theedrof the MC-LAG.
The partner system will consider all ports using samdacp-key, system-id andsystem-priority as
part of the same LAG.

Values 1 — 65535

source-address

Syntax

Context
Description

Parameters

Page 180

source-address ip-address
no source-address

config>redundancy>multi-chassis>peer
This command specifies the source address usamiimanicate with the multi-chassis peer.

ip-address —Specifies the source address used to communictidivei multi-chassis peer.
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Syntax

Context
Description

Parameters

sync

Syntax
Context

Description

Interface Configuration

peer-name name
no peer-name

config>redundancy>multi-chassis>peer
This command specifies the peer name used to comatarwith the multi-chassis peer.

name —Specifies the name used to communicate with théitthéssis peer.

[no] sync
config>redundancy>multi-chassis>peer

This command enables the context to configure symikation parameters.

igmp-snooping

Syntax
Context

Description

Default

port

Syntax

Context

Description

Parameters
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[no] igmp-snhooping
config>redundancy>multi-chassis>peer>sync

This command specifies whether IGMP snooping infdiam should be synchronized with the multi-
chassis peer.

no igmp-snooping

port [port-id | lag-id] [sync-tag sync-tag]
no port [port-id | lag-id]

config>redundancy>multi-chassis>peer>sync

This command specifies the port to be synchronizigiithe multi-chassis peer and a synchronizatgyio
be used while synchronizing this port with the riacttassis peer.

port-id — Specifies the port to be synchronized with the iraliassis peer.
lag-id —Specifies the LAG ID to be synchronized with theltincthassis peer.

sync-tagsync-tag— Specifies a synchronization tag to be used whifelssonizing this port with the
multi-chassis peer.
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range

Syntax

Context
Description

Parameters

Page 182

range encap-range sync-tag sync-tag
no range encap-range

config>redundancy>multi-chassis>peer>sync>port

This command configures a range of encapsulatibresa

Values

encap-range

Specifies a range of encapsulation values on atpdmt synchronized with a multi-chassis peer.

Values

DotlQ start-qtag-end-qtag

start-qtag [0..4094]

end-qtag [0..4094]

QinQ - <gtagl>.<start-gtag2>-<qtagl>.<end-qtag2>

- <start-qtagl>.*-<end-qtagl>.*

gtagl [1..4094]

start-qtagl [1..4094]

end-qtagl [1..4094]

start-qtag2 [0..4094]

end-qtag2 [0..4094]

sync-tagsync-tag — Specifies a synchronization tag up to 32 chara@elength to be used while
synchronizing this encapsulation value range withrhulti-chassis peer.
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Show Commands

Hardware Commands

chassis

Syntax
Context
Description

Parameters

Output

chassis [environment ] [power-supply ]
show
This command displays general chassis status itafiiom

environment — Displays chassis environmental status information.
Default Displays all chassis information.

power-supply —Displays chassis power supply status information.

Default Displays all chassis information.
Chassis Output — The following table describes chassis output fields
Label Description

Name The system name for the router.

Type Displays the model number.

Location The system location for the device.

Coordinates A user-configurable string that indicates the Gldtasitioning System
(GPS) coordinates for the location of the chassis.
For example:

N 45 58 23, W 34 56 12
N37 37' 00 latitude, W122 22' 00 longitude
N36*39.246' W121*40.121'

CLLI Code The Common Language Location Identifier (CLLI) thaiquely iden-
tifies the geographic location of places and certanctional catego-
ries of equipment unique to the telecommunicatiodsistry.

Number of slots The number of slots in this chassis that are abigiléor plug-in cards.
The total number includes the IOM slot(s) and tiRMCslots.

Number of ports The total number of ports currently installed irstbhassis. This count
does not include the Ethernet ports on the CPMsatfeaused for man-
agement access.
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Label

Description (Continued)

Critical LED
state

Major LED state
Minor LED state
Base MAC address

Admin chassis
mode

Oper chassis
mode

Part number
CLEI code

Serial number
Manufacture date

Manufacturing
string

Administrative
state

Operational
state

Time of last
boot

Current alarm
state

Number of fan
trays

Number of fans

Operational sta-
tus

Fan speed

Number of power
supplies

The current state of the Critical LED in this chass

The current state of the Major LED in this chassis.
The current state of the Minor LED in this chassis.
The base chassis Ethernet MAC address.

The configured chassis mode.

The current chassis mode.

The CPM’s part number.
The code used to identify the router.
The CPM’s part number. Not user modifiable.

The chassis manufacture date. Not user modifiable.

Factory-inputted manufacturing text string. Notrusedifiable.

Up — The card is administratively up.
Down — The card is administratively down.

Up — The card is operationally up.

Down — The card is operationally down.

The date and time the most recent boot occurred.
Displays the alarm conditions for the specific labar
The total number of fan trays installed in this sdia.

The total number of fans installed in this chassis.

Current status of the fan tray.

Half speed —  The fans are operating at half speed.

Full speed — The fans are operating at full speed.

The number of power supplies installed in the clsass
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Description (Continued)

Power supply
number

AC power

DC power

Over temp

Status

Sample Output

*A:MTU-A# show chassis

The ID for each power supply installed in the clsass

Within range — AC voltage is within range.

Out of range — AC voltage is out of range.

Within range — DC voltage is within range.

Out of range — DC voltage is out of range.

Within range — The current temperature is within the acceptable
range.

Out of range — The current temperature is above the acceptable
range.

Up — The specified power supply is up.

Down — The specified power supply is down

Chassis Information

Name

Type

Location
Coordinates
CLLI code
Number of slots
Number of ports

Critical LED state

Major LED state
Minor LED state

Over Temperature state
Base MAC address

Hardware Data
Part number
CLEI code
Serial number

:MTU-A
1 7210 SAS-M-1

: Off
. Off
: OK
:00:11:00:22:bc: 11

:MTUSN107210

Manufacture date

Manufacturing string

Manufacturing deviations

Time of last boot :2001/06/27 11:1
Current alarm state : alarm cleared

Environment Information
Number of fan trays 01
Number of fans 03
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Fan tray number 01
Status Lup
Speed : half speed

Power Supply Information
Number of power supplies  : 2

Power supply number 01
Configured power supply type : ac single
Status Lup

AC power . within range

Power supply number 12
Defaulted power supply type : none
Status : not equipped

*A:MTU-A#

*A:MTU-A# show chassis power-supply

Chassis Information

Power Supply Information
Number of power supplies  : 2

Power supply number 01
Configured power supply type : ac single
Status Lup

AC power : within range

Power supply number 12
Defaulted power supply type : none
Status : not equipped

*A:MTU-A#

Sample output for 7210 SAS-X:

A:7210-SAS-X>show# chassis

Chassis Information

Name : SASX2595
Type 1 7210 SAS-X 24F 2XFP-1
Location :
Coordinates

CLLI code :

Number of slots 12
Number of ports : 26
Critical LED state : Off
Major LED state : Off
Minor LED state . Off
Over Temperature state 1 OK
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Base MAC address : 7¢:20:64:ac:ff: 8f

Hardware Data

Part number : 3HEO5171AAAA050 1
CLEI code : IPMNX10GRA

Serial number - NS1035F0181

Manufacture date : 08242010

Manufacturing string

Manufacturing deviations  : D01669 D01696

Time of last boot :2010/11/10 20:3 8:27
Current alarm state : alarm cleared

Environment Information

Number of fan trays 01

Number of fans 13

Fan tray number 01

Status Lup

Speed : half speed
Power Supply Information

Number of power supplies  :2

Power supply number 01

Configured power supply type : ac single

Status Lup

AC power . within range

Over temp : within range

Input power : within range

Output power . within range

Power supply number 12

Configured power supply type : ac single

Status Lup

AC power : within range

Over temp . within range

Input power : within range

Output power : within range

*A:7210-SAS-X>show# chassis environment

Chassis Information

Environment Information

Number of fan trays 01
Number of fans :3

Fan tray number 01
Status Lup

Speed : half speed

*A:7210-SAS-X>show#

*A:7210-SAS-X>show# chassis power-supply
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Chassis Information

Power Supply Information

Number of power supplies  :2

Power supply number 01
Configured power supply type : ac single
Status L up

AC power : within range
Over temp : within range
Input power . within range
Output power : within range
Power supply number 12
Configured power supply type : ac single
Status Lup

AC power . within range
Over temp : within range
Input power : within range
Output power . within range

*A:7210-SAS-X>show#

card

Syntax  card [slot-number] [detail ]
card state

Context show

Description This command displays card information.
If no command line parameters are specified, a sangmary for all cards is displayed.
Parameters slot-number —Bisplays information for the specified card slot.
Default Displays all cards.
Values state
Displays provisioned and equipped card and MDA rmiation.
detail — Displays detailed card information.

Default Displays summary information only.
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Output  Show Card Output — The following table describes show card outputfel

Label Description
Slot The slot number of the card in the chassis.
Provisioned The card type that is configured for the slot.
Card-type
Equipped Card- The card type that is actually populated in theé slo
type
Admin State Up — The card is administratively up.

Down — The card is administratively down.

Operational Up — The card is operationally up.
State

Down — The card is operationally down.

*A:MTU-A# show card

Card Summary

Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State

1 iom-24g iom-24g u p up

A sfm-24g sfm-24g u p up/active

*A:MTU-A#

*A:ces-A# show card

Card Summary

Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State

1 iom-sas iom-sas u p up

A sfm-sas sfm-sas u p up/active

Sample output for 7210 SAS-X:

A:7210-SAS-X > show card

Card Summary

Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State
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1 iom-sas iom-sas u p up
A sfm-sas sfm-sas u p up/active

A:7210-SAS-X >

Show CardState Output — The following table describes show card state difiplds.

Label Description
Slot/MDA The slot number of the card in the chassis.
Provisioned Type The card type that is configured for the slot.
Equipped Type The card type that is actually populated in the. slo
Admin State Up — The card is administratively up.

Down — The card is administratively down.

Operational Up — The card is operationally up.

State
provisioned — There is no card in the slot but it has been pre-
configured.

Num Ports The number of ports available on the MDA.

Num MDA The number of MDAs installed.

Comments Indicates whether the SF/CPM is the active or signd

Sample Output

*A:MTU-A# show card state

Card State

Slot/ Provisioned  Equipped Admin Oper ational Num Num Comments
Id Type Type State Stat e Ports MDA

1 iom-24g iom-24g up up 2

1/1 m24-100fx-1gb-s* m24-100fx-1gb-s* up up 24

A sfm-24g sfm-24g up up Active

* indicates that the corresponding row element may have been truncated.

Sample output for 7210 SAS-X:

A:7210-SAS-X> show card state

Card State
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Slot/ Provisioned  Equipped Admin Oper ational Num Num Comments

Id  Type Type State Stat e Ports MDA
1 iom-sas iom-sas up up 2

1/1 m24-1gb+2-10gb m24-1gb+2-10gb up up 26

A sfm-sas sfm-sas up up Active

A:7210-SAS-X>

Show Card Detail Output — The following table describes detailed card oufjidls.

Label

Description

Available MDA
slots

Installed MDAs

Part number

CLEI code

Serial number

Manufacture date

Manufacturing
string

Manufacturing
deviations

Administrative
state

Operational
state

Temperature

Temperature
threshold

Software boot
version

Software version

7210 SAS M, T, and X Interface Configuration Guide

The number of MDA slots available on the IOM.

The number of MDAs installed on the IOM
The IOM part number.

The Common Language Location Identifier (CLLI) cadigng for the
router.

The serial number. Not user modifiable.

The chassis manufacture date. Not user modifiable.
Factory-inputted manufacturing text string. Notrusedifiable.
Displays a record of changes by manufacturingéchtirdware or soft-
ware and which is outside the normal revision adrgrocess.

Up — The card is administratively up.

Down — The card is administratively down.

Up — The card is operationally up.

Down — The card is operationally down.
Internal chassis temperature.

The value above which the internal temperature msistin order to
indicate that the temperature is critical.

The version of the boot image.

The software version number.
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Label Description (Continued)
Time of last The date and time the most recent boot occurred.
boot
Current alarm Displays the alarm conditions for the specific lmbar
state

Base MAC address Displays the base MAC address of the hardware coegto

Memory Capacity Displays the memory capacity of the card.

Sample Output

*A:MTU-A# show card detail

Card 1

Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State

1 iom-24g iom-24g u p up

IOM Card Specific Data

Clock source : none
Available MDA slots 12
Installed MDAs 01

Hardware Data
Part number
CLEI code :
Serial number : MTUSN107210
Manufacture date
Manufacturing string
Manufacturing deviations

Administrative state Lup
Operational state L up
Temperature 1 40C
Temperature threshold :50C
Software boot (rom) version :7
Software version : TIMOS-B-1.1.S29 both/mpc ALCATEL SAS-M 721*
Time of last boot : 2001/06/27 11:1 5:07
Current alarm state : alarm cleared
Base MAC address :00:11:00:22:bc: 11
Memory capacity 11,024 MB
*A:MTU-A#

Sample Output for 7210 SAS-X:

A:7210-SAS-X> show card detail
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Card 1
Slot  Provisioned Equipped A
Card-type Card-type S
1 iom-sas iom-sas u
IOM Card Specific Data
Clock source : none
Named Pool Mode : Disabled
Available MDA slots 12
Installed MDAs 01
Hardware Data
Part number : 3BHEO05170AAAA050
CLEI code : IPMNX10GRA
Serial number : NS1034F0924
Manufacture date : 08312010

Manufacturing string
Manufacturing deviations
Administrative state

Operational state
Temperature

Temperature threshold

: D01696 D01669
L up
L up
1 26C
:50C

Software boot (rom) version : X-0.0.1906 on T

Software version

: TIMOS-B-2.0.B1-

dmin  Operational

tate State
p up
1

ue Nov 9 23:01:33 IST 2010 b*
129 both/hops ALCATEL SAS-X *

Time of last boot : 2010/11/10 20:5 1:20

Current alarm state : alarm cleared

Base MAC address : 7¢:20:64:ad:00: ef

Last bootup reason : hardReboot

Memory capacity 11,024 MB
Card A
Slot  Provisioned Equipped A dmin  Operational

Card-type Card-type S tate  State

A sfm-sas sfm-sas u p up/active
BOF last modified :N/A
Config file version : TUE NOV 09 20:2 8:32 2010 UTC
Config file last modified :N/A
Config file last saved :N/A
M/S clocking ref state : primary
Flash - cf1:

Administrative State Lup

Operational state ;up

Serial number : serial-1

Firmware revision 1v1.0

Model number :Flash 1

Size :110,984 KB

Free space . 88,548 KB

Hardware Data
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Part number

CLEI code

Serial number
Manufacture date
Manufacturing string

Manufacturing deviations

Administrative state
Operational state
Temperature
Temperature threshold

: 3HEO5170AAAA050
1 IPMNX10GRA

- NS1034F0924
: 08312010

: D01696 D01669
Lup
Lup
: 26C
:50C

Software boot (rom) version :X-0.0.1906 on T

Software version
Time of last boot
Current alarm state
Base MAC address

: TIMOS-B-2.0.B1-
: 2010/11/10 20:5
: alarm cleared
. 7¢:20:64:ad:00:

ue Nov 9 23:01:33 IST 2010 b*
129 both/hops ALCATEL SAS-X *
0:25

ef

Memory capacity 11,024 MB
A:7210-SAS-X>
*A:ces-A# show card 1 detail
Card 1
Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State
1 iom-sas iom-sas u p up
IOM Card Specific Data
Clock source : none
Named Pool Mode : Disabled
Available MDA slots 12
Installed MDAs 12
Hardware Data
Part number : 3HEO5029AA
CLEI code 1 IPMK410JRA
Serial number : NS0950C1606
Manufacture date : 12202009
Manufacturing string
Manufacturing deviations
Administrative state ;up
Operational state ;up
Temperature :41C
Temperature threshold :50C

Software boot (rom) version :9-V-0.0.1771 on

Software version
Time of last boot
Current alarm state
Base MAC address
Last bootup reason
Memory capacity

: TIMOS-B-2.0.S75
: 2010/07/06 11:2
: alarm cleared
1 00:25:ba:01:cc:
: hardReboot
11,024 MB

Thu Jun 24 21:47:52 IST 201*
both/mpc ALCATEL SAS-M 7210*
9:53

30
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CPM Output — The following table describes the output fieldsdaCPM card.

Label Description
Slot The slot of the card in the chassis.
Card Provisioned The SF/CPM type that is configured for the slot.
Card Equipped The SF/CPM type that is actually populated in floe s
Admin State Up — The SF/CPM is administratively up.

Down — The SF/CPM is administratively down.

Operational Up — The SF/CPM is operationally up.
State

Down — The SF/CPM is operationally down.

BOF last modified The date and time of the most recent BOF modificati

Config file ver- The configuration file version.

sion

Configfilelast The date and time of the most recent config filaification.
modified

Configfilelast The date and time of the most recent config filaification.
modified

Configfilelast The date and time of the most recent config fikeesa

saved

CPM card status active — The card is acting as the primary (active) CPM in a

redundant system.
standby — The card is acting as the standby (secondary) GPM i
redundant system.

Administrative Up — The CPM is administratively up.

state Down — The CPM is administratively down.
Operational Up — The CPM is operationally up.

state Down — The CPM is operationally down.

Serial number The compact flash part number. Not user modifiable.
Firmware revi- The firmware version. Not user modifiable.

sion

Model number The compact flash model number. Not user modifiable
Size The amount of space available on the compact tasth
Free space The amount of space remaining on the compact ttasth
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Label

Description (Continued)

Part number
CLEI code

Serial number
Manufacture date

Manufacturing
string

Administrative
state

Operational
state
Time of last

boot

Current alarm
state

Status
Temperature

Temperature
threshold

Software boot
version

Memory capacity

Sample Output

*A:MTU-A# show card A detail

The SF/CPM part number.

The code used to identify the router.

The SF/CPM part number. Not user modifiable.
The chassis manufacture date. Not user modifiable.

Factory-inputted manufacturing text string. Notrusedifiable.

Up — The card is administratively up.
Down — The card is administratively down.

Up — The card is operationally up.
Down — The card is operationally down.

The date and time the most recent boot occurred.

Displays the alarm conditions for the specific labar

Displays the current status.
Internal chassis temperature.

The value above which the internal temperature msistin order to
indicate that the temperature is critical.

The version of the boot image.

The total amount of memory.

Card A

Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State

A sfm-24g u p up/active

BOF last modified :N/A

Config file version :WED JUN 27 11:1 2:21 2008 UTC

Config file last modified 1 2008/06/27 11:4 2:06

Config file last saved . N/A

M/S clocking ref state : primary
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Flash - cf1l:
Administrative State Jup
Operational state L up
Serial number : serial-1
Firmware revision :v1.0
Model number : Flash 1
Size : 110,984 KB
Free space 1 103,264 KB

Hardware Data
Part number
CLEI code :
Serial number : MTUSN107210
Manufacture date
Manufacturing string
Manufacturing deviations

Administrative state ;up
Operational state L up
Temperature 1 40C
Temperature threshold :50C
Software boot (rom) version :7
Software version : TIMOS-B-1.1.S29 both/mpc ALCATEL SAS-M 721*
Time of last boot : 2008/06/27 11:1 4:43
Current alarm state : alarm cleared
Base MAC address :00:11:00:22:bc: 11
Memory capacity 11,024 MB
*A:MTU-A#

Sample output for 7210 SAS-X:

A:7210-SAS-X> show card A detail

Card A
Slot  Provisioned Equipped A dmin  Operational
Card-type Card-type S tate  State
A sfm-sas sfm-sas u p up/active
BOF last modified :N/A
Config file version : TUE NOV 09 20:2 8:32 2010 UTC
Config file last modified :N/A
Config file last saved :N/A
M/S clocking ref state : primary
Flash - cf1:
Administrative State Lup
Operational state L up
Serial number : serial-1
Firmware revision 1v1.0
Model number : Flash 1
Size :110,984 KB
Free space . 88,548 KB
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mda

Syntax
Context

Description

Parameters

Output

Page 198

Hardware Data

Part number : 3BHEO5170AAAA050 1
CLEI code : IPMNX10GRA

Serial number : NS1034F0924

Manufacture date : 08312010

Manufacturing string
Manufacturing deviations  : D01696 D01669

Administrative state ;up

Operational state L up

Temperature 1 26C

Temperature threshold :50C

Software boot (rom) version : X-0.0.1906 on T ue Nov 9 23:01:33 IST 2010 b*
Software version : TIMOS-B-2.0.B1- 129 both/hops ALCATEL SAS-X *
Time of last boot : 2010/11/10 20:5 0:25

Current alarm state : alarm cleared

Base MAC address : 7¢:20:64:ad:00: ef

Memory capacity 11,024 MB

A:7210-SAS-X>

mda [slot [/mda]] [detall ]
show

This command displays MDA information.

If no command line options are specified, a sumnoatput of all MDAs is displayed in table format.

slot —The slot number for which to display MDA informatio

mda —The MDA number in the slot for which to display MD#formation.
Values 1 — 2 (for 7210 SAS-M)
Values 1 (for 7210 SAS-X)

detail — Displays detailed MDA information.

MDA Output — The following table describes MDA output fields.

Label Description
Slot The chassis slot number.
MDA The MDA slot number.
Provisioned MDA- The MDA type provisioned.
type
Equipped MDA- The MDA type actually installed.
type
Admin State Up — Administratively up.
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Label Description (Continued)

Down — Administratively down.
Ops State Up — Operationally up.

Down — Operationally down.

Sample Output

*A:MTU-A# show mda

MDA Summary

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State  State

1 1 m24-100fx-1gb-sfp  m24-100fx-1gb-sfp up up

*A:MTU-A#

Sample output for 7210 SAS-X:

A:7210-SAS-X> show mda

MDA Summary

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State  State
1 1 m24-1gb+2-10gb m24-1gb+2-10gb up up

A:7210-SAS-X>

*A:ces-A# show mda

MDA Summary

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State  State
1 1 m24-100fx-1gb-sfp  m24-100fx-1gb-sfp up up
2 m4-dsl-ces m4-dsl1-ces up up

MDA Detailed Output — The following table describes detailed MDA outpetds.

Label Description

Slot The chassis slot number.

Slot The MDA slot number.
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Label

Description (Continued)
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Provisioned Pro-
visioned-type

Equipped Mda-
type
Admin State

Operational
State

Maximum port
count

Number of ports
equipped

Transmit timing
selected

Sync interface
timing status

Transmit timing
selected

Sync Interface
timing status

Network Ingress
Queue Policy

Capabilities

Part number
CLEI code

Serial number
Manufacture date

Manufacturing
string

Administrative
state

The provisioned MDA type.

The MDA type that is physically inserted into tkist in this chassis.

Up — The MDA is administratively up.
Down — The MDA is administratively down.

Up — The MDA is operationally up.

Down — The MDA is operationally down.

The maximum number of ports that can be equippeti®@MDA card.

The number of ports that are actually equippecherMDA.

Indicates the source for the timing used by the MDA
Indicates whether the MDA has qualified one oftiheéng signals
from the CPMs.

The transmit timing method which is presently seddand being
used by this MDA.

Indicates the status of the synchronous equipnmeimd subsystem.
Specifies the network queue policy applied to tHeAto define the
queueing structure for this object.

Specifies the minimum size of the port that carsteain the MDA.
The hardware part number.

The code used to identify the MDA.

The MDA part number. Not user modifiable.

The MDA manufacture date. Not user modifiable.

Factory-inputted manufacturing text string. Notrusedifiable.

Up — The MDA is administratively up.

Down — The MDA is administratively down.
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Label Description (Continued)
Operational Up — The MDA is operationally up.
state

Down — The MDA is operationally down.

Time of last The date and time the most recent boot occurred.
boot
Current alarm Displays the alarm conditions for the specific MDA.
state

Base MAC address The base chassis Ethernet MAC address. SpeciabpeifdAC
addresses used by the system software are comestrasoffsets from
this base address.
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Sample Output

*A:MTU-A# show mda 1/1 detail

MDA 1/1 detail

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State  State
1 1 m24-100fx-1gb-sfp  m24-100fx-1gb-sfp up up

MDA Specific Data
Maximum port count 124
Number of ports equipped 124
Network ingress queue policy : default
Capabilities : Ethernet

Hardware Data
Part number
CLEI code :
Serial number : MTUSN107210
Manufacture date
Manufacturing string
Manufacturing deviations

Administrative state ;up

Operational state L up

Temperature 1 40C

Temperature threshold :50C

Time of last boot :2001/06/27 11:1 5:10

Current alarm state : alarm cleared

Base MAC address :00:11:00:22:bc: 13
*AMTU-A#

Sample output for 7210 SAS-X:

A:7210-SAS-X> show mda 1/1 detail

MDA 1/1 detail

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State State
1 1 m24-1gb+2-10gb m24-1gb+2-10gb up up

MDA Specific Data
Maximum port count 126
Number of ports equipped  : 26
Network ingress queue policy : default
Capabilities . Ethernet

Hardware Data
Part number : 3HEO05170AAAA050 1
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Serial number
Manufacture date
Manufacturing string

Manufacturing deviations

Administrative state
Operational state
Temperature
Temperature threshold
Software version

Time of last boot
Current alarm state
Base MAC address

: IPMNX10GRA
: NS1034F0924

08312010

: D01696 D01669
Tup
Lup
. 26C
:50C
:N/A
: 2010/11/10 20:5
: alarm cleared
: 7¢:20:64:ad:00:

QOS Settings

Interface Configuration

1:23

fl

Ing. Named Pool Policy : None

Egr. Named Pool Policy : None

A:7210-SAS-X>

*A:ces-A# show mda detail

MDA 1/1 detail

Slot Mda Provisioned Equipped Admin  Operational
Mda-type Mda-type State  State

1 1 m24-100fx-1gb-sfp

MDA Specific Data
Maximum port count

m24-100fx-1gb-sfp

124

Number of ports equipped 124
Network ingress queue policy : default

Capabilities

Hardware Data
Part number
CLEI code
Serial number
Manufacture date
Manufacturing string

: Ethernet

: 3HEO5029AA
1 IPMK410JRA

: NS0950C1606
112202009

Manufacturing deviations

Administrative state
Operational state
Temperature
Temperature threshold
Software version

Time of last boot
Current alarm state
Base MAC address

1up
Tup
:36C
:50C
- N/A
: 2010/07/06 11:3
: alarm cleared
1 00:25:ba:01:cc:

QOS Settings

Ing. Named Pool Policy
Egr. Named Pool Policy

: None
: None
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pools

Syntax

Context

Description

Page 204

MDA 1/2 detail

Slot Mda Provisioned Equipped
Mda-type Mda-type
2 m4-dsl-ces m4-dsl1-ces

MDA Specific Data
Maximum port count 14
Number of ports equipped  : 4
Network ingress queue policy : default

Capabilities . TDM, CEM

Min channel size : PDH DSO0 Group
Max channel size : PDH DS1

Max number of channels 14

Channels in use 14

CEM MDA Specific Data
Clock Mode : adaptive

Hardware Data

Part number : 3HEO05561AA
CLEI code :

Serial number :NS102110177
Manufacture date : 06022010

Manufacturing string
Manufacturing deviations  : 82-0234-02 rev

Administrative state ;up

Operational state ;up

Temperature 1 41C

Temperature threshold :50C

Software version :N/A

Time of last boot :2010/07/06 11:3
Current alarm state : alarm cleared
Base MAC address : 00:03:fa:1d:7d:

QOS Settings

Ing. Named Pool Policy : None
Egr. Named Pool Policy : None

Admin  Operational
State  State

up up

1:37

d2

pools mda-id [/port] [<access-app > [<pool-name>]]
pools mda-id [/port] [<network-app > [[pool-name]]

show

This command displays pool information.

7210 SAS M, T, and X Interface Configuratio

n Guide



Parameters

Output
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mda-id/port] —Displays the pool information of the specified MDA.

access-appool-name —Displays the pool information of the specified QuSicy.

Values

access-ingress, access-egress

network-app pool-name— Displays the pool information of the specified QmSicy.

Values

Show Pool Output —

Label

network-egress

The following table describes show pool outputdgel

Description

Type
ID

Application/Type

Pool Name
Resv CBS
Utilization
State

Start-AvgThresh-
old

Max-Avg

Time Avg Factor

Actual ResvCBS
Admin ResvCBS

PoolSize

Pool Total
Pool Shared

Pool Resv

Specifies the pool type.
Specifies the card/mda or card/MDA/port designation

Specifies the nature of usage the pool would bd tme The pools
could be used for access or network traffic ategithgress or egress.

Specifies the name of the pool being used.
Specifies the percentage of pool size reserve@BS.
Specifies the type of the slope policy.

The administrative status of the port.

Specifies the percentage of the buffer utilize@rafthich the drop
probability starts to rise above 0.

Specifies the percentage of the buffer utilize@rafthich the drop
probability is 100 percent. This implies that allcgets beyond this
point will be dropped.

Specifies the time average factor the weightingvben the previous
shared buffer average utilization result and the sleared buffer utili-
zation in determining the new shared buffer avergdieation.

Specifies the actual percentage of pool size resefor CBS.
Specifies the percentage of pool size reserve@CRS.

Specifies the size in percentage of buffer spabe.vBlue '-1' implies
that the pool size should be computed as per fiighting between all
other pools.

Displays the total pool size.
Displays the amount of the pool which is shared.

Specifies the percentage of reserved pool size.
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Label Description (Continued)
Pool Total In Displays the total amount of the pool which is seu
Use
Pool Shared In Displays the amount of the pool which is shared ithan use.
Use

*A:MTU-A# show pools 1/1/2 access-egress

Pool Information

Port 1 1/1/2

Application : Acc-Egr Pool Name : default
Resv CBS 1 Sum

High Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 70 90 75
Queue2 Down 70 90 75
Queue3 Down 70 90 75
Queued Down 70 90 75
Queueb Down 70 90 75
Queueb Down 70 90 75
Queue7 Down 70 90 75
Queue8 Down 70 90 75

Low Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue? Down 50 75 75
Queue8 Down 50 75 75

Non Tcp Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue7 Down 50 75 75
Queue8 Down 50 75 75

Page 206 7210 SAS M, T, and X Interface Configuratio n Guide



Interface Configuration

Time Avg Factor

Queue Id Time Avg Factor

Queuel 7

Queue2 7

Queue3 7

Queued 7

Queueb 7

Queueb 7

Queue7 7

Queue8 7

MMU Pool Total In Use: 0 KB MMU Pool S hared In*: 0 KB

Pool Total 1163 KB

Pool Shared : 89 KB Pool Resv : 68 KB

Pool Total InUse : 0 KB

Pool Shared In Use :0KB Pool Resv InUse :0KB

FC-Maps ID CBS (B) Depth A.CIR A.PIR
O.CIR O.PIR

be 1/1/2 8698 0 O 1000000
0 Max

12 1/1/2 8698 0 O 1000000
0 Max

af 1/1/2 8698 0 O 1000000
0 Max

11 1/1/2 8698 0 O 1000000
0 Max

h2 1/1/2 8698 0 O 1000000
0 Max

ef 1/1/2 8698 0 O 1000000
0 Max

hl 1/1/2 8698 0 O 1000000
0 Max

nc 1/1/2 8698 0 O 1000000
0 Max

* indicates that the corresponding row element may have been truncated.

*A:MTU-A# show pools 1/1/1 network-egress

Pool Information

Port 1 1/1/1 (lag-1)

Application . Net-Egr Pool Name . default

Resv CBS :Sum

High Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)

Queuel Down 70 90 75

Queue2 Down 70 90 75

Queue3 Down 70 90 75

Queued Down 70 90 75
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Queueb Down 70 90 75
Queueb Down 70 90 75
Queue? Down 70 90 75
Queue8 Down 70 90 75
Low Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue7 Down 50 75 75
Queue8 Down 50 75 75

Non Tcp Slope

Queueld State  Start-Avg(%) Max-Avg(%) Max-Prob(%)
Queuel Down 50 75 75
Queue2 Down 50 75 75
Queue3 Down 50 75 75
Queued Down 50 75 75
Queueb Down 50 75 75
Queueb Down 50 75 75
Queue7 Down 50 75 75
Queue8 Down 50 75 75

Time Avg Factor

Queue Id Time Avg Factor

Queuel
Queue2
Queue3
Queued
Queueb
Queueb
Queue?
Queue8 7

MMU Pool Total In Use: 0 KB MMU Pool S hared In*: 0 KB
Pool Total : 163 KB

Pool Shared : 89 KB Pool Resv : 68 KB
Pool Total In Use : 0 KB

Pool Shared In Use : 0 KB Pool Resv InUse :0KB

NNN NN NN

FC-Maps ID  CBS(B) Depth A.CIR A.PIR
OCIR OPIR

be 1/1/1 8698 0 O 1000000
0 Max

12 1/1/1 8698 0 250000 1000000
250000 Max
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af

h2

ef

hl

nc

1/1/1

1/1/1

1/1/1

1/1/1

1/1/1

1/1/1

8698

8698

8698

8698

8698

8698

Interface Configuration

250000 1000000
250000 Max
250000 1000000
250000 Max
1000000 1000000
Max Max
1000000 1000000
Max Max
100000 1000000
100000 Max
100000 1000000
100000 Max

* indicates that the corresponding row element may
*A:MTU-A#
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Port Show Commands

port

Syntax port port-id[detail ]
port port-id description
port port-id associations
port port-id ethernet [efm-oam | detail ]
port port-id acr [detail ] (not supported on 7210 SAS-X)
port port-id dotlx [detail ]
port port-id vport [vport-name] associations
port [Al] [detail ] [statistics ] [description ]

Context show

Description This command displays port information.

If no command line options are specified, the comdngort displays summary information for all pats
provisioned MDAs.

Parameters port-id —Specifies the physical port ID in the fostot/mda/port
Syntax port-id slof/mdd/port]]
MDA Values 1, 2 (for 7210 SAS-M)
MDA Values 1 (for 7210 SAS-X)
Slot Values 1
Port Values 1 — 24 (depending on the MDA type)
associations —Displays a list of current router interfaces to evhthe port is associated.
description — Displays port description strings.
dotlx — Displays information.about 802.1x status and dtesis
ethernet —Displays ethernet port information.
efm-oam— Displays EFM OAM information.
detail — Displays detailed information about the Etheipaat.
Al — Displays the out-of-band Ethernet port inforroati
acr — Displays ACR-capable port information.
Port Output — The following tables describe port output fields:
* General Port Output Fields on page 211

» Entering port ranges: on page 229
» Specific Port Output Fields on page 215
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» Detailed Port Output Fields on page 221

e Ethernet Output Fields on page 233
» Ethernet-Like Medium Statistics Output Fields og@&50
» Port Associations Output Fields on page 253

Label

Description

Port ID
Admin State

Phy Link

Port State

Cfg MTU
Oper MTU

LAG ID
Port Mode

Port Encap

Port Type
SFP/MDI MDX

The port ID configured or displayed in thiet/mda/portformat.

Up — The administrative state is up.

Down — The administrative state is down.

Yes — A physical link is present.

No — A physical link is not present.

Up — The port is physically present and has physic#l firesent.
Down — The port is physically present but does not halieka
Ghost — A port that is not physically present.

None — The port is in its initial creation state or abtwmbe deleted.

Link Up — A port that is physically present and has phydioal
present.

Link Down — A port that is physically present but does not have
link.

The configured MTU.

The negotiated size of the largest packet whichbeasent on the port
specified in octets.

The LAG or multi-link trunk (MLT) that the port iassigned to.
network —  The port is configured for transport network use.
access — The port is configured for service access.

Null — Ingress frames will not use tags or labels to @elia a ser-
vice.

dotlg — Ingress frames carry 802.1Q tags where each tagisg
a different service.

QinQ — Encapsulation type specified for QinQ Access SAPs.
The type of port or optics installed.

GIGE — Indicates the GigE SFP type.
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Label

Description (Continued)

IP MTU

Sample Output

*A:ALU-211# show port 1/1/2

FASTE — Indicates the FastE SFP type.

MDI — Indicates that the Ethernet interface is of typelNiedia

Dependent Interface).

MDX —Indicates that the Ethernet interface is of typeXMMedia
Dependent Interface with crossovers).

Displays the configured IP MTU value.

Ethernet Interface

Description : 10/100 Ethernet TX

Interface 1 1/1/2 Ope
Link-level : Ethernet Con
Admin State Lup Ope

Oper State :up - Active in LAG 10 Con
Physical Link  : Yes MTU
Single Fiber Mode : No

Ifindex : 35717120 Hol

Last State Change : 12/16/2008 19:31:40 Hol
Last Cleared Time : 12/16/2008 19:31:48

IP MTU : 1000

r Speed : 100 mbps
fig Speed : 100 mbps
r Duplex : full
fig Duplex : full

11514

. Internal
dtimeup :0 seconds

d time down : 0 seconds

*AALU-211#

*A:ALU-211# show port 1/1/2

Ethernet Interface

Description : 10/100 Ethernet TX

Interface 2 1/1/2 Ope

Link-level : Ethernet Con

Admin State Jup Ope

Oper State : down - Standby in LAG 10 Con
Physical Link  : Yes MTU

Single Fiber Mode : No

Iflndex : 35717120 Hol

Last State Change : 12/16/2008 18:28:52 Hol
Last Cleared Time : 12/16/2008 18:28:51

r Speed : 100 mbps
fig Speed : 100 mbps
r Duplex  :full
fig Duplex : full

11514

: None
dtimeup :0 seconds

d time down : 0 seconds

IP MTU : 1000
*A:ALU-211#
*A:7210SAS>show# port

Ports on Slot 1
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Port Admin Link Port Cfg Oper LAG/ Port Port Port SFP/XFP/

Id State  State MTU MTU Bndl Mode Encp Type MDIMDX
1/1/1 Down No Down 92129212 - netw null xcme

1/1/2 Down No Down 92129212 - netw null xcme GIGE-SX

1/1/3 Down No Down 92129212 - netw null xcme

1/1/4 Down No Down 92129212 - netw null xcme

1/1/5 Down No Down 92129212 - netw null xcme GIGE-T

1/1/6 Down No Down 92129212 - netw null xcme

/17 Down No Down 92129212 - netw null xcme

1/1/8 Down No Down 92129212 - netw null xcme

1/1/9 Up Yes Up 15221522 - accs ging xcme MDI GIGE-T
1/1/10 Down No Down 92129212 - netw null xcme

1/1/11 Down No Down 92129212 - netw null xcme

1/1/12 Up Yes Up 92129212 - accs null xcme MDI GIGE-SX
1/1/13 Down No Down 92129212 - netw null xcme

1/1/14 Down No Down 92129212 - netw null xcme

1/1/15 Down No Down 92129212 - netw null xcme

1/1/16 Down No Down 92129212 - netw null xcme

1/1/17 Down No Down 92129212 - netw null xcme GIGE-SX
1/1/18 Down No Down 92129212 - netw null xcme GIGE-LX 10KM
1/1/19 Up Yes Up 92129212 - accs null xcme None(loopback)
1/1/20 Down No Down 92129212 - netw null xcme

1/1/21 Down No Down 92129212 - netw null xcme

1/1/22 Down No Down 92129212 - netw null xcme

1/1/23 Down No Down 92129212 - netw null xcme GIGE-LX 10KM
1/1/24 Down No Down 92129212 - netw null xcme

1/1/25 Down No Down 92129212 - netw null xgige

1/1/26  Down No Down 92129212 - netw null xgige

Ports on Slot A

Port Admin Link Port Cfg Oper LAG/ Port Port Port SFP/XFP/

Id State  State MTU MTU Bndl Mode Encp Type MDIMDX
A/l Up Yes Up 15141514 - netw null faste MDI
*A:7210SAS>show#

Sample Output for SAS-X

*A:7210SAS>show# port 1/1/2

Ethernet Interface

Description : 10/100/Gig Ethernet SFP

Interface 2 1/1/2 Ope r Speed :N/A
Link-level : Ethernet Con fig Speed : 1 Gbps
Admin State : down Ope r Duplex  :N/A

Oper State : down Con fig Duplex : full
Physical Link  : No MTU 19212

Single Fiber Mode : No Loo pBack Mode : None
Ifindex : 35717120 Hol dtimeup :0 seconds
Last State Change : 03/03/2012 15:10:30 Hol d time down : 0 seconds
Last Cleared Time : N/A DDM Events : Enabled
Configured Mode : network Enc ap Type s null
Dot1Q Ethertype : 0x8100 Qin Q Ethertype : 0x8100
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PBB Ethertype  : 0x88e7
Ing. Pool % Rate : 100

Ing. Pool Policy : n/a

Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default
Egr. Remark . False

Acc Egr Marking : N/A

Auto-negotiate  : true
Accounting Policy : None
Egress Rate : Default
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled

Loop Detected : False
Use Broadcast Addr : False

Sync. Status Msg. : Disabled

Code-Type : SDH
Tx DUS/DNU

: Disabled

Acc Egr Sch Mode : N/A
Egr . Pool % Rate : 100
Net work Qos Pol : 1
Egr . Remark Plcy : N/A
Acc Egr Policy ID: N/A
MDI /MDX : unknown
Col lect-stats : Disabled
Max Burst : Default
Kee p-alive
Ret ry
Rx Quality Level : N/A
TX Quality Level : N/A

Configured Address : 7¢:20:64:ad:00:f2
Hardware Address : 7c:20:64:ad:00:f2

Cfg Alarm
Alarm Status

Transceiver Data

Transceiver Type : SFP

Model Number : 000000000000000000000000000000 0
TX Laser Wavelength: 0 nm Dia g Capable :no
Connector Code :LC Ven dor OUI : 00:30:d3
Manufacture date :2006/01/13 Med ia : Ethernet
Serial Number  : AM060202TW
Part Number : HFBR-5710L
Optical Compliance : GIGE-SX
Link Length support: 550m for 50u MMF; 270m for 62. 5u MMF
Traffic Statistics

Input Output
Octets 0 0
Packets 0 0
Errors 0 0
Port Statistics

Input Output
Unicast Packets 0 0
Multicast Packets 0 0
Broadcast Packets 0 0
Discards 0 0
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Unknown Proto Discards 0

Ethernet-like Medium Statistics

Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors : 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
*A:7210SAS>show#

Specific Port Output — The following table describes port output fields &ospecific port.

Label Description
Description A text description of the port.
Interface The port ID displayed in thelot/mda/portformat.
Speed The speed of the interface.
Link-level Ethernet —  The port is configured as Ethernet.
MTU The size of the largest packet which can be sesired on the Ether-

net physical interface, specified in octets.

LoopBack Mode Indicates if the port is in use by loopback macys@application. If
'‘None' is displayed the port is not enabled fopluack testing. If
‘Internal’ is displayed, the port is in use by podpback mac-swap
application and no services can be configured Enpibrt.

Admin State Up — The port is administratively up.
Down — The port is administratively down.
Oper State Up — The port is operationally up.
Down — The port is operationally down.

Additionally, thelag-id of the LAG it belongs to in addition to the
status of the LAG member (active or standby) i<Hjeel.

Duplex Full — The link is set to full duplex mode.
Half — The link is set to half duplex mode.
Hold time up The link up dampening time in seconds. The poktdiampening timer

value which reduces the number of link transiticepsorted to upper
layer protocols.
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Label Description (Continued)

Hold time down The link down dampening time in seconds. @ogvn timer controls
the dampening timer for link down transitions.

Physical Link Yes — A physical link is present.
No — A physical link is not present.

Ifindex Displays the interface's index number which refléts initialization
sequence.

Last State chg Displays the system time moment that the peer.is up

Configured Mode network —  The port is configured for transport network use.
access — The port is configured for service access.

Dot1Q Ethertype Indicates the Ethertype expected when the portapsulation type is
Dot1Q.

QinQ Ethertype Indicates the Ethertype expected when the por€apsulation type is
QinQ.

Net. Egr. Queue Specifies the network egress queue policy or timtefault policy is

Pol used.

Access Egr. Qos Specifies the access egress policy or that theeuttgdolicy 1 is in use

Egr. Sched. Pol Specifies the port scheduler policy or that thead&fpolicy default is
in use

Encap Type Null — Ingress frames will not use any tags or labelsslndate a
service.
dotlg — Ingress frames carry 802.1Q tags where each tagfisg

a different service.

QinQ — Encapsulation type specified for QinQ Access SAPs.

Active Alarms The number of alarms outstanding on this port.
Auto-negotiate True — The link attempts to automatically negotiate timé kpeed
and duplex parameters.
False — The duplex and speed values are used for the link.
Alarm State The current alarm state of the port.
Collect Stats Enabled — The collection of accounting and statistical datatfie

network Ethernet port is enabled. When applyinganting policies
the data by default will be collected in the appiaig records and
written to the designated billing file.
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Label Description (Continued)
Disabled — Collection is disabled. Statistics are still acclated
by the IOM cards, however, the CPU will not obttia results and
write them to the billing file.
oTu OTU encapsulation status.
Configured The base chassis Ethernet MAC address.
Address

Hardware Address

Transceiver Type
Model Number

Transceiver Code
Laser Wavelength

Connector Code

Diag Capable
Vendor OUI

Manufacture date

Media
Serial Number

Part Number

Input/Output

Description
Interface
Speed

Link-level

MTU
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The interface's hardware or system assigned MACeaddt its
protocol sub-layer.

Type of the transceiver.

The model number of the transceiver.

The code for the transmission media.

The light wavelength transmitted by the transceésviaser.

The vendor organizationally unique identifier fi¢@Ul)
contains the IEEE company identifier for the vendor

Indicates if the transceiver is capable of doirggdistics.

The vendor-specific identifier field (OUI) contaitie IEEE company
identifier for the vendor.

The manufacturing date of the hardware componetitarmmddyyyy
ASCII format.

The media supported for the SFP.
The vendor serial number of the hardware component.

The vendor part number contains ASCII charactexnishg the ven-
dor part number or product name.

When the collection of accounting and statisticgtbds enabled, then
octet, packet, and error statistics are displayed.

A text description of the port.

The port ID displayed in thelot/mda/porfformat.
The speed of the interface

Ethernet —  The port is configured as Ethernet.
SONET —The port is configured as SONET-SDH

The size of the largest packet which can be sewsiifred on the Ether-
net physical interface, specified in octets.
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Label Description (Continued)
Admin State Up — The port is administratively up.
Down — The port is administratively down.
Oper State Up — The port is operationally up.
Down — The port is operationally down.
Duplex Full — The link is set to full duplex mode.
Half — The link is set to half duplex mode.
Hold time up The link up dampening time in seconds. The poktdiampening timer

Hold time down
Ifindex

Phy Link

Configured Mode

Network Qos Pol

Encap Type

Active Alarms

Auto-negotiate

Alarm State

Collect Stats
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value which reduces the number of link transiticepsorted to upper
layer protocols.

The link down dampening time in seconds. Togvn timer controls
the dampening timer for link down transitions.

Displays the interface's index number which refléts initialization
sequence.

Yes — A physical link is present.

No — A physical link is not present.
network —  The port is configured for transport network use.
access — The port is configured for service access.

The network QoS policy ID applied to the port.

Null — Ingress frames will not use any tags or labelsslndate a
service.
dotlqg — Ingress frames carry 802.1Q tags where each tagisg

a different service.
QinQ — Encapsulation type specified for QinQ Access SAPs.
The number of alarms outstanding on this port.

True — The link attempts to automatically negotiate timé& kpeed
and duplex parameters.

False — The duplex and speed values are used for the link.
The current alarm state of the port.

Enabled — The collection of accounting and statistical datatfie
network Ethernet port is enabled. When applyinganting policies
the data by default will be collected in the appiatie records and
written to the designated billing file.
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Description (Continued)

Down-When-Looped
Egress Buf (Acc)
Egress Buf (Net)

Ingress Buf
(Acc)

Ingress Pool
Size

Configured
Address

Hardware Address

Errors Input/
Output

Unicast Packets
Input/Output

Multicast Pack-
ets Input/Output
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Disabled — Collection is disabled. Statistics are still acclated
by the IOM cards, however, the CPU will not obttia results and
write them to the billing file.

Shows whether the feature is enabled or disabled.
The access-buffer policy for the egress buffer.
The network-buffer policy for the egress buffer.

The access-buffer policy for the ingress buffer.

The amount of ingress buffer space, expressegascantage of the
available buffer space, that will be allocatedhe port for ingress
buffering.

The base chassis Ethernet MAC address.

The interface's hardware or system assigned MAGeaddt its
protocol sub-layer.

For packet-oriented interfaces, the number of imoopackets that
contained errors preventing them from being deéiloés to a higher-
layer protocol. For character-oriented or fixedg#minterfaces, the
number of inbound transmission units that contaeredrs preventing
them from being deliverable to a higher-layer pcoto

For packet-oriented interfaces, the number of autgpackets that
could not be transmitted because of errors. Foracher-oriented or
fixed-length interfaces, the number of outbounddraission units that
could not be transmitted because of errors.

The number of packets, delivered by this sub-lagex higher (sub-)
layer, which were not addressed to a multicastoadicast address at
this sub-layer. The total number of packets thghéi-level protocols
requested be transmitted, and which were not asleldet® a multicast
or broadcast address at this sub-layer, includingd that were dis-
carded or not sent.

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were addressed to a multicast addietds sub-layer.
For a MAC layer protocol, this includes both gram functional
addresses. The total number of packets that highetprotocols
requested be transmitted, and which were addreéssedhulticast
address at this sub-layer, including those thaewiécarded or not
sent. For a MAC layer protocol, this includes b@tfoup and Func-
tional addresses.
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Label

Description (Continued)

Broadcast Pack-
ets Input/Output

Discards Input/
Output

Unknown Proto
Discards Input/
Output

Errors

Sync. Status Msg
Tx DUS/DNU

Rx Quality Level
Tx Quality Level

SSM Code Type

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were addressed to a broadcast addtelis sub-layer.
The total number of packets that higher-level prots requested be
transmitted, and which were addressed to a multaxddress at this
sub-layer, including those that were discardedobisent.

For a MAC layer protocaol, this includes both Grau Functional
addresses.

The number of inbound packets chosen to be disddodgossibly free
up buffer space.

For packet-oriented interfaces, the number of paaleeeived through
the interface which were discarded because of &nawn or unsup-
ported protocol. For character-oriented or fixedgldn interfaces that
support protocol multiplexing the number of transsion units
received via the interface which were discardedcbse of an
unknown or unsupported protocol. For any interfidaed does not sup-
port protocol multiplexing, this counter will alwaye 0.

This field displays the number of cells discarded tb uncorrectable
HEC errors. Errors do not show up in the raw cellrds.

Whether synchronization status messages are enabtbsabled.
Whether the QL value is forcibly set to QL-DUS/QIND.
Indicates which QL value has been received fronirtteface.
Indicates which QL value is being transmitted duhe interface.

Indicates the SSM code type in use on the port.
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The following table describes detailed port outfpelts.

Label Description

Description A text description of the port.

Interface The port ID displayed in thelot/mda/portformat.

Speed The speed of the interface.

Link-level Ethernet—  The port is configured as Ethernet.

MTU The size of the largest packet which can be sesifred on the Ether-
net physical interface, specified in octets.

Admin State Up — The port is administratively up.
Down — The port is administratively down.

Oper State Up — The port is operationally up.
Down — The port is operationally down.

Duplex Full — The link is set to full duplex mode.
Half — The link is set to half duplex mode.

Hold time up The link up dampening time in seconds. The pokt lampening

Hold time down

Ifindex

Phy Link

Configured Mode

Network Qos Pol

Access Egr. Qos

Egr. Sched. Pol

Encap Type
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timer value which reduces the number of link triioss reported to
upper layer protocols.

The link down dampening time in seconds. Togvn timer controls
the dampening timer for link down transitions.

Displays the interface's index number which reflets initialization
sequence.

Yes — A physical link is present.

No — A physical link is not present.
network —  The port is configured for transport network use.
access — The port is configured for service access.

The QoS policy ID applied to the port.
Specifies the access egress policy or that thautigfalicy 1 is in use.

Specifies the port scheduler policy or that theadifpolicy default is
in use.

Null — Ingress frames will not use any tags or labelssimdate a
service.
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Label

Description (Continued)

Page 222

Active Alarms

Auto-negotiate

Alarm State

Collect Stats

Down-When-Looped

Egress Rate

Egress Buf (Acc)
Egress Buf (Net)

Egress Pool Size

Ingress Buf
(Acc)

Ingress Pool
Size

Configured
Address

Hardware Address

dotlqg — Ingress frames carry 802.1Q tags where each tagisg
a different service.

The number of alarms outstanding on this port.

True — The link attempts to automatically negotiate timé kpeed
and duplex parameters.

False — The duplex and speed values are used for the link.
The current alarm state of the port.

Enabled — The collection of accounting and statistical datatlie
network Ethernet port is enabled. When applyinganting policies
the data by default will be collected in the appiate records and
written to the designated billing file.

Disabled —  Collection is disabled. Statistics are still accleted
by the IOM cards, however, the CPU will not obttia results and
write them to the billing file.

Shows whether the feature is enabled or disabled.

The maximum amount of egress bandwidth (in kilopés second)
that this Ethernet interface can generate.

The access-buffer policy for the egress buffer.
The network-buffer policy for the egress buffer.

The amount of egress buffer space, expressed asanpage of the
available buffer space that will be allocated t® plort for egress buff-
ering.

The access-buffer policy for the ingress buffer.

The amount of ingress buffer space, expressegascantage of the
available buffer space, that will be allocatedhe port for ingress
buffering.

The base chassis Ethernet MAC address.

The interface's hardware or system assigned MACeaddt its
protocol sub-layer.
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Description (Continued)

Errors Input/
Output

Unicast Packets
Input/Output

Multicast Pack-
ets Input/Output

Broadcast Pack-
ets Input/Output

Discards Input/
Output

Unknown Proto
Discards Input/
Output

LLF Admin State

LLF Oper State
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For packet-oriented interfaces, the number of imoopackets that
contained errors preventing them from being deéiloés to a higher-
layer protocol. For character-oriented or fixedg#minterfaces, the
number of inbound transmission units that contaireors preventing
them from being deliverable to a higher-layer pcoto

For packet-oriented interfaces, the number of autlgpackets that
could not be transmitted because of errors. Foracher-oriented or
fixed-length interfaces, the number of outbounddraission units
that could not be transmitted because of errors.

The number of packets, delivered by this sub-lagex higher (sub-)
layer, which were not addressed to a multicasroadicast address at
this sub-layer. The total number of packets thghéi-level protocols
requested be transmitted, and which were not asielde® a multicast
or broadcast address at this sub-layer, includingd that were dis-
carded or not sent.

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were addressed to a multicast addietds sub-layer.
For a MAC layer protocaol, this includes both Grau Functional
addresses. The total number of packets that highetprotocols
requested be transmitted, and which were addreéssedhulticast
address at this sub-layer, including those thaewiécarded or not
sent. For a MAC layer protocol, this includes b@tfoup and Func-
tional addresses.

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were addressed to a broadcast addtelis sub-layer.
The total number of packets that higher-level prots requested be
transmitted, and which were addressed to a multaxddress at this
sub-layer, including those that were discardedobisent.

For a MAC layer protocaol, this includes both Grau Functional
addresses.

The number of inbound packets chosen to be disddodpossibly
free up buffer space.

For packet-oriented interfaces, the number of padeseived
through the interface which were discarded becafiaa unknown or
unsupported protocol. For character-oriented ardength inter-
faces that support protocol multiplexing the numtfetiransmission
units received via the interface which were disedrilecause of an
unknown or unsupported protocol. For any interfidaed does not
support protocol multiplexing, this counter willaadys be 0.

Displays the Link Loss Forwarding administrativatet

Displays the Link Loss Forwarding operational state
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Label Description (Continued)
Rx S1 Byte Displays the received S1 byte and its decoded Queva
Tx DUS/DNU Displays whether the QL value is forcibly set to-QUS/QL-DNU.
Qinq etype Displays the ethertype used for ging packet endafisn.

Reason down
Acc Egr Sch Mode

Sync. Status Msg.

Code-Type

Acc Egr Marking

Acc Egr Policy ID

Sample Output

Indicates the reason for an operation state "Down".

Displays the port egress scheduler mode

Enabled- If SSM is enabled.
Disabled-If SSM is disabled.

Displays the encoding type of SSM messages as SQXEDH.

Displays the type of marking enabled on the acegssss policy.

(supported only on SAS-X)

Displays the policy ID of the access egress pdagsociated with the

port. (supported only on SAS-X)
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*A:MTU-A# show port 1/1/1

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/1 Ope
Link-level : Ethernet Con
Admin State Lup Ope
Oper State Tup Con
Physical Link  : Yes MTU
Single Fiber Mode : No

Ifindex : 35684352 Hol

Last State Change : 06/27/2001 11:15:22 Hol
Last Cleared Time :06/27/2001 11:14:44

Configured Mode : network Enc
Dot1Q Ethertype :0x8100 Qin
Net. Egr. Queue Pol: default Acc
Egr. Sched. Pol : default Acc
Auto-negotiate : limited Net
Accounting Policy : None MDI
Col
Down-when-looped : Disabled Kee
Loop Detected : False Ret

Configured Address : 00:11:00:22:bc:13
Hardware Address :00:11:00:22:bc:13
Cfg Alarm

Alarm Status

Transceiver Data

r Speed 11 Gbps
fig Speed : 1 Gbps
r Duplex : full
fig Duplex : full

11578

. Internal
dtimeup :0 seconds
d time down : 0 seconds

ap Type :802.1q

Q Ethertype : 0x8100
Egr Sch Mode : Fc-Based
ess Egr. Qos *: n/a

work Qos Pol : n/a

/MDX : MDI
lect-stats : Disabled

p-alive 110
ry 1120
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Transceiver Type : SFP

Interface Configuration

Model Number : 3HEO00027AAAA02 ALA IPUIAELDA B2
TX Laser Wavelength: 850 nm Dia g Capable :yes
Connector Code :LC Ven dor OUI : 00:90:65
Manufacture date :2008/09/29 Med ia : Ethernet
Serial Number  : PEC5184
Part Number : FTRJ8519P2BNL-A5
Optical Compliance : GIGE-SX
Link Length support: 300m for 50u MMF; 150m for 62. 5u MMF;
Traffic Statistics

Input Output
Octets 15 56859 1766709
Packets 18523 5849
Errors 0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output
Unicast Packets 3324 5847
Multicast Packets 15199 0
Broadcast Packets 0 2
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
*A:MTU-A#
*A:7210>config>port# /show port 1/1/1
Ethernet Interface
Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/1 Ope r Speed : 100 mbps
Link-level : Ethernet Con fig Speed : 1 Gbps
Admin State Lup Ope r Duplex : full
Oper State Jup Con fig Duplex : full
Physical Link  : Yes MTU 19212
Single Fiber Mode : No : None
Ifindex : 35684352 Hol dtimeup :0seconds
Last State Change : 05/31/2010 11:54:16 Hol d time down : 0 seconds
Last Cleared Time : N/A DDM Events : Enabled
Configured Mode : access Enc ap Type 2 null
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Dot1Q Ethertype :0x8100 Qin
PBB Ethertype  : 0x88e7
Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Acc
Egr. Sched. Pol : default Net
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Enabled

Uplink :No

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret

Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:01:b7:f2
Hardware Address :00:25:ba:01:b7:f2

Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

Q Ethertype :0x8100

. Pool % Rate : 100

ess Egr. Qos *: 1
work Qos Pol : n/a

/MDX : MDI
lect-stats : Disabled
Burst : Default
p-alive 110

ry 1120

Quality Level : N/A

Model Number : 3HEO0062AAAAO01 ALA IPUIAEHDA A
TX Laser Wavelength: 0 nm Dia g Capable :no
Connector Code : Unknown Ven dor OUI : 00:90:65
Manufacture date :2008/09/11 Med ia : Ethernet
Serial Number  : PEB2WPD
Part Number : FCMJ-8521-3-A5
Optical Compliance : GIGE-T
Link Length support: 100m for copper
Traffic Statistics

Input Output
Octets 72974 20243
Packets 482 10
Errors 0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Unicast Packets
Multicast Packets
Broadcast Packets
Discards

Unknown Proto Discards

Input Output
9 6
469 2
4 2
0 0
0

Ethernet-like Medium Statistics
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Alignment Errors : 0 Sngl Collis
FCS Errors : 0 Mult Collis
SQE Test Errors : 0 Late Collis
CSE : 0 Excess Coll
Too long Frames : 0 Int MAC Tx
Symbol Errors 0 Int MAC Rx

ions :
ions :
ions :
isns :
Errs :
Errs :

[eNeoNeoNoNoNe]

*A:SAS-M>config>port#

*A:SAS-M>config>port# /show port 1/1/1 detail

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/1 Ope
Link-level : Ethernet Con
Admin State Lup Ope
Oper State Tup Con
Physical Link  : Yes MTU
Single Fiber Mode : No

Ifindex : 35684352 Hol
Last State Change : 05/31/2010 11:54:16 Hol
Last Cleared Time : N/A DDM
Configured Mode : access Enc
Dot1Q Ethertype : 0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Acc
Egr. Sched. Pol : default Net
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Enabled

Uplink :No

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected . False Ret

Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:01:b7:f2
Hardware Address : 00:25:ba:01:b7:f2

Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

Model Number : 3HEOO062AAAA0L ALA IPUIAEHDA

TX Laser Wavelength: 0 nm Dia
Connector Code : Unknown Ven
Manufacture date :2008/09/11 Med

Serial Number : PEB2WPD

7210 SAS M, T, and X Interface Configuration Guide

r Speed : 100 mbps
fig Speed : 1 Gbps
r Duplex  : full
fig Duplex : full

19212

. Internal
dtimeup :0 seconds
d time down : 0 seconds
Events : Enabled

ap Type 2 null
Q Ethertype : 0x8100

. Pool % Rate : 100

ess Egr. Qos *: 1
work Qos Pol : n/a

/MDX : MDI
lect-stats : Disabled
Burst : Default
p-alive 110

ry 1120

Quality Level : N/A

A

g Capable :no

dor OUI : 00:90:65
ia : Ethernet
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Part Number : FCMJ-8521-3-A5
Optical Compliance : GIGE-T
Link Length support: 100m for copper

Traffic Statistics

Input Output
Octets 72974 20243
Packets 482 10
Errors 0 0
Ethernet Statistics
Broadcast Pckts : 6 Drop Events : 0
Multicast Pckts : 471 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments : 0
Oversize Pckts 0 Jabbers : 0
Collisions 0
Octets 9321 7
Packets 49 2
Packets of 64 Octets 0
Packets of 65 to 127 Octets 2
Packets of 128 to 255 Octets 56 7
Packets of 256 to 511 Octets 2
Packets of 512 to 1023 Octets : 1 6
Packets of 1024 to 1518 Octets : 7
Packets of 1519 or more Octets : 0
* indicates that the corresponding row element may have been truncated.
Port Statistics

Input Output
Unicast Packets 9 6
Multicast Packets 469 2
Broadcast Packets 4 2
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
Queue Statistics

Packets Oct ets
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Egress Queue 1 (be)

Interface Configuration

Fwd Stats 112 20243
Drop Stats : 0 0
Egress Queue 2 (12)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 3 (af)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 4 (11)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 5 (h2)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 6 (ef)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 7 (hl)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 8 (nc)

Fwd Stats : 0 0
Drop Stats : 0 0
*A:7210>config>port#

*A:7210>config>port# /show port 1/1/1 detail

Ethernet Interface

Description . 10/100/Gig Ethernet SFP
Interface :1/1/1 Ope
Link-level : Ethernet Con
Admin State Lup Ope
Oper State Tup Con
Physical Link  : Yes MTU
Single Fiber Mode : No

Ifindex : 35684352 Hol
Last State Change : 05/31/2010 11:54:16 Hol
Last Cleared Time : N/A DDM
Configured Mode : access Enc
Dot1Q Ethertype : 0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a

Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Acc
Egr. Sched. Pol : default Net
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Enabled

Uplink :No
Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee

7210 SAS M, T, and X Interface Configuration Guide

r Speed : 100 mbps
fig Speed : 1 Gbps
r Duplex  : full
fig Duplex : full

19212

: None
dtimeup :0 seconds
d time down : 0 seconds
Events : Enabled

ap Type s null
Q Ethertype : 0x8100

. Pool % Rate : 100

ess Egr. Qos *: 1
work Qos Pol : n/a

/MDX : MDI
lect-stats : Disabled
Burst : Default
p-alive 110
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Loop Detected : False Ret
Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:01:b7:f2
Hardware Address : 00:25:ba:01:b7:f2

Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

ry 1120

Quality Level : N/A

Model Number : 3HEO0062AAAAO01 ALA IPUIAEHDA A
TX Laser Wavelength: 0 nm Dia g Capable :no
Connector Code : Unknown Ven dor OUI : 00:90:65
Manufacture date :2008/09/11 Med ia : Ethernet
Serial Number  : PEB2WPD
Part Number : FCMJ-8521-3-A5
Optical Compliance : GIGE-T
Link Length support: 100m for copper
Traffic Statistics

Input Output
Octets 72974 20243
Packets 482 10
Errors 0 0
Ethernet Statistics
Broadcast Pckts : 6 Drop Events : 0
Multicast Pckts : 471 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments : 0
Oversize Pckts : 0 Jabbers 0
Collisions : 0
Octets : 9321 7
Packets : 49 2
Packets of 64 Octets 0
Packets of 65 to 127 Octets 2
Packets of 128 to 255 Octets 56 7
Packets of 256 to 511 Octets 2
Packets of 512 to 1023 Octets : 1 6
Packets of 1024 to 1518 Octets : 7
Packets of 1519 or more Octets : 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Unicast Packets
Multicast Packets
Broadcast Packets
Discards

Unknown Proto Discards

Input Output
9 6
469 2
4 2
0 0
0
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Ethernet-like Medium Statistics

Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors : 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
Queue Statistics

Packets Oct ets
Egress Queue 1 (be)
Fwd Stats : 112 20243
Drop Stats : 0 0
Egress Queue 2 (12)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 3 (af)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 4 (11)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 5 (h2)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 6 (ef)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 7 (hl)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 8 (nc)
Fwd Stats : 0 0
Drop Stats : 0 0
*AMTU-A#
*A:MTU-A# show port 1/1/1
Ethernet Interface
Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/1 Ope r Speed :1 Gbps
Link-level : Ethernet Con fig Speed : 1 Gbps
Admin State Jup Ope r Duplex  :full
Oper State Jup Con fig Duplex : full
Physical Link  : Yes MTU 11578
Single Fiber Mode : No : Internal
Ifindex : 35684352 Hol dtimeup :0 seconds
Last State Change : 06/27/2001 11:15:22 Hol d time down : 0 seconds

Last Cleared Time : 06/27/2001 11:14:44
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Configured Mode : network Enc ap Type 1 802.1q
Dot1Q Ethertype :0x8100 Qin Q Ethertype :0x8100
Net. Egr. Queue Pol: default Acc ess Egr. Qos *: n/a
Egr. Sched. Pol : default Net work Qos Pol : n/a
Auto-negotiate  : limited MDI /MDX : MDI
Accounting Policy : None Col lect-stats : Disabled
Down-when-looped : Disabled Kee p-alive 110
Loop Detected : False Ret ry 1120
Configured Address : 00:11:00:22:bc:13
Hardware Address :00:11:00:22:bc:13
Cfg Alarm
Alarm Status
Transceiver Data
Transceiver Type : SFP
Model Number : 3HEO0027AAAA02 ALA IPUIAELDA B2
TX Laser Wavelength: 850 nm Dia g Capable :yes
Connector Code :LC Ven dor OUI : 00:90:65
Manufacture date : 2008/09/29 Med ia : Ethernet
Serial Number  : PEC5184
Part Number : FTRJ8519P2BNL-A5
Optical Compliance : GIGE-SX
Link Length support: 300m for 50u MMF; 150m for 62. 5u MMF;
Traffic Statistics

Input Output
Octets 15 56859 1766709
Packets 18523 5849
Errors 0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output
Unicast Packets 3324 5847
Multicast Packets 15199 0
Broadcast Packets 0 2
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0

*A:MTU-A#
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*A:7210-SAS>show# port 1/1/1 detail

Interface Configuration

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 2111 Ope
Link-level : Ethernet Con
Admin State : down Ope
Oper State : down Con
Physical Link  : No MTU
Single Fiber Mode : No

Ifindex : 35684352 Hol
Last State Change : 03/03/2011 04:34:26 Hol
Last Cleared Time : N/A DDM
Configured Mode : network Enc
Dot1Q Ethertype :0x8100 Qin
PBB Ethertype . 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Egr. Sched. Pol : default Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret
Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Code-Type : SDH Tx
Tx DUS/DNU : Disabled

Configured Address : 00:25:ba:02:bd:62
Hardware Address : 00:25:ba:02:bd:62
Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

Model Number : 3HEOO062AAAAO0L1 ALA IPUIAEHDA

TX Laser Wavelength: 0 nm Dia
Connector Code : Unknown Ven
Manufacture date :2010/01/06 Med

Serial Number  : PH22J35

Part Number : FCMJ-8521-3-A5
Optical Compliance : GIGE-T

Link Length support: 100m for copper

r Speed :N/A
fig Speed : 1 Gbps
r Duplex :N/A
fig Duplex : full

19212

: Internal
dtimeup :0seconds
d time down : 0 seconds
Events : Enabled

ap Type s null
Q Ethertype :0x8100

. Pool % Rate : 100

work Qos Pol : 1
ess Egr. Qos *: n/a

/MDX : unknown
lect-stats : Disabled
Burst : Default
p-alive - 10

ry 1120

Quality Level : N/A
Quality Level : N/A

A

g Capable :no

dor OUI : 00:90:65
ia : Ethernet
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Traffic Statistics

Input Output

Octets 0 0
Packets
Errors 0 0

o
o

Ethernet Statistics

Broadcast Pckts : 0 Drop Events : 0
Multicast Pckts : 0 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments :
Oversize Pckts : 0 Jabbers : 0
Collisions : 0

Octets

Packets

Packets of 64 Octets

Packets of 65 to 127 Octets
Packets of 128 to 255 Octets
Packets of 256 to 511 Octets
Packets of 512 to 1023 Octets :
Packets of 1024 to 1518 Octets :
Packets of 1519 or more Octets :

[elolNeNeoloNoNeoNoNo)

* indicates that the corresponding row element may have been truncated.

Port Statistics

Input Output

Unicast Packets
Multicast Packets
Broadcast Packets
Discards

Unknown Proto Discards

O OO oo
O o oo

Ethernet-like Medium Statistics

Alignment Errors : 0 Sngl Collis ions :
FCS Errors : 0 Mult Collis ions :
SQE Test Errors : 0 Late Collis ions :
CSE : 0 Excess Coll isns :
Too long Frames : 0 Int MAC Tx Errs :
Symbol Errors 0 Int MAC Rx Errs :

[eNeoNeoNoNoNe]

Meter Statistics
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Packets Oct ets

Ingress Meter 1 (Unicast)
For. InProf : 0 0
For. OutProf : 0 0

Queue Statistics

Packets Oct ets

Egress Queue 1 (be)

Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 2 (12)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 3 (af)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 4 (11)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 5 (h2)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 6 (ef)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 7 (hl)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 8 (nc)
Fwd Stats : 0 0
Drop Stats : 0 0

*A:7210-SAS>

*A:ces-A# show port 1/2/1 detalil

TDM DS1 Physical Interface

Description : DS1/E1
Interface 1 1/2/1 Port If Index 1 37781504
Admin Status ;up Oper St atus ;up

Physical Link  : Yes

Line Impedance : 100

Type 1dsl Buildou t : short
Length 1133

Port Statistics

Input Output
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Packets 200 62480 1887151
Discards 0 0
Unknown Proto Discards 0

*A:ces-A#

*A:ces-A# show port 1/2/1.ds1 detail

TDM DS1 Interface

Description :DS1

Interface :1/2/1.ds1

Type 1 dsl Framin g . dsl-unframed
Admin Status ;up Oper S tatus 1up

Physical Link  :yes Clock Source : adaptive
Clock Sync State : normal

Last State Change : 07/06/2010 11:31:37 Channe I Iflndex  : 574652417
Loopback : none

Remote Loop respond: N/A In Rem ote Loop - N/A

Cfg Alarm :ais los

Alarm Status

Traffic Statistics

Input Output

Octets 38533 85856 363722496
Packets 200 69718 1894388
Errors 0 0

DS1/E1 Line

Transmit:

AIS 0
Receive:

AIS 0
LOS 0
LOF : 0

Looped : 0
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Interface Configuration

Input Output
Packets 200 69718 1894388
Discards 0 0
Unknown Proto Discards 0
*A:ces-A#
*A:ces-A# show port 1/2/1.1 detail
TDM DSO0 Chan Group
Description : DSOGRP
Interface :1/2/1.1
TimeSlots 11-24
Speed 164
Admin Status ;up Oper S tatus 1up
Last State Change : 07/06/2010 11:31:38 Chan-G rp Ifindex : 574652477
Configured mode : access Encap Type :cem
Admin MTU 11514 Oper M TU 11514
Scramble : false
Physical Link  :yes Idle C ycle Flags :n/a
Payload Fill Type : all-ones Payloa d Pattern  : N/A
Signal Fill Type :n/a Signal Pattern - N/A
Traffic Statistics

Input Output
Octets 38541 67488 364504128
Packets 200 73789 1898459
Errors 0 0
Port Statistics

Input Output
Packets 200 73789 1898459
Discards 0 0
Unknown Proto Discards 0
*A:MTU-T1>show# port 1/1/6
Ethernet Interface
Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/6 Ope r Speed :N/A
Link-level : Ethernet Con fig Speed : 1 Gbps
Admin State : down Ope r Duplex  :N/A
Oper State : down Con fig Duplex : full
Physical Link  : No MTU 19212
Single Fiber Mode : No
Ifindex : 35848192 Hol dtimeup :0 seconds
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Last State Change : 04/06/2001 07:30:45 Hol

Last Cleared Time : N/A DDM
Configured Mode : network Enc
Dot1Q Ethertype :0x8100 Qin
PBB Ethertype . 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Egr. Sched. Pol : default Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret
Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:03:92:77
Hardware Address : 00:25:ba:03:92:77
Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP
Model Number

TX Laser Wavelength: 850 nm Dia
Connector Code :LC Ven
Manufacture date :2010/05/28 Med

Serial Number  : PHN661L

Part Number : FTRJ8519P2BNL-A6

Optical Compliance : GIGE-SX

Link Length support: 550m for 50u MMF; 300m for 62.

: 3HEO0027AAAA02 ALA IPUIAELDA

d time down : 0 seconds
Events : Enabled

ap Type s null
Q Ethertype :0x8100

. Pool % Rate : 100

work Qos Pol : 1
ess Egr. Qos *: n/a

/MDX : unknown
lect-stats : Disabled
Burst : Default
p-alive 110

ry 1120

Quality Level : N/A

B

g Capable :yes

dor OUI : 00:90:65
ia : Ethernet
5u MMF

Transceiver Digital Diagnostic Monitoring (DDM), In

ternally Calibrated

Value High Alarm Hig

Temperature (C) +26.2 +95.0
Supply Voltage (V) 3.25 3.90
Tx Bias Current (mA) 1.0 170

Tx Output Power (dBm) -23.77 -2.00
Rx Optical Power (avg dBm) -35.23  1.00

h Warn Low Warn Low Alarm

+90.0 -20.0 -25.0
3.70 290 2.70
14.0 2.0 1.0

-2.00 -11.02 -11.74

-1.00 -18.01 -20.00

Traffic Statistics

Octets
Packets

Input Output
128 640
2 10
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0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output

Unicast Packets 2 10
Multicast Packets 0 0
Broadcast Packets 0 0
Discards 0 0
Unknown Proto Discards 0

Ethernet-like Medium Statistics

Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0

*A:MTU-T1>show#

*A:MTU-T1>show# port 1/1/6 detail

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 1 1/1/6 Ope
Link-level : Ethernet Con
Admin State : down Ope
Oper State : down Con
Physical Link  : No MTU
Single Fiber Mode : No

Ifindex : 35848192 Hol
Last State Change : 04/06/2001 07:30:45 Hol
Last Cleared Time : N/A DDM
Configured Mode : network Enc
Dot1Q Ethertype :0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Egr. Sched. Pol : default Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled
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r Speed :N/A
fig Speed : 1 Gbps
r Duplex  :N/A
fig Duplex : full
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: None
dtimeup :0 seconds
d time down : 0 seconds
Events : Enabled

ap Type s null
Q Ethertype :0x8100

. Pool % Rate : 100

work Qos Pol : 1
ess Egr. Qos *: n/a

/MDX : unknown
lect-stats : Disabled
Burst : Default
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Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret
Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:03:92:77
Hardware Address : 00:25:ba:03:92:77

Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP
Model Number : 3HE00027AAAA02 ALA IPUIAELDA

TX Laser Wavelength: 850 nm Dia
Connector Code :LC Ven
Manufacture date :2010/05/28 Med
Serial Number  : PHN661L

Part Number : FTRJ8519P2BNL-A6

Optical Compliance : GIGE-SX
Link Length support: 550m for 50u MMF; 300m for 62.

p-alive - 10
ry 1120

Quality Level : N/A

B

g Capable :yes

dor OUI : 00:90:65
ia : Ethernet
5u MMF

Transceiver Digital Diagnostic Monitoring (DDM), In

ternally Calibrated

Value High Alarm Hig

Temperature (C) +26.2 +95.0
Supply Voltage (V) 3.25 3.90
Tx Bias Current (mA) 1.0 170

Tx Output Power (dBm) -23.77 -2.00
Rx Optical Power (avg dBm) -35.23  1.00

h Warn Low Warn Low Alarm

+90.0 -20.0 -25.0
3.70 290 2.70
14.0 2.0 1.0

-2.00 -11.02 -11.74

-1.00 -18.01 -20.00

Traffic Statistics

Input Output
Octets 128 640
Packets 2 10
Errors 0 0
Ethernet Statistics
Broadcast Pckts : 0 Drop Events : 0
Multicast Pckts : 0 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments : 0
Oversize Pckts : 0 Jabbers 0
Collisions : 0
Octets : 76 8
Packets : 1 2
Packets of 64 Octets : 1 2
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Packets of 65 to 127 Octets 0
Packets of 128 to 255 Octets 0
Packets of 256 to 511 Octets 0
Packets of 512 to 1023 Octets : 0
Packets of 1024 to 1518 Octets : 0
Packets of 1519 or more Octets : 0
* indicates that the corresponding row element may have been truncated.
Port Statistics
Input Output

Unicast Packets 2 10
Multicast Packets 0 0
Broadcast Packets 0 0
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors : 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
Meter Statistics

Packets Oct ets
Ingress Meter 1 (Unicast)
For. InProf : 0 0
For. OutProf : 0 0
Ingress Meter 9 (Multipoint)
For. InProf : 0 0
For. OutProf : 0 0
Queue Statistics

Packets Oct ets
Egress Queue 1 (be)
Fwd Stats : 0 0
Drop Stats : 0 0
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Egress Queue 2 (12)

Fwd Stats 0
Drop Stats : 0
Egress Queue 3 (af)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 4 (11)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 5 (h2)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 6 (ef)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 7 (hl)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 8 (nc)

Fwd Stats : 0
Drop Stats : 0

*A:MTU-T1>show#
A:7210-SAS># show port 1/1/2 detail

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 2 1/1/2 Ope
Link-level : Ethernet Con
Admin State : down Ope
Oper State : down Con
Reason Down : noServicePort

Physical Link  : No MTU
Single Fiber Mode : No

Ifindex : 35717120 Hol
Last State Change : 12/20/2010 20:51:55 Hol
Last Cleared Time : N/A DDM
Configured Mode : network Enc
Dot1Q Ethertype : 0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Egr. Sched. Pol : default Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret
Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx

r Speed - N/A
fig Speed : 1 Gbps
r Duplex  :N/A
fig Duplex : full

19212

: Internal
dtimeup :0 seconds
d time down : 0 seconds
Events . Enabled

ap Type s null
Q Ethertype : 0x8100

. Pool % Rate : 100

work Qos Pol : 1
ess Egr. Qos *: n/a

/MDX : unknown
lect-stats : Disabled
Burst : Default
p-alive - 10

ry 1120

Quality Level : N/A
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Configured Address : 00:25:ba:00:5e:34
Hardware Address : 00:25:ba:00:5e:34
Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP
Model Number : 3HEO0867CAAA01 ALA IPUIBDI9DA

TX Laser Wavelength: 1310 nm Dia
Connector Code :LC Ven
Manufacture date :2010/03/10 Med

Serial Number  : 927500000163
Part Number : SCP6G14-A8-AWE
Optical Compliance : GIGE-LX

Link Length support: 40km for SMF

Interface Configuration

A

g Capable :yes
dor OUI : 00:00:5f
ia : Ethernet

Transceiver Digital Diagnostic Monitoring (DDM), Ex

ternally Calibrated

Value High Alarm Hig

Temperature (C) +32.3 +98.0
Supply Voltage (V) 3.29 4.12

Tx Bias Current (mA) 0.0 70.0

Tx Output Power (dBm) -40.00 3.00
Rx Optical Power (avg dBm) -40.00 0.00

h Warn Low Warn Low Alarm

+88.0 -43.0
3.60 3.00
60.0 0.1

1.00 -5.50
-1.00 -21.49

-45.0
2.80
0.0
-7.50
-22.44

Traffic Statistics

Octets
Packets
Errors

Input

Output

o

o

Ethernet Statistics

Broadcast Pckts :
Multicast Pckts :
Undersize Pckts :
Oversize Pckts

Collisions : 0

0 Drop Events
0 CRC/Align E
0 Fragments

0 Jabbers

Octets

Packets

Packets of 64 Octets

Packets of 65 to 127 Octets
Packets of 128 to 255 Octets
Packets of 256 to 511 Octets
Packets of 512 to 1023 Octets :
Packets of 1024 to 1518 Octets :
Packets of 1519 or more Octets :

[eNeoloNeoNoNoNeNoNo)
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* indicates that the corresponding row element may have been truncated.
Port Statistics
Input Output

Unicast Packets 0 0
Multicast Packets 0 0
Broadcast Packets 0 0
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0
Meter Statistics

Packets Oct ets
Ingress Meter 1 (Unicast)
For. InProf : 0 0
For. OutProf : 0 0
Ingress Meter 9 (Multipoint)
For. InProf : 0 0
For. OutProf : 0 0
Queue Statistics

Packets Oct ets
Egress Queue 1 (be)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 2 (12)
Fwd Stats : 0 0
Drop Stats : 0 0
Egress Queue 3 (af)
Fwd Stats : 0 0
Drop Stats : 0 0

Egress Queue 4 (11)
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Fwd Stats : 0
Drop Stats : 0
Egress Queue 5 (h2)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 6 (ef)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 7 (hl)

Fwd Stats : 0
Drop Stats : 0
Egress Queue 8 (nc)

Fwd Stats : 0
Drop Stats : 0

Interface Configuration

Sample output for 7210 SAS-X

A:7210-SAS-X>show# show port 1/1/2 detail

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface 2 1/1/2 Ope
Link-level : Ethernet Con
Admin State Jup Ope
Oper State : down Con
Physical Link  : No MTU
Single Fiber Mode : No

Ifindex : 35717120 Hol
Last State Change :11/11/2010 11:45:40 Hol
Last Cleared Time : N/A DDM
Configured Mode : access Enc
Dot1Q Ethertype :0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Acc Egr Marking : Sap-based Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
Load-balance-algo : default LAC
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected . False Ret

Use Broadcast Addr : False
Sync. Status Msg. : Disabled Rx
Configured Address : 7¢:20:64:ad:00:f2

Hardware Address : 7c¢:20:64:ad:00:f2
Cfg Alarm
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r Speed :N/A
fig Speed : 1 Gbps
r Duplex  :N/A
fig Duplex : full
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: None
dtimeup :0 seconds
d time down : 0 seconds
Events : Enabled

ap Type s null
Q Ethertype :0x8100

. Pool % Rate : 100

work Qos Pol : n/a

Egr Policy ID: 1

/MDX : unknown
lect-stats : Disabled

Burst : Default

P Tunnel : Disabled
p-alive 110

ry 1120

Quality Level : N/A
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Alarm Status
Transceiver Data

Transceiver Type : SFP

Model Number : 3HEO0062AAAA0L1 ALA IPUIAEHDA A

TX Laser Wavelength: 0 nm Dia g Capable :no
Connector Code : Unknown Ven dor OUI : 00:90:65
Manufacture date :2008/03/17 Med ia : Ethernet
Serial Number  : PDC0OC4V

Part Number : FCMJ-8521-3-A5

Optical Compliance : GIGE-T
Link Length support: 100m for copper

Traffic Statistics

Input Output

Octets 0 1408
Packets 0
Errors 0 0

o

Ethernet Statistics

Broadcast Pckts : 0 Drop Events : 0
Multicast Pckts : 0 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments :
Oversize Pckts : 0 Jabbers : 0
Collisions : 0

Octets : 140
Packets :

Packets of 64 Octets : 2
Packets of 65 to 127 Octets

Packets of 128 to 255 Octets

Packets of 256 to 511 Octets

Packets of 512 to 1023 Octets :

Packets of 1024 to 1518 Octets :
Packets of 1519 or more Octets :

OO OO OONOO®

Port Statistics

Input Output

Unicast Packets
Multicast Packets
Broadcast Packets
Discards

Unknown Proto Discards

OO oOooo
O oOoo

Ethernet-like Medium Statistics
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Alignment Errors : 0 Sngl Collis
FCS Errors : 0 Mult Collis
SQE Test Errors : 0 Late Collis
CSE : 0 Excess Coll
Too long Frames : 0 Int MAC Tx
Symbol Errors 0 Int MAC Rx

Interface Configuration

ions :
ions :
ions :
isns :
Errs :
Errs :

[eNeoNeoNoNoNe]

A:7210-SAS-X>showt
*A:SAS-M>show# show port 1/1/1

Ethernet Interface

Description : 10/100/Gig Ethernet SFP
Interface :1/1/1 Ope
Link-level : Ethernet Con
Admin State Jup Ope
Oper State Tup Con
Physical Link  : Yes MTU
Single Fiber Mode : No

Ifindex : 35684352 Hol

Last State Change : 04/29/2001 06:59:15 Hol
Last Cleared Time :04/28/2001 03:09:37 DDM

Configured Mode : access Enc
Dot1Q Ethertype :0x8100 Qin
PBB Ethertype  : 0x88e7

Ing. Pool % Rate : 100 Egr

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: default Net
Egr. Sched. Pol : default Acc
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled

Uplink :No

Split Horizon Group: (Not Specified)
Down-when-looped : Disabled Kee
Loop Detected : False Ret

Use Broadcast Addr : False

Sync. Status Msg. : Disabled Rx
Configured Address : 00:25:ba:02:ea:02
Hardware Address :00:25:ba:02:ea:02

Cfg Alarm

Alarm Status

Transceiver Data

Transceiver Type : SFP

Model Number : 3HEOO028AAAAO02 ALA IPUIAEMDA

TX Laser Wavelength: 1310 nm Dia
Connector Code :LC Ven
Manufacture date :2008/09/17 Med
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r Speed 11 Gbps
fig Speed : 1 Gbps
r Duplex  :full
fig Duplex : full
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: Internal
dtimeup :0 seconds
d time down : 0 seconds
Events : Enabled

ap Type 1 QinQ
Q Ethertype :0x8100

. Pool % Rate : 100

work Qos Pol : n/a
ess Egr. Qos *: 1

/MDX : MDI
lect-stats : Disabled
Burst : Default
p-alive - 10

ry 1120

Quality Level : N/A

B

g Capable :yes

dor OUI : 00:06:b5
ia : Ethernet
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Serial Number  : 8AIT200082
Part Number : SPGBLXTDBAL
Optical Compliance : GIGE-LX
Link Length support: 10km for SMF

Transceiver Digital Diagnostic Monitoring (DDM), Ex

ternally Calibrated

Value High Alarm Hig

Temperature (C) +40.5 +98.0
Supply Voltage (V) 3.23 4.12
Tx Bias Current (mA) 25.5 100.0
Tx Output Power (dBm) -5.67 -1.00

Rx Optical Power (avg dBm) -1.87 -1.00

h Warn Low Warn Low Alarm

+96.0 -42.0 -43.0
3.60 3.00 2.80
85.0 7.5 5.0

-2.00 -10.00 -11.00

-2.001 -23.01 -24.01

Traffic Statistics

Octets 96702929
Packets 1422101
Errors

Input Output
97181 0
89554 0
2651 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output
Unicast Packets 1422101 89554 0
Multicast Packets 0 0
Broadcast Packets 0 0
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 1095 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 1509 Int MAC Rx Errs : 0
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Ethernet Output — The following table describes Ethernet output seld

Label

Description

Broadcast Pckts

Multicast Pckets

Undersize Pckets

Oversize Pckts

Collisions

Drop Events

CRC Align Errors

Fragments

The number of packets, delivered by this sub-lagex higher (sub-)
layer, which were addressed to a broadcast addtekis sub-layer.
The total number of packets that higher-level protse requested be
transmitted, and which were addressed to a multaxddress at this
sub-layer, including those that were discardedabisent.

For a MAC layer protocal, this includes both Gram Functional
addresses.

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were addressed to a multicast addietds sub-layer.
For a MAC layer protocaol, this includes both Graum Functional
addresses. The total number of packets that highetprotocols
requested be transmitted, and which were addreéssedhulticast
address at this sub-layer, including those thaewiécarded or not
sent. For a MAC layer protocol, this includes b@tfoup and Func-
tional addresses.

The total number of packets received that werethess 64 octets long
(excluding framing bits, but including FCS octeds)d were otherwise
well formed.

The total number of packets received that weredotigan can be
accepted by the physical layer of that port (99€@ts excluding fram-
ing bits, but including FCS octets for GE ports)l avere otherwise
well formed.

The best estimate of the total number of collisionghis Ethernet seg-
ment.

The total number of events in which packets weopped by the
probe due to lack of resources. Note that this rarisbnot necessarily
the number of packets dropped; it is just the nunobé&mes this con-
dition has been detected.

The total number of packets received that had gthe(excluding
framing bits, but including FCS octets) of betw@&drand 1518 octets,
inclusive, but had either a bad Frame Check Segu@#cS) with an
integral number of octets (FCS Error) or a bad B@B a non-integral
number of octets (Alignment Error).

The total number of packets received that weretless 64 octets in
length (excluding framing bits but including FCSeis) and had either
a bad Frame Check Sequence (FCS) with an integnaber of octets
(FCS Error) or a bad FCS with a non-integral nundjerctets (Align-
ment Error).
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Label Description (Continued)

Jabbers The total number of packets received that weredotitan 1518 octets
(excluding framing bits, but including FCS octetmd had either a
bad Frame Check Sequence (FCS) with an integrabauof octets
(FCS Error) or a bad FCS with a non-integral nundjerctets (Align-
ment Error).

Ingress Pool The amount of ingress buffer space, expressegascantage of the

Size available buffer space that will be allocated te plort for ingress buff-
ering.

Octets The total number of octets received.

Packets The total number of packets received.

Packets to The number of packets received that were equal kess than the dis-

played octet limit.

Sample Output

Ethernet Statistics

Broadcast Pckts : 2 Drop Events : 0

Multicast Pckts : 15863 CRC/Align E rrors : 0
Undersize Pckts : 0 Fragments : 0
Oversize Pckts : 0 Jabbers : 0
Collisions : 0

Octets 346874 9

Packets : 2543 9

Packets of 64 Octets : 2537 0

Packets of 65 to 127 Octets : 498 7

Packets of 128 to 255 Octets 1093 7

Packets of 256 to 511 Octets : 0

Packets of 512 to 1023 Octets : 0

Packets of 1024 to 1518 Octets : 0

Packets of 1519 or more Octets : 0

Ethernet-like Medium Statistics Output —
statistics output fields.

The following table describes Ethernet-like medium

Label Description

Alignment Errors The total number of packets received that had gthefexcluding
framing bits, but including FCS octets) of betw@&drand 1518 octets,
inclusive, but had either a bad Frame Check Segu@tcS) with an
integral number of octets (FCS Error) or a bad B@B a non-integral

number of octets.
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Label Description (Continued)
FCS Errors The number of frames received on a particular faterthat are an
integral number of octets in length but do not ghssFCS check.
SQE Errors The number of times that the SQE TEST ERROR isivedeon a par-
ticular interface.
Ethernet-like Medium Statistics —  the following table describe Ethernet-like Mediutattics field..
Label Description

Alignment Errors

FCS Errors

SQE Errors
CSE

Too long Frames
Symbol Errors
Sngl Collisions
Mult Collisions
Late Collisions
Excess Colli-
sions

Int MAC Tx Errs

Int MAC Rx Errs

The total number of packets received that had gtteexcluding
framing bits, but including FCS octets) of betw@&drand 1518 octets,
inclusive, but that had either a bad Frame Checju&gce (FCS) with
an integral number of octets (FCS Error) or a b@® kvith a non-inte-
gral number of octets.

The number of frames received that are an integnaiber of octets in
length but do not pass the FCS check.

The number of times that the SQE TEST ERROR isivede

The number of times that the carrier sense comditias lost or never
asserted when attempting to transmit a frame.

The number of frames received that exceed the maripermitted
frame size.

For an interface operating at 100 Mb/s, the nunalb&mes there was
an invalid data symbol when a valid carrier waspn

The number of frames that are involved in a sigléision, and are
subsequently transmitted successfully.

The number of frames that are involved in more tha collision and
are subsequently transmitted successfully.

The number of times that a collision is detectédrlthan one slot
Time into the transmission of a packet.

The number of frames for which a transmission fdile to excessive
collisions.

The number of frames for which a transmission faile to an internal
MAC sub-layer transmit error.

The number of frames for which a reception faile ttuan internal
MAC sub-layer receive error.
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Label

Description

Page 252

Multicast Pckts

Undersize Pckts

Oversize Pckts

Collisions

Drop Events

CRC Align Errors

Fragments

Jabbers

Octets
Packets

Unicast packets
input/output

The number of packets, delivered by this sub-layex higher (sub-)
layer, which were not addressed to a unicast cadwast address at
this sub-layer. The total number of packets thghéi-level protocols
requested be transmitted, and which were not asledet® a unicast or
broadcast address at this sub-layer, includingettiost were discarded
or not sent.

The total number of packets received that weretehtitan 64 octets
(excluding framing bits, but including FCS octdtst were otherwise
well formed.

The total number of packets received that weredotitan 1518 octets
(excluding framing bits, but including FCS octédis} were otherwise
well formed.

The best estimate of the total number of collisionghis Ethernet seg-
ment.

The total number of times that packets were dedleasebeing dropped
due to a lack of resources (not necessarily tted tatmber of packets
dropped).

The total number of packets received that were &etwb4 and 1518

octets (excluding framing bits but including FC3ats) that had either
a bad Frame Check Sequence (FCS) with an integnabar of octets
(FCS Error) or a bad FCS with a non-integral nundjerctets (Align-

ment Error).

The total number of packets received that weretshtitan 64 octets
(excluding framing bits but including FCS octet®tthad either a bad
Frame Check Sequence (FCS) with an integral nuibeetets (FCS
Error) or a bad FCS with a non-integral numberaéts (Alignment
Error).

The total number of packets received that weredotitan 1518 octets
(excluding framing bits but including FCS octetstthad either a bad
Frame Check Sequence (FCS) with an integral nuibectets (FCS
Error) or a bad FCS with a non-integral numberciéts (Alignment
Error).

Total number of octets received.
The number of packets received, broken down byRare Statistics.

The number of packets, delivered by this sub-lagex higher (sub-)
layer, which were not addressed to a multicastoadicast address at
this sub-layer. The total number of packets thghéi-level protocols
requested be transmitted, and which were not aseldet® a multicast
or broadcast address at this sub-layer, includingd that were dis-
carded or not sent.
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Label Description
Multicast pack- The number of packets, delivered by this sub-layer higher (sub-)
ets input/output layer, which were not addressed to a unicast cadwast address at

this sub-layer. The total number of packets thigihdr-level protocols
requested be transmitted, and which were not asledet® a unicast or
broadcast address at this sub-layer,including thuetewere discarded

or not sent.
Broadcast pack- The number of packets, delivered by this sub-layer higher (sub-)
ets input/output layer,which were not addressed to a unicast oricaslt address at this

sub-layer. The total number of packets that higbeel protocols
requested be transmitted, and which were not asielde® a unicast or
multicast address at this sub-layer, including ¢hibsit were discarded

or not sent.
Discards input/ The number of inbound packets chosen to be disdaadeossibly free
output up buffer space.
Unknown proto For packet-oriented interfaces, the number of paalezeived via the
discards input/ interface that were discarded because of an unkmownsupported
output protocol. For character-oriented or fixed-lengtteifaces that support

protocol multiplexing, the number of transmissianits received via
the interface that were discarded because of anawk or unsup-
ported protocol. For any interface that does nppsut protocol multi-
plexing, this counter will always be O.

Unknown proto Discards do not show up in the packet counts.

Sample Output

*A:MTU-A#

Ethernet-like Medium Statistics

Alignment Errors : 0 Sngl Collis ions : 0

FCS Errors : 0 Mult Collis ions : 0

SQE Test Errors : 0 Late Collis ions : 0

CSE : 0 Excess Coll isns : 0

Too long Frames : 0 Int MAC Tx Errs : 0

Symbol Errors 0 Int MAC Rx Errs : 0

*A:MTU-A#

Port Associations Output —  The following table describes port associationpoutfields.

Label Description
Svc ID The service identifier.
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Label

Description

Name

Encap Value

Sample Output

The name of the IP interface.

The dotlq or ging encapsulation value on the morttis IP interface

*A:MTU-A>config# show port 1/1/23 associations

Interface Table

Router/Serviceld

Name Encap Val

Router: Base

0

Interfaces

*A:MTU-A>config#

Al Detailed Output — The following table describes Al detailed outpetds.

Label Description
Description A text description of the port.
Interface The port ID displayed in the slot/mda/port format.
Oper Speed The operating speed of the interface.
Link-level

Config Speed

Admin State

Oper Duplex

Oper State

Config Duplex

Physical Link

MTU

Ifindex

Ethernet — the port is configured as Ethernet.
The configured speed of the interface.

up — the port is administratively up.
down — the port is administratively down.

The operating duplex mode of the interface.

up — the port is operationally up.
down — the port is operationally down.

full — the link is configured to full duplex mode.
half — the link is configured to half duplex mode.

Yes — a physical link is present.
No — a physical link is not present.

The size of the largest packet that can be septired on the Ethernet
physical interface, specified in octets.

The interface’s index number that reflects itsiahitzation sequence.
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Interface Configuration

Description (Continued)

Hold time up

Last State Change

Hold time down

Configured Mode

Encap Type

Dot1Q Ethertype

Net.Egr. Queue
Pol.

Auto-negotiate

Egress Rate

Loopback

Loopback Time Left

Configured
Address

Hardware Address

7210 SAS M, T, and X Interface Configuration Guide

The link-up dampening time in seconds. The pokt tampening
timer value that reduces the number of link traoisé reported to
upper layer protocols.

The last time that the operational status of the¢ glranged state.

The link-down dampening time in seconds. The damet controls
the dampening timer for link down transitions.

network — the port is configured for transport.
network use access — the port is configured foriseraccess.

null — ingress frames will not use any tags or labe delineate a ser-
vice.

dotlg — ingress frames carry 802.1Q tags where &achignifies a
different service.

The protocol carried in an Ethernet frame.

The number of the associated network egress queSepQlicy, or
default if the default policy is used.

true — the link attempts to automatically negotidute link speed and
duplex parameters.
false — the duplex and speed values are usedddirtk

The maximum amount of egress bandwidth (in kilopés second)
that this Ethernet interface can generate.

The type of loopback configured on the port, eitivez,internal, or
none.

The number of seconds left in a timed loopbackéf¢ is no loopback
configured or the configured loopback is latchée, value is
unspecified.

The base chassis Ethernet MAC address.

The interface’s hardware or system assigned MACesddat its
protocol sub-layer.
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Label

Description (Continued)

Traffic Statis-
tics

Ethernet Statis-
tics

A:7210>show# port A/1

Octets input/output — the total number of octeteneed and
transmitted on the port Packets input/output nilmaber of packets,
delivered by this sub-layer to a higher (sub-) tayghich were not
addressed to a multicast or broadcast address authlayer. The total
number of packets that higher-level protocols retpebe transmitted,
and which were not addressed to a multicast ordwast address at
this sub-layer, including those that were discarmiedot sent.

Errors input/output — for packet-oriented interigafe number of
inbound packets that contained errors preventiamtfrom being
deliverable to a higher-layer protocol. For chagactriented or fixed-
length interfaces, the number of inbound transimissnits that
contained errors preventing them from being deéiloés to a higher-
layer protocol.

For packet-oriented interfaces, the number of autblgpackets that
could not be transmitted because of errors. Faraciar-oriented or
fixed length interfaces, the number of outboundgraission units that
could not be transmitted because of errors.

Broadcast Pckts — the number of packets, delivbyetthis sub-layer
to a higher (sub-) layer, which were not addre$sedunicast or
multicast address at this sub-layer. The total remolb packets that
higher-level protocols requested be transmitted,valnich were not
addressed to a unicast or multicast address asubigayer, including
those that were discarded or not sent.

Ethernet Interface

Description

Interface C AL
Link-level : Ethernet
Admin State Jup
Oper State Tup
Physical Link  : Yes
Single Fiber Mode : No
Ifindex 167141632

Last State Change : 07/12/2010 14:26:43

Last Cleared Time : N/A
Configured Mode : network
Dot1Q Ethertype : 0x8100
PBB Ethertype  : 0x88e7
Ing. Pool % Rate : 100

Ing. Pool Policy : n/a

Egr. Pool Policy :n/a

Net. Egr. Queue Pol:
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: 10/100 Ethernet TX

Ope r Speed : 10 mbps
Con fig Speed : 100 mbps
Ope r Duplex : half

Con fig Duplex : full
MTU 11514
Hol dtimeup :0 seconds
Hol d time down : 0 seconds
Enc ap Type s null
Qin Q Ethertype : 0x8100
Egr . Pool % Rate : 100
Acc ess Egr. Qos *: n/a
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Egr. Sched. Pol : default Net
Auto-negotiate  : true MDI
Accounting Policy : None Col
Egress Rate : Default Max
LACP Tunnel : Disabled

Split Horizon Group: (Not Specified)
Down-when-looped : N/A Kee
Loop Detected . N/A Ret
Use Broadcast Addr : N/A

Sync. Status Msg. : Disabled Rx

Configured Address : 00:0a:0b:0a:0d:01
Hardware Address :00:0a:0b:0a:0d:01
Cfg Alarm

Alarm Status

Interface Configuration

work Qos Pol : n/a

/MDX : MDI
lect-stats : Disabled
Burst : Default

p-alive :N/A
ry - N/A

Quality Level : N/A

Traffic Statistics

Octets 1
Packets
Errors

Input Output
85674 0
2256 0

0 0

* indicates that the corresponding row element may

have been truncated.

Port Statistics

Input Output
Unicast Packets 0 0
Multicast Packets 0 0
Broadcast Packets 2256 0
Discards 0 0
Unknown Proto Discards 0
Ethernet-like Medium Statistics
Alignment Errors : 0 Sngl Collis ions : 0
FCS Errors 0 Mult Collis ions : 0
SQE Test Errors : 0 Late Collis ions : 0
CSE : 0 Excess Coll isns : 0
Too long Frames : 0 Int MAC Tx Errs : 0
Symbol Errors 0 Int MAC Rx Errs : 0

A:7210>show#
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Sample output for 7210 SAS-X:

A:7210-SAS-X>show# port A/1

Ethernet Interface

Description : 10/100 Ethernet TX

Interface CA/L Ope r Speed : 100 mbps
Link-level : Ethernet Con fig Speed : 100 mbps
Admin State Jup Ope r Duplex  :full

Oper State Lup Con fig Duplex : full
Physical Link  : Yes MTU 11514

Single Fiber Mode : No

Ifindex 167141632 Hol dtimeup :0seconds
Last State Change : 11/10/2010 20:50:27 Hol d time down : 0 seconds
Last Cleared Time : N/A

Configured Mode : network Enc ap Type s null
Dot1Q Ethertype :0x8100 Qin Q Ethertype :0x8100
PBB Ethertype : 0x88e7

Ing. Pool % Rate : 100 Egr . Pool % Rate : 100

Ing. Pool Policy : n/a
Egr. Pool Policy :n/a

Net. Egr. Queue Pol: Net work Qos Pol : n/a
Auto-negotiate  : true MDI /MDX : MDI
Accounting Policy : None Col lect-stats : Disabled
Egress Rate : Default Max Burst : Default
Load-balance-algo : default LAC P Tunnel : Disabled
LACP Tunnel : Disabled

Down-when-looped : N/A Kee p-alive :N/A

Loop Detected :N/A Ret ry - N/A

Use Broadcast Addr : N/A
Sync. Status Msg. : Disabled Rx Quality Level : N/A

Configured Address : 7¢:20:64:ad:00:f0
Hardware Address : 7c¢:20:64:ad:00:f0
Cfg Alarm

Alarm Status

Traffic Statistics

Input Output
Octets 4 11179 0
Packets 5415 0
Errors 0 0
Port Statistics

Input Output
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Unicast Packets
Multicast Packets
Broadcast Packets
Discards

Unknown Proto Discards

Interface Configuration

Ethernet-like Medium Statistics

Alignment Errors :
FCS Errors 0 Mult Collis
SQE Test Errors : 0 Late Collis
CSE : 0 Excess Coll
Too long Frames : 0 Int MAC Tx

0 Sngl Collis

ions :
ions :
ions :
isns :
Errs :
Errs :

eNeoNoNoNoNe]

Symbol Errors 0 Int MAC Rx

A:7210-SAS-X>show#

Port ACR Detail Output — The following table describes ACR detail outputdie

Label

Description

Clock Master PW
Clock Sync State
Endpoint

Bit-rate

Payload Size

Jitter Buffer

Use RTP Header
CAS Framing
Effective PDVT

Cfg Alarm

Alarm Status
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The SAP being used by the port for recovering thekc
The current state of the ACR adaptive algorithm.
The type of endpoint.

The number of DSOs or timeslots in the channel grou

The number of octets contained in the payload TOM PW packet
when the packet is transmitted.

The size of the receive jitter buffer, expressenhiltiseconds.
Whether RTP headers are used in CES packets (Yés)or
The type of CAS framing.

The peak-to-peak packet delay variation (PDV) usethe circuit
emulation service. Since the operating system rdaysathe jitter
buffer setting in order to ensure no packet ldss,configured jitter
buffer value may not be the value used by the sysihe effective
PDVT provides an indication that the PDV has badjusted by the
operating system.

The alarms that have alarm reporting enabled.

The current alarm state (for example, stray, maifmt, packet loss,
overrun, underrun, remote packet loss, remote,faulemote RDI).
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Label

Description

ACR DPLL Statis-
tics

Algorithm State
Counts

Events

Frequency offset mean— The ACR frequency offset mean for the
previous 15 sets of 60-second intervals.

Frequency offset stddev— The ACR frequency offset standard
deviation for the previous 15 sets of 60-seconelrirals.

Phase error mean— The ACR input phase error mean and output
DCO mean for the previous 15 sets of 60-seconadviale

Phase error stddev— The ACR input phase error standard deviation
and output DCO standard deviation for the previbhisets of 60-
second intervals.

Normal — The number of 2-second intervals the ACR alpanitvas
in the normal state.

Phase-tracking— The number of 2-second intervals the ACR
algorithm was in the phase-tracking state.

Freqg-tracking — The number of 2-second intervals the ACR
algorithm was in the frequency tracking state.

Holdover — The number of 2-second intervals the ACR albanit
was in the holdover state.

Free-run — The number of 2-second intervals the ACR alfamitvas
in the free-run state.

ACR Calc Out of Range— The number of times the ACR algorithm
was internally reset.

Prolonged ACR failure — The number of times the ACR algorithm
was in the phase-tracking or holdover state fogxtended period of
time.

Excessive Packet Loss- Increments every 2-second interval that
ACR is in the phase-tracking state and the toldrpteket loss
threshold is exceeded.

Excessive Phase Shift- Increments each time the ACR algorithm
transitions to the phase-tracking state from norsa result of a
phase shift above the tolerated shift level.

*A:ces-A# show port 1/2/1.ds1 acr detail

Adaptive Clock Recovery (ACR) Configuration

Clock Master PW : 1/2/1.1
Clock Sync State : normal

CEM SAP Configuration Information

Endpoint Type :Unstruct. T1  Bit-rate 124
Payload Size 1192 Jitter Bu ffer (ms) :5
Jitter Buffer (packets): 6 Playout T hreshold (packets): 4
Use RTP Header :No Different ial :No
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Timestamp Freq :0 CAS Frami ng :No CAS
Effective PDVT 1 +/-2.984 ms
Cfg Alarm  : stray malformed pktloss overrun un derrun
Alarm Status
CEM SAP Statistics

Packets Seconds Events
Egress Stats
Forwarded : 852539
Dropped ;0
Missing : 0
Reordered Forwarded : 0
Underrun : 11119 3
Overrun : 0 0
Misordered Dropped : O
Malformed Dropped : O
LBit Dropped : 0
Multiple Dropped : 0
Error : 17
Severely Error : 15
Unavailable : 0
Failure Count 1
Jitter Buffer Depth : 3
Ingress Stats
Forwarded : 852590
Dropped : 0
Adaptive Clock Recovery (ACR)

- Internal Digital Phase Locked Loop (DPLL) Stati stics
frequency frequency phase phase
offset offset error error
mean stddev mean stddev

time (ppb) (ppb) (ns) (ns)
07/06/2010 19:25:51 -548 0 1 31
07/06/2010 19:24:51 -548 1 6 38
07/06/2010 19:23:51 -548 1 20 48
07/06/2010 19:22:51 -549 1 -2 49
~07/06/2010 19:21:51 0 0 0 0
~07/06/2010 19:20:50 0 0 0 0
07/06/2010 19:19:50 -549 1 -19 31
07/06/2010 19:18:50 -549 1 -4 36
07/06/2010 19:17:50 -548 2 18 139
07/06/2010 19:16:50 -548 1 35 38
07/06/2010 19:15:50 -549 1 28 33
07/06/2010 19:14:50 -549 1 -18 47
07/06/2010 19:13:50 -550 1 -56 38
07/06/2010 19:12:50 -549 0 -36 37
07/06/2010 19:11:50 -548 1 -21 40

(~ - indicates an invalid interval)

Current
24 Hour
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(105 min) -388 217

ACR State Statistics

Algorithm State Counts

normal : 1386

Phase-tracking 135

Freqg-tracking :0

Holdover 112741

Free-run 164
Events

ACR Calc Out of Range : 0
Prolonged ACR Failure : 293
Excessive Packet Loss : 0
Excessive Phase Shift : 0

lIdp

Syntax lldp [nearest-bridge |nearest-non-tpmr |nearest-customer ] [remote-info ] [detail ]

Context show>port>ethernet

Description This command displays Link Layer Discovery Protdtd DP) information.

Parameters nearest-bridge — Displays nearest bridge information.

nearest-non-tpmr — Displays nearest Two-Port MAC Relay (TPMR) infation.

nearest-customer —Displays nearest customer information.

remote-info — Displays remote information on the bridge MAC.

detail — Shows detailed information.

Output  Sample Output

*A:7210-SAS# show port 1/1/3 ethernet lldp

Link Layer Discovery Protocol (LLDP) Port Informati on

Port 1/1/3 Bridge nearest-bridge

Admin State 1 rxOnly
Transmit TLVs : None

Notification s : Disabled

Management Address Transmit Configuration:

Index 1 (system) . Disabled

Port 1/1/3 Bridge nearest-non-tpmr

Address : Not Configured

Admin State 1 rxOnly
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Notification s : Disabled

7210 SAS M, T, and X Interface Configuratio

n Guide



Transmit TLVs : None

Management Address Transmit Configuration:
Index 1 (system) : Disabled Address

Port 1/1/3 Bridge nearest-customer

Admin State - rxOnly Notification

Transmit TLVs : None

Management Address Transmit Configuration:
Index 1 (system) : Disabled Address

Interface Configuration

: Not Configured

s : Disabled

: Not Configured

*A:7210-SAS#

*A:7210-SAS# show port 1/1/3 ethernet lldp nearest- bridge detail
Link Layer Discovery Protocol (LLDP) Port Informati on

Port 1/1/3 Bridge nearest-bridge

Admin State 1 rxOnly Notification s : Disabled
Transmit TLVs - None

Management Address Transmit Configuration:
Index 1 (system) . Disabled Address

Port LLDP Stats:

: Not Configured

Tx Frames 10 Tx Length Er r Frames : 0
Rx Frames :0 Rx Frame Dis card :0
Rx Frame Errors :0 Rx TLV Disca rd :0
Rx TLV Unknown :0 Rx Ageouts :0
*A:7210-SASH#

*A:7210-SAS# show port 1/1/3 ethernet lldp remote-i nfo detail
Link Layer Discovery Protocol (LLDP) Port Informati on

Port 1/1/3 Bridge nearest-bridge Remote Peer Inform ation

No remote peers found

Port 1/1/3 Bridge nearest-non-tpmr Remote Peer Info rmation
Remote Peer Index 142 at timestamp 06/10/2010 00:23 :122:

Supported Caps . bridge router
Enabled Caps . bridge router
Chassis Id Subtype :4 (macAddress)

Chassis Id : 0a:a5:ff:00:00:00
Portld Subtype 7 (local)
Port Id : 35749888
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poe

Syntax
Context
Description

Parameters

Page 264

Port Description  : 10/100/Gig Ethernet SFP

System Name : Dut-B

System Description : TiIMOS-B-0.0.1927 both/i386 ALCATEL SAS 7210
Copyright (c) 2000-2010 Alc atel-Lucent.
All rights reserved. All us e subject to applicable
license agreements.
Built on Wed Dec 1 22:23:12 IST 2010 by builder in

/builder/0.0/panos/main

Remote Peer Index 142 management addresses at time 06/10/2010 00:23:22:
No remote management addresses found

Port 1/1/3 Bridge nearest-customer Remote Peer Info rmation

Remote Peer Index 143 at timestamp 06/10/2010 00:23 :122:

Supported Caps : bridge router

Enabled Caps . bridge router

Chassis Id Subtype :4 (macAddress)

Chassis Id : 0a:a7:ff:00:00:00

Portld Subtype 7 (local)

Port Id : 35782656

Port Description ~ : 10/100 Ethernet TX

System Name : Dut-G

System Description : TIMOS-B-8.0.R5 both/i386 AL CATEL SR 7750 Copyright (c)
2000-2010 Alcatel-Lucent.
All rights reserved. All us e subject to applicable
license agreements.
Built on Tue Sep 28 18:24:0 7 PDT 2010 by builder in
/rel8.0/b1/R5/panos/main

Remote Peer Index 143 management addresses at time 06/10/2010 00:23:22:

poe [detail ]
show>port>ethernet
This command displays the poe support status.

detail —Shows detailed information.

The following table describes the poe detail oufjmidls.

Label Description
PSE Maximum
Power Budget
PSE Power Com- Sum of the power supplied to all ports as deterthimeclass
mitted
PSE Power Avail- Maximum Power Budget — Power Consumed
able
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Label

Interface Configuration

Description

Port-Id
PoE Admin/state
PoE Oper/state

Class

Output  Sample Output

Displays the port ID.
Indicates whether POE/PoE+ is enabled on the port.
Indicates whether power is supplied to the poriair

Displays the Class of the PoE device connecteutport. Class of the
device is classified by software as per standasdet) on the power
consumed by the device.

A:7210SAST>show>system# poe detail

PoE Information

PSE Maximum Power Budget : 60 watts
PSE Power Committed - 0 watts
PSE Power Available : 60 watts

PoE Port Information

Port-1d PoE Admin/ PoE Oper/  Class

State State
1/1/19 Disabled NotApplicable None ( ow)
1/1/20 Disabled NotApplicable None ( ow)
1/1/21 Disabled NotApplicable None ( ow)
1/1/22 Disabled NotApplicable None ( ow)
*A:SAST>show>system#

PoE Information

PSE Maximum Power Budget : 60 watts
PSE Power Consumed . 0 watts
PSE Power Available : 60 watts

PoE Port Information

Port-1d PoE Admin/ PoE Oper/  Class

State State

1/1/19 Enabled Off
1/1/20 Enabled Off
1/1/21 Enabled Off
1/1/22 Enabled Off

None ( ow)
None ( ow)
None ( ow)
None ( ow)

A:7210SAST>show>system#
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internal-loopback-ports

Syntax
Context

Description

Parameters

Page 266

internal-loopback-ports  [detail ]

show>system

This command displays information about internapleack ports.

Detail —keyword- includes application information

Sample Output to show use of internal-loopback-port

Sample Output for 7210 SAS-M

*A:7210SAS>config>port# show system internal-loopba

ck-ports detail

Internal Loopback Port Status

Port Loopback Application Service
Id Type Enabled
1/1/12 Physical Mac-Swap Yes
1/1/25 Virtual Mac-Swap No
Mac-swap Application Status

Enabled :Yes

Test Serviceld :1

Test Sap Id :1/1/12:90

Loopback Src Addr : 00:00:01:00:02:00

Loopback Dst Addr : 00:00:01:00:03:00

*A:7210SAS>config>port#

Sample Output for 7210 SAS-T

A:SAST-1# show system internal-loopback-ports detai

Internal Loopback Port Status

Port Loopback Application Service
Id Type Enabled
1/1/27 Virtual Not-In-Use No
1/1/28 Virtual Not-In-Use No

Mac-swap Application Status
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Enabled :No
Test Service Id : None
Test Sap Id : None

Interface Configuration

Sample Output for 7210 SAS-X

A:SASX# show system internal-loopback-ports detail

Internal Loopback Port Status

Port Loopback Application Service

Id Type Enabled

1/1/10 Physical Mac-Swap No

1/1/11 Physical Testhead No

Mac-swap Application Status

Enabled :Yes

Test Service Id  : None

Test Sap Id : None

Mac-swap Application Status —  The following table describes Mac-swap Applicatimatus

associations output fields.

Label

Description

LoopBack Type

Application

Service enabled

Enabled
Test Service Id

Test Sap Id

Loopback Src
Addr

Loopback Dst
Addr

The Loopback type indicates whether the port Bhygsical Front
panel port or Internal Virtual port.

Application mentions the application in use of poet.

The Service enabled displays, if services can béigured over this
port.

Displays the current status.
The service ID that is used in the configuratiotMafc-swap test.

The SAP ID that is used to configure the loopbagle $or the Mac-
swap application.

The source MAC address that is used in the cordigur of port
loopback mac-swap test.

The destination MAC address that is used in théigoration of port
loopback mac-swap test.
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LAG Commands

lag
Syntax lag [lag-id] [detail ] [statistics ]
lag lag-id associations

Context show

Description This command displays Link Aggregation Group (LA@prmation.
If no command line options are specified, a sumntiatiyng of all LAGs is displayed.
Parameters lag-id —Displays only information on the specified LAG ID.
Default Display information for all LAG IDs.
Values 1—12
detail — Displays detailed LAG information.
Default Displays summary information.
statistics —Displays LAG statistics information.
associations —Displays a list of current router interfaces to eththe LAG is assigned.

Output LAG Output — The following table describes LAG output fields.

Label Description
LAG ID The LAG ID that the port is assigned to.
Adm Up — The LAG is administratively up.

Down — The LAG is administratively down.
Opr Up — The LAG is operationally up.

Down — The LAG is operationally down.

Port-Threshold The number of operational links for the LAG at etdw which the
configured action will be invoked.

Up-Link-Count The number of ports that are physically presentreawe physical links
present.

MC Act/Stdby Member port is selected as active or standby link.

Sample Output

A:ALA-48>config# show lag
A:ALA-48# show lag
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Lag Data

Lag-id Adm Opr Port-Threshold Up- Link-Count MC Act/Stdby
1 up up O 2 N/A

2 up up O 2 N/A

3 up up O 2 N/A

4 up up O 2 N/A

5 up up O 2 N/A

6 up up O 2 N/A

Total Lag-ids: 6 Single Chassis: 6 MC Act: 0 MC Stdby: 0
A:ALA-48#

Detailed LAG Output — The following table describes detailed LAG outgetds.

Label Description

LAG ID The LAG or multi-link trunk (MLT) that the port i@ssigned to.

Adm Up — The LAG is administratively up.
Down — The LAG is administratively down.

Port Threshold If the number of available links is equal or belthis number, the
threshold action is executed.

Thres. Last The last time that keepalive stats were cleared.

Cleared

Dynamic Cost

Configured
Address

Hardware Address

Hold-Time Down
LACP

LACP Transmit
Intvl

Selection Crite-
ria

Number of sub-
groups

System ID
Admin Key

The OSPF costing of a link aggregation group basethe available
aggregated, operational bandwidth.

The base chassis Ethernet MAC address.

The hardware address.

The timer, in tenths of seconds, which controlsdéky between
detecting that a LAG is down and reporting it te tiigher levels.

Enabled — LACP is enabled.
Down — LACP is disabled.

LACP timeout signalled to peer.

Configured subgroup selection criteria.

Total subgroups in LAG.

System ID used by actor in LACP messages.

Configured LAG key.
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Label

Description (Continued)

Oper Key
System Priority
Prtr System ID
Prtr Oper Key

Prtr System Pri-
ority

Mode

Opr

Port Threshold

Thres. Exceeded
Cnt

Threshold Action

Encap Type

Lag-IFIndex
Port ID
(LACP) Mode

LACP xmit
standby

Slave-to-partner
Port-id

Adm
Active/stdby
Opr

Primary
Sub-group

Priority

*A:dut-c# show lag 1 detail

Key used by actor in LACP messages.

System priority used by actor in LACP messages.
System ID used by partner in LACP messages.
Key used by partner in LACP messages.

System priority used by partner in LACP messages.

LAG in access or network mode.

Up — The LAG is operationally up.
Down — The LAG is operationally down.

Configured port threshold.

The number of times that the drop count was reached

Action to take when the number of available linkgdual or below the
port threshold.

The encapsulation method used to distinguish custaraffic on a
LAG.

A box-wide unique number assigned to this interface
The specific slot/MDA/port ID.
LACP active or passive mode.

LACP transmits on standby links enabled / disabled.

Configured enabled/disabled.

Displays the member port ID.

Displays the member port administrative state.

Indicates that the member port is selected asdtinezor standby link.
Indicates that the member port operational state.

Indicates that the member port is the primary pbthe LAG.
Displays the member subgroup where the memberetohgs to.

Displays the member port priority.

LAG Details
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Details

Lag-id 01 Mode

Adm 1up Opr

Thres. Exceeded Cnt : 5428 Port Th

Thres. Last Cleared : 05/18/2009 11:57:56 Thresho

Dynamic Cost : false Encap T
Configured Address : 00:ab:00:5a:01:1c  Lag-Ifl
Hardware Address : 00:ab:00:5a:01:1c

Hold-time Down  : 0.0 sec Uplink
LACP : enabled Mode

LACP Transmit Intvl : fast LACP xm
Selection Criteria : highest-count Slave-t
Number of sub-groups: 1 Forced
System Id : 00:ab:00:5a:01:01  System
Admin Key 132768 Oper Ke

Prtr System Id : 00:9a:9a:ba:ba:60  Prtr Sy
Prtr Oper Key 132768

Port-id Adm Act/Stdby Opr Primary Su

1/1/3 up active up vyes 1
1/1/4 up active up 1

Port-id Role Exp Def Dist Col Sy

Interface Configuration

: access
1up

reshold :0

Id Action : down

ype : dotlq

ndex 11342177281
: No
: active

it stdby  : enabled
o-partner : disabled
Priority  : 32768

y 132768
stem Priority : 32768

b-group  Forced Prio

- 32768
- 32768

n Aggr Timeout Activity

1/1/3 actor  No No Yes Yes Ye s Yes Yes Yes
1/1/3 partner No No Yes Yes Ye s Yes Yes Yes
1/1/4 actor  No No Yes Yes Ye s Yes Yes Yes
1/1/4 partner No No Yes Yes Ye s Yes Yes Yes
*A:dut-c#
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LAG Statistics Output —

The following table describes detailed LAG statistoutput fields.

Label Description
LAG ID The LAG or multi-link trunk (MLT) that the port iassigned to.
Port ID The port ID configured or displayed in thimt/mda/portformat.
Input Bytes The number of incoming bytes for the LAG on a pertbasis.

Input Packets
Output Bytes
Output Packets

Input/Output
Errors

Totals

Sample Output

ALA-1# show lag statistics

The number of incoming packets for the LAG on apant basis.
The number of outbound bytes for the LAG on a pmt-pasis.
The number of outbound packets for the LAG on apoet basis.

For packet-oriented interfaces, the number of imolopackets that
contained errors preventing them from being dedileé to a higher-
layer protocol. For character- oriented or fixedgth interfaces, the
number of inbound transmission units that contaigredrs preventing
them from being deliverable to a higher-layer pcolo

For packet-oriented interfaces, the number of autbigpackets that
could not be transmitted because of errors. Foracier-oriented or
fixed-length interfaces, the number of outboundgraission units that
could not be transmitted because of errors.

Displays the column totals for bytes, packets, emdrs.

LAG Statistics

Description:
Lag-id Port-id Input Input  Output Out put Input Output
Bytes Packets Bytes Pac kets Errors Errors
1 113 0 1006 0 249 4 0 0
1/1/4 0 435 0 401 0 0
1/1/5 0 9968 0 983 3 0 0
Totals 0 11409 O 127 28 0 0
ALA-1#
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The following table describes LAG associations atffelds.

Label Description
Service ID The service associated with the LAG.
Name The name of the IP interface.
Encap Val The values of the port for the IP interface.

Sample Output

A:ALA-1# show lag 5 associations

Interface Table

Router/Serviceld Name Encap Val
Router: Base LAG2West 0

Interfaces

AALA-1#

LAG Details — The following example displays LAG output

*A:dut-c# show lag 2 detail

LAG Details

Details

Lag-id 12 Mode : network
Adm 1up Opr 1up

Thres. Exceeded Cnt : 85 Port Th reshold 10
Thres. Last Cleared : 05/17/2009 07:56:24 Thresho Id Action :down
Dynamic Cost : false Encap T ype s null
Configured Address : 00:ab:00:5a:01:1d  Lag-Ifl ndex 11342177282
Hardware Address : 00:ab:00:5a:01:1d

LACP : enabled Mode : active
LACP Transmit Intvl : fast LACP xm it stdby  : enabled
Selection Criteria : highest-count Slave-t o-partner  : disabled
Number of sub-groups: 1 Forced -

System Id : 00:ab:00:5a:01:01  System Priority  : 32768
Admin Key 132769 Oper Ke y 132769
Prtr System Id  : 00:9a:9a:ba:ba:60  Prtr Sy stem Priority : 32768
Prtr Oper Key 1 32769

Port-id Adm Act/Stdby Opr Primary Su

1/1/5 up active up vyes 1
1/1/6 up active up 1

Port-id Role Exp Def Dist Col Sy
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1/1/5 actor  No No Yes Yes Ye s Yes Yes Yes
1/1/5 partner No No Yes Yes Ye s Yes Yes Yes
1/1/6 actor No No Yes Yes Ye s Yes Yes Yes
1/1/6 partner No No Yes Yes Ye s Yes Yes Yes
*A:dut-c#

redundancy

Syntax redundancy
Context show

Description This command enables the context to show multisibasdundancy information.

multi-chassis

Syntax  all
mc-lag peer ip-address [lag lag-id]
mc-lag [peer ip-address [lag lag-id]] statistics
sync peer [ ip-address]
sync peer [ ip-address] detail
sync peer [ ip-address] statistics

Context show>redundancy
Description This command displays multi-chassis redundancyrin&ion.

Parameters all — Displays all multi-chassis information.
mc-lag —Displays multi-chassis LAG information.
peerip-address— Displays the address of the multi-chassis peer.

lag lag-id — Displays the specified LAG ID on this system th@anfis an multi-chassis LAG configuration
with the indicated peer.

statistics —Displays statistics for the multi-chassis peer.
sync —Displays synchronization information.

detail — Displays detailed information.

Sample Output

A:pcl# show redundancy multi-chassis all

Multi-Chassis Peers

Peer IP Src IP Auth Pee r Admin
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MCS Admin MCS Oper MCS State M C-LAG Admin MC-LAG Oper
10.10.10.102 10.10.10.101 hash Ena bled

Enabled Enabled inSync E nabled Enabled
10.10.20.1  0.0.0.0 None Dis abled

- - - D isabled Disabled
A:pcl#
*A:Dut-C# show redundancy multi-chassis mc-lag peer 10.10.10.1

Multi-Chassis MC-Lag Peer 10.10.10.1

Last State chg: 09/24/2007 07:58:03
Admin State: Up  Oper State : Up

KeepAlive: 10 deci-seconds  Hold On Ngbr Failure 03
Lag Id Lacp Key Remote Lag Id System Id Sys Prio L ast State Changed
1 32666 1 00:00:00:33:33:33 32888 09/24/ 2007 07:56:35

Number of LAGs : 1

*A:Dut-C#

A:pcl# show redundancy multi-chassis mc-lag statist ics

Multi-Chassis Statistics

Packets Rx 1129816
Packets Rx Keepalive 1129798
Packets Rx Config 13
Packets Rx Peer Config :5
Packets Rx State 110

Packets Dropped KeepaliveTask : 0
Packets Dropped Packet Too Short : 0
Packets Dropped Verify Failed :0
Packets Dropped Tlv Invalid Size : 0
Packets Dropped Out of Seq :0
Packets Dropped Unknown Tlv :0
Packets Dropped Tlv Invalid Lagld : O

Packets Dropped MD5 :0

Packets Dropped Unknown Peer  : 0

Packets Tx 177918

Packets Tx Keepalive 177879

Packets Tx Config 16

Packets Tx Peer Config 126

Packets Tx State 17

Packets Tx Failed :0

A:pcl#

A:pcl# show redundancy multi-chassis mc-lag peer 10 .10.10.102 lag 2 statistics

Multi-Chassis Statistics, Peer 10.10.10.102 Lag 2

Packets Rx Config 01
Packets Rx State 14
Packets Tx Config 12
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Packets Tx State 13

Packets Tx Failed :0

A:pcl#

A:pcl#show redundancy multi-chassis mc-lag peer 10. 10.10.102 statistics

Multi-Chassis Statistics, Peer 10.10.10.102

Packets Rx 1129918
Packets Rx Keepalive 1 129900
Packets Rx Config 03
Packets Rx Peer Config :5
Packets Rx State 110

Packets Dropped State Disabled :0
Packets Dropped Packets Too Short : 0
Packets Dropped Tlv Invalid Size : 0
Packets Dropped Tlv Invalid Lagld : 0

Packets Dropped Out of Seq :0
Packets Dropped Unknown Tlv :0
Packets Dropped MD5 :0
Packets Tx 177979
Packets Tx Keepalive 1 77940
Packets Tx Peer Config 126
Packets Tx Failed :0
A:pcl#

A:pcl# show redundancy multi-chassis sync

Multi-chassis Peer Table

Peer

Peer IP Address :10.10.10.102
Description :COo1
Authentication : Enabled
Source IP Address :10.10.10.101
Admin State : Enabled

Sync-status

Client Applications

Sync Admin State :Up
Sync Oper State 1 Up

DB Sync State 1 inSync
Num Entries :0

Lcl Deleted Entries  : 0
Alarm Entries :0

Rem Num Entries :0
Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0
Peer

Peer IP Address :10.10.20.1
Authentication : Disabled
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Source IP Address :0.0.0.0

Admin State : Disabled
A:pcl#
pcl# show redundancy multi-chassis sync peer 10.10. 10.102

Multi-chassis Peer Table

Peer

Peer IP Address :10.10.10.102
Description :COo1
Authentication : Enabled
Source IP Address :10.10.10.101
Admin State : Enabled

Sync-status

Client Applications

Sync Admin State :Up
Sync Oper State :Up
DB Sync State 1 inSync
Num Entries :0

Lcl Deleted Entries  : 0
Alarm Entries :0

Rem Num Entries :0
Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0

MCS Application Stats

Application : igmpSnooping
Num Entries :0

Lcl Deleted Entries  : 0

Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0

Rem Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0

Rem Alarm Entries :0
Application : subHostTrk
Num Entries :0

Lcl Deleted Entries  : 0

Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0

Rem Alarm Entries :0

A:pcl#

A:pcl# show redundancy multi-chassis sync peer 10.1 0.10.102 detail

Multi-chassis Peer Table
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Peer

Peer IP Address :10.10.10.102
Description :COo1
Authentication : Enabled
Source IP Address :10.10.10.101
Admin State : Enabled

Sync-status

Client Applications

Sync Admin State 1 Up
Sync Oper State :Up
DB Sync State 1 inSync
Num Entries :0

Lcl Deleted Entries  : 0
Alarm Entries :0

Rem Num Entries :0
Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0

MCS Application Stats

Rem Num Entries :0

Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0
Application : igmpSnooping
Num Entries :0

Lcl Deleted Entries  : 0

Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0
Application : subHostTrk
Num Entries :0

Lcl Deleted Entries  : 0

Alarm Entries :0

Rem Num Entries :0

Rem Lcl Deleted Entries : 0
Rem Alarm Entries :0

Ports synced on peer 10.10.10.102

Port/Encap Tag
1/1/1
1-2 rl
A:pcl#
A:pcl# show redundancy multi-chassis sync statistic s
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Multi-chassis Peer Sync Stats

Peer IP Address :10.10.10.102
Packets Tx Total 1511
Packets Tx Hello 1510
Packets Tx Data :0
Packets Tx Other 01
Packets Tx Error :0
Packets Rx Total 1511
Packets Rx Hello 1510
Packets Rx Data :0
Packets Rx Other 01
Packets Rx Error :0

Packets Rx Header Err : 0

Packets Rx Body Err

10

Packets Rx Seq Num Err : 0

Peer IP Address
Packets Tx Total
Packets Tx Hello
Packets Tx Data
Packets Tx Other
Packets Tx Error
Packets Rx Total
Packets Rx Hello
Packets Rx Data
Packets Rx Other
Packets Rx Error

0
0
0
0
:0
:0
:0
0
:0
:0

:10.10.20.1

Packets Rx Header Err : 0

Packets Rx Body Err  : 0
Packets Rx Seq Num Err : 0

A:pcl#

A:pcl# show redundancy multi-chassis sync peer 10.1

0.10.102 statistics

Multi-chassis Peer Sync Stats

Peer IP Address :10.10.10.102
Packets Tx Total : 554
Packets Tx Hello : 553
Packets Tx Data :0
Packets Tx Other 01
Packets Tx Error :0
Packets Rx Total : 554
Packets Rx Hello : 553
Packets Rx Data :0
Packets Rx Other 01
Packets Rx Error :0

Packets Rx Header Err : 0

Packets Rx Body Err

:0

Packets Rx Seq Num Err : 0

A:pcl#
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mc-lag

Syntax

Context

Description

Page 280

mac-lag peer ip-address [lag lag-id]
mac-lag [peer ip-address [lag lag-id]] statistics

show>redundancy>multi-chassis

This command displays multi-chassis LAG information

Sample

*7210-SAS>show>redundancy>multi-chassis# mc-lag pee r1.1.1.1

Multi-Chassis MC-Lag Peer 1.1.1.1

Last State chg : 08/13/2011 09:02:31

Admin State  : Down Oper State : Down

KeepAlive : 10 deci-seconds  Hold On Ngbr Failure : 3

Lag Id Lacp Remote System Id Sys Last State Changed
Key Lagld Prio

No LAGs found

*7210-SAS>show>redundancy>multi-chassis# ~C
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Port Monitor Commands

port

Syntax

Context

Description

Parameters

port port-id [port-id...(up to 5 max)] [interval seconds] [repeat repeat] [absolute | rate]
[multiclass ]

monitor

This command enables port traffic monitoring. Bpecified port(s) statistical information displatshe
configured interval until the configured count éached.

The first screen displays the current statistitatee to the specified port(s). The subsequetisttal
information listed for each interval is displayedaadelta to the previous display.

When the keywordate is specified, the "rate per second" for eachsttatis displayed instead of the delta.

Monitor commands are similar showcommands but only statistical information displajéonitor
commands display the selected statistics accotditige configured number of times at the interval
specified.

port port-id — Specify up to 5 port IDs.

Syntax: port-id slot/mda/port
intervalseconds

Configures the interval for each display in seconds
Default 10 seconds
Values 3—60
repeat repeat— Configures how many times the command is repeated.
Default 10
Values 1 —999

absolute —When theabsolutekeyword is specified, the raw statistics are digptl, without processing.
No calculations are performed on the delta or statstics.

rate — When therate keyword is specified, the rate-per-second for esatistic is displayed instead of the
delta.

Sample Output

A:ALA-12>monitor# port 1/4 interval 3 repeat 3 absolute

Monitor statistics for Port 1/4

Input Output

At time t = 0 sec (Base Statistics)
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Octets 0 0
Packets 39 175
Errors 0 0

At time t = 3 sec (Mode: Absolute)

Octets 0 0
Packets 39 175
Errors 0 0

At time t = 6 sec (Mode: Absolute)

Octets 0 0
Packets 39 175
Errors 0 0

At time t = 9 sec (Mode: Absolute)

Octets 0 0
Packets 39 175
Errors 0 0

A:ALA-12>monitor#

A:ALA-12>monitor# port 1/4 interval 3 repeat 3 rate

Monitor statistics for Port 1/4

Input Output

At time t = 0 sec (Base Statistics)

Octets 0 0
Packets 39 175
Errors 0 0

At time t = 3 sec (Mode: Rate)

Octets 0 0
Packets 0 0
Errors 0 0

At time t = 6 sec (Mode: Rate)

Octets 0 0
Packets 0 0
Errors 0 0

At time t = 9 sec (Mode: Rate)

Octets 0 0
Packets 0 0
Errors 0 0

A:ALA-12>monitor#

*A:ces-A# monitor port 1/2/1
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Monitor statistics for Port 1/2/1

Input Output
At time t = 0 sec (Base Statistics)
Octets 38282 56704 338593536
Packets 199 38837 1763508
Errors 0 0
At time t = 10 sec (Mode: Delta)
Octets 19 29984 1929984
Packets 10052 10052
Errors 0 0
*A:ces-A# monitor port 1/2/1 rate
Monitor statistics for Port 1/2/1

Input Output
At time t = 0 sec (Base Statistics)
Octets 38318 65920 342202752
Packets 199 57635 1782306
Errors 0 0
At time t = 10 sec (Mode: Rate)
Octets 1 92998 192998
Packets 1005 1005
Errors 0 0
Utilization (% of port capacity) 99.99 99.99
At time t = 20 sec (Mode: Rate)
Octets 1 92998 192998
Packets 1005 1005
Errors 0 0
Utilization (% of port capacity) 99.99 99.99
~C
*A:ces-A# monitor port 1/2/1 absolute
Monitor statistics for Port 1/2/1

Input Output

At time t = 0 sec (Base Statistics)
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Octets 38363 82144 346718976
Packets 199 81157 1805828
Errors 0 0

At time t = 10 sec (Mode: Absolute)

Octets 38383 12128 348648960
Packets 199 91209 1815880
Errors 0 0

At time t = 20 sec (Mode: Absolute)

Octets 38402 42304 350578944
Packets 200 01262 1825932
Errors 0 0

Sample output for 7210 SAS X:
A:7210-SAS-X>monitor# port 1/1/2 interval 3 repeat 3 absolute

Monitor statistics for Port 1/1/2

Input Output

At time t = 0 sec (Base Statistics)

Octets 0 1408
Packets 0 0
Errors 0 0
At time t = 3 sec (Mode: Absolute)

Octets 0 1408
Packets 0 0
Errors 0 0
At time t = 6 sec (Mode: Absolute)

Octets 0 1408
Packets 0 0
Errors 0 0
At time t = 9 sec (Mode: Absolute)

Octets 0 1408
Packets 0 0
Errors 0 0

A:7210-SAS-X>monitor#
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Clear Commands

lag

Syntax
Context
Description

Parameters

mda

Syntax
Context
Description

Parameters

port

Syntax
Context
Description

Parameters

lag lag-id statistics
clear
This command clears statistics for the specifiedsLiD.

lag-id —The LAG ID to clear statistics.
Values 1—12

statistics —Specifies to clear statistics for the specified LAL

mda mda-id

clear

This command reinitializes the specified MDA inarticular slot.

mda-id —Clears the specified slot and MDA/CMA.

Values mda-id: slot/mda
slot: 1

mda: 1, 2 (for 7210 SAS-M)
mda: 1 (for 7210 SAS-X)

port port-id statistics
clear
This command clears port statistics for the spedifiort(s).
port-id —The port identifier.

Values
statistics —Specifies that port statistics will be cleared.
slot —The slot number.

Values 1

7210 SAS M, T, and X Interface Configuration Guide

P age 285



Port Monitor Commands

mda —The MDA number.
Default All MDAs.
Values 1,2
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Debug Commands

lag

Syntax lag [lag-id lag-id [port port-id]] [all]
lag [lag-id lag-id [port port-id]] [sm] [pkt] [cfg] [red] [lom-upd ] [port-state ] [timers ] [sel-logic ]
[mc] [mc-pkt]
no lag [lag-id lag-id]

Context debug
Description This command enables debugging for LAG.

Parameters lag-id —Specifies the link aggregation group ID.
port-id —Specifies the physical port ID.
sm — Specifies to display trace LACP state machine.
pkt — Specifies to display trace LACP packets.
cfg — Specifies to display trace LAG configuration.
red — Specifies to display trace LAG high availability.
iom-upd — Specifies to display trace LAG IOM updates.
port-state — Specifies to display trace LAG port state trangiio
timers — Specifies to display trace LAG timers.
sel-logic —Specifies to display trace LACP selection logic.
mc — Specifies to display multi-chassis parameters.

mc-pkt — Specifies to display the MC-LAG control packetshwialid authentication were received on this
system.
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Standards and Protocol Support (for 7210 SAS-M, 721 0
SAS-X, and 7210 SAS-T)

-2
[
Standards Compliance

IEEE 802.1ab-REV/D3 Station and
Media Access Control Connectivity
Discovery

IEEE 802.1D Bridging

IEEE 802.1p/Q VLAN Tagging

IEEE 802.1s Multiple Spanning Tree

IEEE 802.1w Rapid Spanning Tree
Protocol

IEEE 802.1X Port Based Network
Access Control

IEEE 802.1ad Provider Bridges

IEEE 802.1ah Provider Backbone
Bridges

IEEE 802.1ag Service Layer OAM

IEEE 802.3ah Ethernet in the First Mile

IEEE 802.3 10BaseT

IEEE 802.3ad Link Aggregation

IEEE 802.3ae 10Gbps Ethernet

IEEE 802.3ah Ethernet OAM

IEEE 802.3u 100BaseTX

IEEE 802.3z 1000BaseSX/LX ITU-T
Y.1731 OAM functions and
mechanisms for Ethernet based
networks draft-ietf-disman-alarm-
mib-04.txt IANA-IFType-MIB

IEEE8023-LAG-MIB ITU-T G.8032
Ethernet Ring Protection Switching
(version 2)

Protocol Support

BGP

RFC 1397 BGP Default Route
Advertisement

RFC 1772 Application of BGP in the
Internet

RFC 1997 BGP Communities Attribute

RFC 2385 Protection of BGP Sessions
via MD5

RFC 2439 BGP Route Flap Dampening

Standards and Protocols for 7210 SAS-M, SAS-T, and

RFC 2547 bis BGP/MPLS VPNs draft-
ietf-idr-rfc2858bis-09.txt.

RFC 2918 Route Refresh Capability for
BGP-4

RFC 3107 Carrying Label Information in
BGP-4

RFC 3392 Capabilities Advertisement
with BGP4

RFC 4271 BGP-4 (previously RFC 1771)

RFC 4360 BGP Extended Communities
Attribute

RFC 4364 BGP/MPLS IP Virtual Private
Networks (VPNSs) (previously RFC
2547bis BGP/MPLS VPNs)

RFC 4760 Multi-protocol Extensions for
BGP

RFC 4893 BGP Support for Four-octet
AS Number Space

CIRCUIT EMULATION

RFC 4553 Structure-Agnostic Time
Division Multiplexing (TDM) over
Packet (SAToP)

RFC 5086 Structure-Aware Time
Division Multiplexed (TDM) Circuit
Emulation Service over Packet
Switched Network (CESoPSN)

RFC 5287 Control Protocol Extensions
for the Setup of Time-Division
Multiplexing (TDM) Pseudowires in
MPLS Networks

DHCP

RFC 2131 Dynamic Host Configuration
Protocol (REV)

RFC 3046 DHCP Relay Agent
Information Option (Option 82)

DIFFERENTIATED SERVICES

RFC 2474 Definition of the DS Field the
IPv4 and IPv6 Headers (Rev)

RFC 2597 Assured Forwarding PHB
Group (rev3260)

SAS-X

NOTE: The capabilities available when operating in acegdimk mode/L2 mode and
network mode/MPLS mode are different. Corresponiglingpt all the standards and protocols
listed below are supported in both the modes.

RFC 2598 An Expedited Forwarding
PHB

RFC 2697 A Single Rate Three Color
Marker

RFC 2698 A Two Rate Three Color
Marker

RFC 4115 A Differentiated Service Two-
Rate, Three-Color Marker with
Efficient Handling of in-Profile
Traffic

IPv6

RFC 2460 Internet Protocol, Version 6
(IPv6) Specification

RFC 2461 Neighbor Discovery for IPv6

RFC 2462 IPv6 Stateless Address Auto
configuration

RFC 2463 Internet Control Message
Protocol (ICMPv6) for the Internet
Protocol Version 6 Specification

RFC 2464 Transmission of IPv6 Packets
over Ethernet Networks

RFC 2740 OSPF for IPv6

RFC 3587 IPv6 Global Unicast Address
Format

RFC 4007 IPv6 Scoped Address
Architecture

RFC 4193 Unique Local IPv6 Unicast
Addresses

RFC 4291 IPv6 Addressing Architecture

RFC 4552 Authentication/Confidentiality
for OSPFv3

RFC 5095 Deprecation of Type 0 Routing
Headers in IPv6

draft-ietf-isis-ipv6-05

draft-ietf-isis-wg-multi-topology-xx.txt

IS-IS

RFC 1142 OSI IS-IS Intra-domain
Routing Protocol (ISO 10589)

RFC 1195 Use of OSI IS-IS for routing in
TCP/IP & dual environments
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RFC 2763 Dynamic Hostname Exchange NETWORK MANAGEMENT

for IS-IS

RFC 2966 Domain-wide Prefix
Distribution with Two-Level I1S-IS

RFC 2973 IS-IS Mesh Groups

RFC 3373 Three-Way Handshake for
Intermediate System to Intermediate
System (IS-1S) Point-to-Point
Adjacencies

RFC 3567 Intermediate System to
Intermediate System (ISIS)
Cryptographic Authentication

RFC 3719 Recommendations for
Interoperable Networks using IS-1S

RFC 3784 Intermediate System to
Intermediate System (IS-1S)
Extensions for Traffic Engineering
(TE)

RFC 3787 Recommendations for
Interoperable IP Networks

RFC 3847 Restart Signaling for IS-IS —
GR helper

RFC 4205 for Shared Risk Link Group
(SRLG) TLV

MPLS - LDP

RFC 3037 LDP Applicability

RFC 3478 Graceful Restart Mechanism
for LDP — GR helper

RFC 5036 LDP Specification

RFC 5283 LDP extension for Inter-Area
LSP

RFC 5443 LDP IGP Synchronization

MPLS - General

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 4379 Detecting Multi-Protocol
Label Switched (MPLS) Data Plane
Failures

RFC 4182 Removing a Restriction on the
use of MPLS Explicit NULL

Multicast

RFC 1112 Host Extensions for IP
Multicasting (Snooping)

RFC 2236 Internet Group Management
Protocol, (Snooping)

RFC 3376 Internet Group Management
Protocol, Version 3 (Snooping) [
Only in 7210 SAS-M access-uplink
mode ]
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ITU-T X.721: Information technology-
OSiI-Structure of Management
Information

ITU-T X.734: Information technology-
OSI-Systems Management: Event
Report Management Function

M.3100/3120 Equipment and Connection
Models

TMF 509/613 Network Connectivity
Model

RFC 1157 SNMPv1

RFC 1215 A Convention for Defining
Traps for use with the SNMP

RFC 1907 SNMPv2-MIB

RFC 2011 IP-MIB

RFC 2012 TCP-MIB

RFC 2013 UDP-MIB

RFC 2096 IP-FORWARD-MIB

RFC 2138 RADIUS

RFC 2206 RSVP-MIB

RFC 2571 SNMP-FRAMEWORKMIB

RFC 2572 SNMP-MPD-MIB

RFC 2573 SNMP-TARGET-&-
NOTIFICATION-MIB

RFC 2574 SNMP-USER-
BASEDSMMIB

RFC 2575 SNMP-VIEW-BASEDACM-
MIB

RFC 2576 SNMP-COMMUNITY-MIB

RFC 2665 EtherLike-MIB

RFC 2819 RMON-MIB

RFC 2863 IF-MIB

RFC 2864 INVERTED-STACK-MIB

RFC 3014 NOTIFICATION-LOGMIB

RFC 3164 Syslog

RFC 3273 HCRMON-MI

RFC 3411 An Architecture for
Describing Simple Network
Management Protocol (SNMP)
Management Frameworks

RFC 3412 - Message Processing and
Dispatching for the Simple Network
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