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1 About this document

This Fabric Services System Connect Guide describes the Fabric Services System Connect solution (or
"Connect"), which acts as a bridge between the Fabric Services System and different cloud environments.

This document is intended for network technicians, administrators, operators, service providers, and others
who use the Fabric Services System.

. Note:
This manual covers the current release and may also contain some content that will be released
in later maintenance loads. See the Fabric Services System Release Notes for information about
features supported in each load.

1.1 What's new

This section lists the changes that were made in this release.

Table 1: What's new in Release 24.5.1

Description Location

Geo-redundancy support « Failover to standby in geo-redundant systems for
OpenShift and Kubernetes plugins

» Failover to standby in geo-redundant systems for
OpenStack plugins

» Failover to standby in geo-redundant systems for VMware
plugins

Updates to OpenShift and Kubernetes |« |n Installation, added a note under “Package information”

lugin installati
plugin instatiation » Updated the example in step 1 of Installing the OpenShift

and Kubernetes Plugin

1.2 Precautionary and information messages

The following are information symbols used in the documentation.

A DANGER: Danger warns that the described activity or situation may result in serious personal
injury or death. An electric shock hazard could exist. Before you begin work on this equipment,
be aware of hazards involving electrical circuitry, be familiar with networking environments, and
implement accident prevention procedures.

& WARNING: Warning indicates that the described activity or situation may, or will, cause
equipment damage, serious performance problems, or loss of data.

© 2024 Nokia. 5
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@ Caution: Caution indicates that the described activity or situation may reduce your component or
system performance.

Note: Note provides additional operational information.

o Tip: Tip provides suggestions for use or best practices.

1.3 Conventions

Commands use the following conventions
» Bold type indicates a command that the user must enter.
* Input and output examples are displayed in Courier text.

» An open right angle bracket indicates a progression of menu choices or simple command sequence
(often selected from a user interface). Example: start > connect to

* Angle brackets (< >) indicate an item that is not used verbatim. For example, for the command show
ethernet <name>, name should be replaced with the name of the interface.

» A vertical bar (|) indicates a mutually exclusive argument.
» Square brackets ([ ]) indicate optional elements.

» Braces ({ }) indicate a required choice. When braces are contained within square brackets, they indicate
a required choice within an optional element.

» ltalic type indicates a variable.

Examples use generic IP addresses. Replace these with the appropriate IP addresses used in your
system.

3HE 20041 AAAA TQZZA © 2024 Nokia. 6
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2 Introduction

The Fabric Services System Connect solution (or "Connect") acts as a bridge between the Fabric Services
System and different cloud environments.

Connect is aware of the different processes and workloads running on the servers that make up the cloud
environment, while at the same time being aware of the fabric as configured on the Fabric Services System
itself.

This dual awareness enables Connect to configure the fabric dynamically based on workloads coming and
going on the cloud platform. It does this by inspecting the cloud itself and learning the compute server,
network interface and VLAN on which a specific workload is scheduled. By also learning the topology
based on the LLDP information arriving in the fabric switches, it connects those two information sources.

Components

The Connect solution is built on a modular platform to better support virtually any cloud environment. The
solution is divided into two main components:

» the Connect service
» Connect plugins

The Connect service is a microservice with a REST API running inside the Fabric Services System
environment. It is responsible for learning, through LLDP, how the cloud compute servers are connected
to the fabric. It is also responsible for configuring the fabric for the different workloads of the cloud
environment.

Connect plugins are responsible for learning on which compute servers and networks the various
workloads in the cloud environment are scheduled, and passing that information to the Connect service.

This design allows plugins to be simple, handling only the integration with the cloud environment. All
complexity pertaining to the fabric is hidden and centralized in Connect.

3HE 20041 AAAA TQZZA © 2024 Nokia. ;

Use subject to Terms available at: www.nokia.com/terms.



Fabric Services System Connect Guide Release 24.5.1 Introduction

Figure 1: Fabric Services System Connect components
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Connect overview

Connect is the component responsible for translating information that originates from plugins about cloud
computes into information relating to the fabric.

Plugins overview

Connect plugins are specifically made to inspect one type of cloud environment. While these plugins
can be developed specifically targeting a custom cloud environment, Connect comes with three Nokia
supported plugins:

» the Connect Kubernetes Plugin
» the Connect OpenStack Plugin

» the Connect VMware Plugin

Feature overview
Connect supports the following features:

» Creating Layer 2 workload intents and workload subnets on the Fabric Services System (translating
these to Tenant and Subnet in the Connect REST API).

» Automatically discovering the cloud compute resources from the fabric using LLDP.

» Automatically resolving inconsistent states between Connect and the fabric by performing an audit
between Connect and the Fabric Services System.

» Using pre-existing LAGs in the fabric.

* Using the cloud management's standard network management tools to manage the fabric transparently.

3HE 20041 AAAA TQZZA © 2024 Nokia. 8
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» Using workloads managed by the Fabric Services System; this is the case in which an operator
provisions a workload intent and workload subnets in the Fabric Services System before adding them to
Connect through a tenant and subnet.

3HE 20041 AAAA TQZZA © 2024 Nokia.
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3 Compute requirements

In order for LLDP topology discovery from the fabric to function correctly, all computes must have
LLDP enabled on their data interfaces. Only when LLDP is enabled on all computes can workloads be
automatically scheduled on the fabric.

Both the OpenStack OSPD/CBIS and VMware integration enable this for you. Manual intervention is
needed when not using those integrations.

* On a Linux-based compute, enable LLDP:

NIC DIR="/sys/class/net"
for itf in $(ls $NIC DIR | grep -E 'eno|enp|ens')
do
if [ -d "${NIC DIR}/${itf}/device" -a ! -L "${NIC DIR}/${itf}/device/physfn" ]
then
lldptool set-1ldp -i $itf adminStatus=Tx
lldptool -T -i $itf -V sysName enableTx=yes
lldptool -T -i $itf -V portID subtype=PORT ID INTERFACE NAME
fi
done

+ On VMware-based systems, ensure that LLDP is enabled to both send and receive LLDP in the
Discovery protocol settings of the distributed vSwitch.

» For NICs that support hardware based LLDP (in-nic LLDP), make sure to disable this capability as it
may send out conflicting LLDP information compared to what Linux or VMware would send out.

* The hostname returned by hostnamect1 should correspond to hostname in output of openstack
host list.
If these are not the same, use the command hostnamectl set-hostname to align them.

3HE 20041 AAAA TQZZA © 2024 Nokia. 10
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4 The Connect core

The Connect core includes two key components:
* plugins

» deployments

Plugins

Plugins are a core component of the Fabric Services System Connect environment. In the Connect
environment, a plugin represents the component that communicates with the external cloud services. The
following plugins are supported by the Fabric Services System platform, and are further documented in
their respective sections:

» OpenShift & Kubernetes plugin

» OpenStack plugin

* VMware plugin

Plugins are automatically registered within the Connect service when they are deployed. Each is stored in
the database with the following main properties:

Table 2: Plugin properties

Property Description Values/
Range
Name The name of the plugin. String
Type The type of plugin, related to the platform it supports. String
External ID An optional field to store an external reference. String
Heartbeat support Indicates whether the plugin sends regular heartbeat True/False

messages to signal its live state to Connect.

Heartbeat interval Indicates how often the plugin should send a heartbeat Integer
message, in seconds.

Status Indicates whether Connect: String
+ isin the process of deploying a resources
* has finished deploying it
* has encountered an error during deployment

Region Identifies Fabric Services System region with which this String
Deployment is associated. Must be set if the Deployment is
changed to Admin Up and it cannot be changed after being
set. For more information, see Multi-region support

Restrictions Restrictions are placed on the Deployment by the enum
administrator to prevent some modes of operation. An
empty list of restrictions signifies no restrictions on the

© 2024 Nokia.
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Property Description Values/
Range

Deployment. The following enum values can be added to
the list:

* NoConnectManaged
*+ NoFSSManaged

For more information, see Allowed mode of operation.

For more details about the full set of available properties, see the APl documentation as described in the
Fabric Services System API Integration Guide.

Heartbeat

When plugins register with the Connect core service, they can indicate that they support heartbeats. When
a plugin supports heartbeats, the plugin is expected to send a heartbeat to the Connect core service at an
interval of the configured value (or more frequently). If the Connect core does not receive a heartbeat from
the plugin after two intervals, it raises an alarm in the Fabric Services System to indicate that there could
be an issue with the plugin.

Deployments

Deployments represent the individual cloud environments that each plugin integrates with. For most
plugins, there is only a single deployment. The VMware plugin supports the integration of a single plugin
with multiple vCenter servers, where each is represented by a separate deployment.

Deployments have an Admin state, which indicates whether the plugin is allowed to make changes in the
fabric for that deployment. This helps to prevent unwanted changes from plugins or deployments that have
not been enabled, and are therefore in an Admin Down state.

Deployment states
A plugin can automatically create the deployments to which it belongs. Such deployments are created in an
Admin Down state, and an administrator must update the deployment to an Admin Up state to enable it.

Deployments can also be created by an administrator, in which case the administrator can immediately
enable the Deployment by setting it to Admin up.

Deployment properties
Deployments have the following main properties:

Table 3: Deployment properties

Property Description Values/
Range
Name The name of the deployment String
Description A description of the deployment String
Plugin A reference to the plugin that owns the deployment String
External ID An optional field to store an external reference String
Status Indicates whether Connect: String
» isin the process of deploying a resource

3HE 20041 AAAA TQZZA © 2024 Nokia. 12
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Property Description Values/
Range

* has finished deploying it
« encountered an error occurred during deployment

Settings A collection of settings that depend on the type of the List
plugin. For a deployment of the VMware plugin, the settings
include information about the vCenter hostname, user
name, and password, which are securely stored.

Multi-region support

The Fabric Services System Connect service supports multiple regions. The support for multiple regions
has been added on the level of the Deployment, where a new property has been added that links a
Deployment to a specific region. This property can only be set once and cannot be changed afterwards.
If only one region exists in the Fabric Services System, that region is automatically selected when a
Deployment is created.

A Deployment must have a region set before it can be configured to be Admin Up (enabled). The
Deployment can only use Fabrics from the region it is associated with.

The Connect Ul remains a global resource as the Plugins remain global resources. The list of Deployments
only shows the Deployments related to the region that is selected in the region selector in the Ul.

The Connect Ul

The Fabric Services System Ul contains a page from which you can manage the Connect deployments
and view details about the Connect plugins.

The first page of the Connect Ul displays a list of the Connect deployments and the relevant information for
each deployment.

Clicking on the More menu for a deployment opens an action list from which you can:
» change the Admin state of the plugin in a single click

» open the deployment for more details

» delete the deployment.

You can also use the Views drop-down list to open the Plugins view. This opens a new page that lists
Connect plugins and displays the relevant information for each plugin.

Clicking on the More menu for a plugin opens an action list from which you can:
» view a list of the deployment associated with that plugin
» delete the plugin

© 2024 Nokia.
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4.1.1 Connect Ul parameters

Basic deployment parameters

The following parameters are used when managing a Deployment's configuration in the Fabric Services
System Ul. The set of parameters varies depending on the type of plugin the Deployment is associated

with.

Table 4: Basic deployment parameters

Parameter Description Values/Range
Admin Up Indicates whether the deployment True
should be Administratively Up, or (if False
false) left Administratively Down. A
deployment that is Administratively
Down is not functional.
Name The name used to refer to this A string value
deployment within the Fabric Services
System.
Description Optionally, a description for this A string value
deployment.

Deployment parameters based on plugin choice

The following parameters are used in the Connect page of the Fabric Services System Ul to configure a
Connect deployment associated with a Connect plugin.

The set of parameters can vary from one type of plugin to another.

Table 5: Deployment parameters based on plugin choice

3HE 20041 AAAA TQZZA
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Parameter Open Open VMware Description Values/Range
Shift Stack
Plugin Yes Yes Yes The type of plugin OpenShift
associated with this OpenStack
deployment.
VMware
Host No No Yes The vCenter host. A valid host URL, in
the form (for example)
vmware.example.net.
Username No No Yes The username for the v A string value, subject to
Center user. vCenter constraints for
user names.
Password No No Yes Password for the v A string value, subject to
Center user. vCenter constraints for
passwords.
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Parameter Open Open VMware Description Values/Range
Shift Stack
Note: The
4 password
characters

are obscured
for security
purposes.

TLS Verify No No Yes Indicates whether to True
verify TLS with vCenter. False

Certificate No No Yes If TLS Verify is set to A valid TLS certificate
True, a TLS certificate is
required here.
Only a single certificate
is supported for a plugin.

Failing to provide a
certificate, or providing
an invalid certificate,
triggers a certificate
validation failure alarm.

4.1.1.1 Allowed mode of operation

In some cases an administrator may want to restrict which mode of operation is available for a specific
Deployment.

For this purpose the Fabric Services System supports the Restrictions setting on Deployments.

The Restrictions field is located in the Fabric Services System GUI under the Connect selection in the
main menu.

Restrictions

No restrictions -

Restrict to Connect managed networking

Restrict to FSS managed networking

When modifying a Deployment the Restrictions field presents a list of values indicating which restrictions
are put on the Deployment by the Administrator.

An empty list of restrictions signifies no restrictions on the Deployment. The following values can be added
to the list:

* No restrictions (empty value in the API): All operational modes are allowed to be used

» Restrict to Connect managed networking (NoFssManaged in the API): Only the Connect (CMS)
managed operational mode is allowed to be used and any Fabric Services System managed Tenants
and Subnets are rejected.

© 2024 Nokia.
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» Restrict to FSS managed networking (NoConnectManaged in the API): Only the Fabric Services
System managed operational mode can be used, and any CMS managed operational mode Tenants
and Subnets are rejected.

Note: Changing the Restrictions on a Deployment does not have any influence on existing
resources. It only impacts newly created resources.

Note: While changing the Restrictions on a Deployment does not impact already existing
resources, individual Plugins may choose to clean up existing non-conforming resources.

4.1.2 Creating Connect deployments and plugins

About this task

Follow this procedure to create a new Connect deployment using the Connect page of the Fabric Services
System GUI.

For the corresponding process using the APl instead of the GUI, see Managing plugins and deployments.

Procedure

Step 1.

Step 2.

Step 3.

Step 4.
Step 5.
Step 6.

Step 7.

From the main Fabric Services System menu, select Connect.

Expected outcome
The Connect page displays, showing a list of all current Connect deployments.

Click CREATE DEPLOYMENT.

Enter the following information about the deployment as described in Basic deployment
parameters:

+ Admin Up

*+ Name

» Description

Select a value for the Plugin parameter.

Select a value for the Restrictions parameter.

Enter information about the associated plugin as described in Deployment parameters based on
plugin choice:

Note: The remaining parameters may vary depending on the plugin you specified in
step 4.

Click SAVE.

4.1.3 Managing Connect deployments and plugins

About this task

Follow these steps to view, modify, or delete a Connect deployment, or to view a list of plugins or delete a

plugin.

3HE 20041 AAAA TQZZA

© 2024 Nokia. 16

Use subject to Terms available at: www.nokia.com/terms.



Fabric Services System Connect Guide Release 24.5.1 The Connect core

Procedure

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

3HE 20041 AAAA TQZZA

From the main menu, select Connect.

Expected outcome
The Connect page displays, showing a list of all current Connect deployments.

Choose one of the following:

» To view details about a particular deployment, go to step 3.

+ To change the administrative state of a deployment, go to step 4.
+ To modify details about a deployment, go to step 5.

+ To delete a deployment, go to step 6.

» To view a list of plugins, go to step 7.

» To delete a plugin, go to step 8.

To view a deployment, do the following:

a. Find the deployment that you want to view and click i at the end of its row.

b. Select Open from the list of actions.
Details about the selected deployment are displayed in an overlay.

To change the administrative state of a deployment, do the following:

a. Find the deployment in the list and click : at the end of its row.
b. Select Set to Admin Up or Set to Admin Down from the list of actions.

To edit a deployment, do the following:

a. Find the deployment that you want to edit and click ¥ at the end of its row.
b. Select Edit from the list of actions.
c. Modify the displayed properties as required.

Note: Not all properties can be modified.

d. Click SAVE.
To delete a deployment, do the following:

a. Find the deployment that you want to delete and click ¥ at the end of its row.

b. Select Delete... from the list of actions.

c. Click OK in the confirmation dialog.

To view a list of plugins select Plugins from the Views drop-down list at the top of the page.

Expected outcome
The list of deployments is replaced by a list of current plugins.

To delete a plugin, do the following:

a. Select Plugins from the Views drop-down list at the top of the page.

b. Find the plugin that you want to delete and click : atthe end of its row.

© 2024 Nokia. 17
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4.2

4.3
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c. Select Delete... from the list of actions.
d. Click OK in the confirmation dialog.

Fabric Services System Connect workflows

In the Cloud Management mode, Connect creates a workload intent for each tenant, and a Fabric Services
System subnet for each subnet that is created in the Cloud Management system. In this mode, the
changes in the Cloud Management system are transparently reflected into the Fabric Services System.
The administrator of the Cloud Management system does not require any knowledge about how to use the
Fabric Services System.

For more advanced use cases, another type of workload intent or Fabric Services System subnet may be
required. In other advanced use cases some external peering must be configured with the workload intent,
or special sub-interfaces are required.

In such cases Nokia recommends using the Fabric Services System Managed mode, which instructs
Connect to associate tenants and subnets with existing workload intents and subnets in the Fabric
Services System respectively, instead of creating these resources in the Fabric Services System based on
the cloud management networking.

In this mode, an administrator (or orchestration engine) with knowledge of the Fabric Services System
first creates the necessary resources in the Fabric Services System directly. They can create more
complex configurations than the cloud management system itself would be able to do. When creating

the networking constructs in the Cloud Management system, the administrator provides a set of unique
identifiers referring to those pre-created networking constructs. This way the Connect plugin and Connect
service know not to create their own Workloads and Subnets, but to use the pre-created items.

See also:
» Using the Fabric Services System Managed mode
» OpenStack usage for Fabric Services System managed networks

*  VMware Usage for Fabric Services System managed networks

Managing the Connect core user

About this task

Connect uses a specific pre-created Connect user to access the Fabric Services System through an
internal REST API. It is not necessary to change the password of this Connect user. However, if you

do change the password of this user through the Ul or API of the Fabric Services System, you must
perform the following procedure which includes updating the Connect pod in the Fabric Services System
Kubernetes cluster.

Procedure

Step 1. Obtain the base64 encoding value of the new password:

$ echo -n 'NewPassword' | base64
Tm9raWFDuZWNOMSE=
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Step 2. Set the password with a new base64 encoded value in the Kubernetes secret file using following
command and save the file:

$ kubectl edit secrets prod-fss-connect-auth-secret

Expected outcome

Upon executing the above command, the following section is present in the file, which must be
updated:

data:
password: <New base64 encoded value>

Step 3. Delete the Connect pod so that Connect uses updated secret values to communicate with rest of
the Fabric Services System services.
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5 The OpenShift and Kubernetes plugin

The Fabric Services System integrates with OpenShift to provide fabric-level application networks for
OpenShift pods and services. The Connect integration leverages the OpenShift Multus CNI solution to
support managing the fabric directly from OpenShift and make the fabric dynamically respond to the
networking needs of the application.

It provides the following advantages and capabilities:

+ direct integration into the network management workflow of OpenShift

» use of the common CNIs used by Enterprise applications and CNFs like IPVLAN and SR-I0OV
» automatic provisioning of the fabric based on where the application pods need the connectivity
» support for advanced workflows

5.1 Architecture

The Fabric Services System introduces some new components in an OpenShift environment to allow the
management of the SR-Linux-based fabric using OpenShift. This section describes these components.

Figure 2: OpenShift architecture
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The Fabric Services System Kubernetes Controller

The Fabric Services Kubernetes Controller (FSC) is a controller that is deployed in the master nodes,
and allows the configuration of a fabric using the Connect service. It is responsible for monitoring the
networking configuration of OpenShift, including the management of:

* Network Attachment Definitions
»  Workload Connectivity Intents
»  Workload Interfaces

The FSC uses Network Attachment Definitions and automatically updates Network Attachment Definitions
with the information needed for the Fabric Services System CNI to function properly.

The FSC also monitors the creation of the Workload Connectivity Intents custom resource; and, based
on the information stored in those Workload Connectivity Intents, creates the appropriate workload VPN
intents and subnets inside the Fabric Services System. This allows the management of application
networks through OpenShift.

Finally, the FSC monitors the Workload Interface custom resource and uses the information they store to
create the appropriate sub-interfaces in the Fabric Services System. This provides the applications with
connectivity to the subnets configured in the Workload Connectivity Intents.

The Fabric Services System Kubernetes Helper CNI

The Fabric Services System Kubernetes Helper CNI is a CNI that does not manipulate or change anything
in the networking configuration of the pod or the worker node.

Its purpose is to learn about the relationship between a pod, a worker node the pod is running on, the
Network Attachment Definition, and the physical interfaces used by that Network Attachment Definition.

When a pod is scheduled on a specific worker node, Kubelet executes Multus for the networking of the
pod. Multus in turn looks at the annotations of the pod to determine the Network Attachment Definitions to
which the pod needs connectivity. When Multus processes these Network Attachment Definitions, it first
executes the CNI mentioned in the Network Attachment Definition, which configures the pod networking.
After that, Multus also executes the Fabric Services System Kubernetes Helper CNI.

When this CNI is executed, it learns:

+ the hostname of the worker node it is being executed on

» the Network Attachment Definition for which it is being executed

» the master interface of that Network Attachment Definition

» the physical interface or interfaces and the VLAN used by that master interface

The CNI then makes sure that a Workload Interface custom resource for each interface is present in the
Kubernetes API for the combination of that information (Hostname, Network Attachment name, Network
attachment namespace, node port name and VLAN).

This Workload Interface in turn triggers the FSC to provision the appropriate sub-interfaces in the correct
subnet in the Fabric Services System.

Workload Connectivity Intent CRD

The Workload Connectivity Intent (WCI) is a custom resource definition that the FSC registers in the
Kubernetes API.

It is used to describe the relationship between Network Attachment Definitions and how they need to be
connected to each other.
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It allows the connection of multiple Network Attachment Definitions into the same subnet inside the Fabric
Services System, and makes it possible to combine different types of Network Attachment Definitions into a
single Layer-2 VRF (MAC-VREF).

Workload Interface CRD
The Workload Interface (WLI) is a custom resource definition that the FSC registers in the Kubernetes API.

It instructs the FSC to create the appropriate sub-interfaces for each combination of:

worker node hostname

VLAN

Network Attachment Definition
Node port name

Network Attachment namespace

The FSC uses this information to make sure the above combination is configured properly as sub-
interface in the subnet in the Fabric Services System that is associated with that Network Attachment
Definition. That association is learned through the Workload Connectivity Intent that references the
Network Attachment Definition.

5.2 Installation

The installation of the Fabric Services System integration for OpenShift is performed using the Helm charts
that are provided as part of each release of the Fabric Services System.

Package information

The Fabric Services System integration for OpenShift is provided as a tar ball (for example: fsc-
v23.4.0-13.tar.gz) which contains the following files:

fsc-*-<release tag>-images.tar: The container images for the FSC Version $src_tag.
fsc-charts-<release tag>.tgz: A generic Helm package for FSC installation.
fsc-installer.sh: A utility to store the container images and the charts in registries.
fsc-log-collector.sh: A utility to collect FSC CNI and controller logs from the cluster

where <release-tag> represents the release version (such as v23.4.0-13).

N Note:
The installer script attempts to push the Helm charts to the Helm repository using the CM Helm

Push plugin (https://github.com/chartmuseum/helm-push), if available. If it is not available, or it
fails, it tries to use “curl’ to push the Helm charts to the repository. If that fails, you can manually
try to push them, or use the local charts instead of from the repository.

Using the installer script to push the container images and charts

You can use the fsc-installer.sh script to push the container images to a container image registry and,
optionally, push the Helm charts to a Helm repository.
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e Note: Currently, only an upload to a container image registry that requires authentication is
supported.

The script accepts the following information:

» User ID: The user name to connect to the container image registry. (required)

* Registry URL: Path to the container image registry. (required)

* Helm repository URL: URL to the Helm repository to where the charts need to be uploaded. (optional).
The script can be run with the following command:

# ./fsc-installer.sh -u <user-id> -r <registry-url> -e <helm-repo>
For example:

# ./fsc-installer.sh -u imageuploader -r registry.domain.tld/fsc -e http://helm-
repo.domain.tld/fsc

Installing the OpenShift and Kubernetes Plugin
About this task

This procedure describes the installation and configuration of the OpenShift and Kubernetes plugin as may
be performed on a bare metal OKD cluster version 4.10.

Some steps in this procedure are further illustrated with sample configurations in OpenShift supporting
objects and examples.

Prerequisites

1. Create a local values file as described in Sample local.yaml file. At minimum this file must contain:
+ the "dockerConfig" secret to access the container registry
+ the Fabric Services System server information

+ a pluginld that is unique across the entire environment. This plugin ID can never be changed
afterwards, as it is used to identify the OpenShift cluster within the entire platform

2. On the Top Of Rack node ports connected to the Kubernetes nodes, enable the following:
* VLAN tagging
* LLDP at the port and system levels
3. On the Kubernetes Linux servers, do the following:
* enable LLDP
« configure LLDP to advertise interface name
4. Pre-install the following on all nodes in the Kubernetes cluster:
* CNI for Multus

* IPVLAN

+ MACVLAN
+ IPAM

+ SR-IOV
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+ SR-IOV device plugin
5. When using IPVLAN or MACVLAN, configure VLAN interfaces on the Linux system.

Note: This VLAN interface is used as the master interface in the Network Attachment

4 Definition (NAD). A common name for VLAN interfaces can be configured on all worker nodes
so that pods scheduled on that worker node can be use that interface. However, pods can be
scheduled on specific worker nodes using Node selector and master interfaces referred to in
the Network Attachment Definition must be present on those worker nodes for pods to come
up correctly.

6. For SR-IOV, while using Virtual Function (VF), VLANs should not be present on the VF to be used by
the Network Attachment Definition. These are automatically configured when the NAD is deployed in a
pod. While using SR-I0OV, only one pod should be configured per VF.

7. For SR-I0OV, while using the Port function (PF) for IP VLAN, configure VLAN interfaces before using
them in the NAD and pod deployment.

Procedure

Step 1. Add and update the Helm repo, use the repo URL specified when pushing the charts to the helm
repository. Then run the installation script.

Use the following commands:

# helm repo add <repoid> <repo URL> --username <username> --password <password>

# helm repo update

# helm install <RELEASE NAME> [-f <overrides file name>] <complete path to the chart>
[--dry-run]

Example

# helm repo add fsprepo http://helm-repo.domain.tld/fsc --username "fsp-charts-ro" --

password F¥EkEkN
"fsprepo" has been added to your repositories

# helm repo update

Hang tight while we grab the latest from your chart repositories...

...Successfully got an update from the "nfs-subdir-external-provisioner" chart
repository

...Successfully got an update from the "traefik" chart repository

...Successfully got an update from the "fsprepo" chart repository

Update Complete. ??Happy Helming!??

# helm install prod fsprepo/fsc-charts --version v23.12.0-1 -f local.yaml
Step 2. Apply a Network Attachment Definition.

Note: In the local values file, the value of the injectCni parameter can be either true or
false.

» the default value is true, which enables automatic CNI injection.

» if the value is false, you must specify FSC-CNI plugin information in the
NetworkAttachmentDefinitions that are referenced by WCI and require automatic
fabric connectivity.

For examples of NAD files, see Network Attachment Definitions (NADs).
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Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Apply a WorkloadConnectivitylntent (WCI) using the command kubectl apply -f <file-
name>

Applying WCI results in the following:

+ it creates tenants and subnets in the Fabric Services System

+ it automatically injects fsc-cni plugin information in the NAD

+ it creates a HostPortLabel for each NAD

Note: All NADs referenced by the WCI must be applied before WCI can be applied.

/ Also, NADs referenced by the WCI should be unique across subnets and tenants.

NADs should not be deleted before WCI deletion. Only one WCI can be created per
tenant, and the tenant name must be unique.

For examples of WCI files, see WorkloadConnectivitylntent (WCI) examples.

Verify status in the Fabric Services System. Confirm that:

» aworkload VPN intent has been created in the Fabric Services System for the WCI with
tenant description as WCI metadata.name

* subnets with the name spec. subnets.name have been configured for this workload VPN
intent (tenant)

Configure pod deployment with NADs in Annotations. Apply pod deployment using the command
kubectl apply -f <file-name>.

Note: Single or Multiple Annotations can be specified per pod/NAD name

For examples of pod deployments, see Pod configuration.

Verify the creation of objects related to the Workload Interface Verification (WLI) using kubectl
get workloadinterfaces.fsc.fss.nokia.com -n fsc-system.

Upon pod deployment, a WorkloadInterface (WLI) is created in the namespace “fsc-system” per
worker node, per NAD on which pods are deployed.

For examples of WLI verification, see Workload Interface (WLI).

In the Fabric Services System, verify that sub-interfaces have been created with the specified
VLAN (as in the NAD master-interface for NAD configured with pod as Annotation) per NAD, per
worker node.

Validate data paths.

a. Log in to the shell of one of the pods and ping the other pod.
The ping should succeed.

b. Check the statistics of Top of Rack node using show interface ethernet-1/<port-
id> detail and verify that the Tx and Rx statistics for sub-interface increment.

What to do next
Logging information is available for the FSC controller and FSC-CNI.

* FSC-Controller logs are available at /var/log/fsc-data/controller/logs/fsc-controller-
manager . log on master nodes

[root@lrfsctb02-master3 logs]# 1s -lrt
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