NO<IA

7705 Service Aggregation Router Gen 2
Release 25.3.R2

Unicast Routing Protocols Guide

3HE 21584 AAAA TQZZA 01
Edition: 01
April 2025

© 2025 Nokia.
Use subject to Terms available at: www.nokia.com/terms.




Nokia is committed to diversity and inclusion. We are continuously reviewing our customer
documentation and consulting with standards bodies to ensure that terminology is inclusive and
aligned with the industry. Our future customer documentation will be updated accordingly.

This document includes Nokia proprietary and confidential information, which may not be distributed
or disclosed to any third parties without the prior written consent of Nokia.

This document is intended for use by Nokia’'s customers (“You”/”Your”) in connection with a product
purchased or licensed from any company within Nokia Group of Companies. Use this document

as agreed. You agree to notify Nokia of any errors you may find in this document; however, should
you elect to use this document for any purpose(s) for which it is not intended, You understand and
warrant that any determinations You may make or actions You may take will be based upon Your
independent judgment and analysis of the content of this document.

Nokia reserves the right to make changes to this document without notice. At all times, the
controlling version is the one available on Nokia’s site.

No part of this document may be modified.

NO WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING BUT NOT
LIMITED TO ANY WARRANTY OF AVAILABILITY, ACCURACY, RELIABILITY, TITLE, NON-
INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE, IS MADE
IN RELATION TO THE CONTENT OF THIS DOCUMENT. IN NO EVENT WILL NOKIA BE LIABLE
FOR ANY DAMAGES, INCLUDING BUT NOT LIMITED TO SPECIAL, DIRECT, INDIRECT,
INCIDENTAL OR CONSEQUENTIAL OR ANY LOSSES, SUCH AS BUT NOT LIMITED TO LOSS
OF PROFIT, REVENUE, BUSINESS INTERRUPTION, BUSINESS OPPORTUNITY OR DATA
THAT MAY ARISE FROM THE USE OF THIS DOCUMENT OR THE INFORMATION IN IT, EVEN
IN THE CASE OF ERRORS IN OR OMISSIONS FROM THIS DOCUMENT OR ITS CONTENT.

Copyright and trademark: Nokia is a registered trademark of Nokia Corporation. Other product
names mentioned in this document may be trademarks of their respective owners.

© 2025 Nokia.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

Table of contents

L= o o] =N 14
[ o o [0TSR 15
1 L= 4] Vo =3 T =Y o PSPPSR 17
1.1 ADOUL ThiS QUIAE. ...ttt e ettt et e e s e e e nneeeas 17
1.2 Platforms and terminOIOGY ...........eeieiiiiiii et 17
1.3 1070 a1 V7=Y o1 (o] o 1< RSP RREER 18
1.3.1 Precautionary and information MmesSages...........cccuviiiiiiiiie i 18
1.3.2 Options or substeps in procedures and sequential workflows..............cccccvveeeeiiiiiiiinn, 18
2 L S 20
2.1 RIP OVEIVIEW. ...ttt ettt et e e e e e ettt e e e e e e e e naebee e e e e eaeeeeeannenneees 20
211 RIP fRAIUMES. ...ttt ettt e e e ettt e e e e st e e e e anbaeeaeeas 20
2111 RIP VEISION 1Y PES...ciiiiiiiiiiieiie ettt e e e e e e e r e e e e e e e e e s nnnreees 21
21.1.2 RIPV2 authentiCation............oiiiiiiiiiie e e 21
2113 RIP packet format......... ..o 21
2114 BFD monitoring of RIP neighbor liveliness.............cooiiiiiiii 23
2.2 L3 T SRR 23
2.21 RIPNG PrOtOCOL.... ..o e e e e e e e e e e e a e e e e e aaaaeas 24
23 ComMMON AIIDULES. ...ttt e e e e e et e e e e nneeas 24
2.31 Y 1 o PRSP 24
2.3.2 01T 7SR 24
2.3.3 IMport and eXPOrt POLICIES. .....coiieeeieee et e e e e e e e e e e 25
234 HierarChiCal 1EVEIS. ...t e e e e 25
2.4 RIP configuration ProCESS OVEIVIEW...........uueiiiiiieiiiiiiiiieee e e ettt e e e e e e e 25
2.5 (O] aliTe[01r=) o) o I g o) (=T T PRSP 26
2.51 L= =T O UEERRR 26
26 Configuring RIP With CLI.....oeiiie e 26
2.6.1 RIP and RIPNg configuration OVEIVIEW. ...........ociiiiiiiiiiiiie e 26
2611 Preconfiguration reqUIremMENts............ccoiiiiiiiie i 26
26.1.2 L 11=T= 1 0SSR 27
2.6.2 Basic RIP coNfiguration............ccuuiiiiiiie et a e 27
2.6.3 Common configuration taSKS..........uuiiiiiiiiiee e 28

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 3

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

2.6.3.1 Configuring INtEIfaCES. ........iiiiii e 28
2.6.3.2 Configuring @ route POLCY.......coiuiiii it 29
2.6.3.3 Configuring RIP command OptioNS..........cccuuiviiiiiiee e 31
2.6.3.4 Configuring global-level command options...........ccceeveieeiiiiiiiiiiieiie e 31
2.6.35 Configuring group-level command OplioNS............eeviiiiiiiieiie e 32
26.3.6 Configuring neighbor-level command options...........ccocccveeiiiiiiiiiniee e 32
2.7 RIP configuration management tasks. ... 33
2.71 Modifying RIP command OPtiONS.........c.oiiiiiiiiiiiiee et 33
2.7.2 DeletiNg @ GIOUP.. oo i i i i a e e aaaaaas 33
2.7.3 Deleting @ NeIGNDOT ... 33
3 L0 1 o 35
3.1 (070] aliTe (U1 a1 aTe I @ S =t I OO PPURTRRSPPPP 35
3.11 OSSP @raS.....ci ittt 36
3.1.11 o Ted o To ] g T = Y- TSRS 36
3.11.2 R (0] o = Y- T SOOI 37
3.1.1.3 N ST SRS 37
3.1.2 OSPFV3 authentiCation...........oouiiiiiiiii et 41
3.1.3 OSPF graceful restart NEIPEr.............uuviiiiiiie et 42
3.1.3.1 BFD interaction with graceful restart.............cccooociiiiiiii e 42
3.1.3.2 OSPFv3 graceful restart helper...........c.oooiiiiiii e 42
3.14 VMU TINKS...eeeee ettt e et e e e ettt e e e e et e e e e e st e e e e snbeeeeeansaeeeeeanees 43
3.1.5 Neighbors and adjaCenCies..........ccoiiiiiiiiiiiii e 44
3.1.5.1 Broadcast and point-to-point Networks.............c.cooo i 44
3.1.5.2 Non-broadcast multi-access NEtWOrKS............cocoviiiiiiiiiiiiee e 44
3.1.6 I PRSP RRR 45
3.1.7 Y 1 o PP 45
3.1.8 U 11 1= 7= o o SRR 45
3.1.9 1YW o] g =Y £ OO 46
3.1.10 Preconfiguration recommendations............ccueiiiiiiiiieeiiie e 46
3.1.11 Multiple OSPF INSTANCES........c..uuiiiiiiiee e 46
3.1.111 Route export policies for OSPF ... 47
3.1.11.2 Preventing route redistribution [00PS............oviiiiiiiiii 47
3.1.12 Multi-address support for OSPFV3..........e e 48
3.1.13 IP Fast-Reroute for OSPF and IS-IS prefiXxes........ccuueeiiiiiiiiiieeee e 48
3.1.13.1 IP FRR CONfIQUIatioN........coiiiiiiiie it 49

3HE 21584 AAAA TQZZA 01 ©2025 Nokia. 4

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

3.1.13.2 ECMP CONSIAEIatioNS. .. ... e e e e e e 50

3.1.13.3 IP FRR and RSVP ShOMCUL.........coiiiiiiiiie e 50
3.1.134 IP FRR and BGP next-hop resolution.............cccuvveeeiiiciiiicceee e 50
3.1.13.5 OSPF and IS-IS support for LFA calculation............ccccoeevuiiiiiiiie e, 50

3.1.13.6 Multi-homed prefix LFA extensions in OSPF ... 55

3.2 S T e oo ] o7 =Y SR 59
3.2.1 Configuring a route next hop policy template............ccooiiiii 60
3.2.1.1 Configuring affinity or admin group constraints............ccccceeiiiiiiiiiiie e 60

3.21.2 Configuring SRLG group CONSraints............ueeiviieiiiiiiiiiiiieeeee e 62

3.21.3 Interaction of IP and MPLS admin group and SRLG...........cccccceeviiiiiiiiiiieeeeeeene 63

3.21.4 Configuring protection type and next-hop type preferences...........ccccoveveeeeeinnnn. 63

3.2.2 Application of route next hop policy template to an interface...........cccccceiiiiiii. 64
3.2.3 Excluding interfaces and prefixes from LFA SPF..........cooiiiii e 65
3.24 Modification to LFA next hop selection algorithm.............cccccoiiiiiiiiii e 67

3.3 SPF LSA fIIIING ..ttt 68
3.4 L= oo 4 = (o] o SRR 69
3.5 Extended LSA support in OSPFV3....... e 69
3.6 Support of multiple instances of router information LSA in OSPFv2 and OSPFv3................... 69
3.7 Delay normalization for OSPF..........ooo e 70
3.8 OSPF configuration ProCESS OVEIVIEW. ......ccuuiiieiiiiieeeeiiieeeeesieee e e et e e s s ee e e s e nbeeeeasnbeeeeeenneeas 72
3.9 CoNfIQUrAtioN NOTES........coiiiiiieee et e e e e e e e e e e e e e e e e e e enrnreees 73
3.91 GBNEIAL. ... 73
3.9.1.1 OSPF defaUltS......eieiiieeiie ettt 73

3.10 Configuring OSPF WIth CLI......ccoiiiiiiiiiie e e e e 74
3.10.1 OSPF configuration gUIdeliNeS...........ccoiiiiiiiiiiii e 74
3.10.2 Basic OSPF CONfIQUIatioNS.........coiiuiiiiiiiiiiie ettt 74
3.10.2.1 Configuring the router ID.........cccuuiiiiiiie e 76

3.10.3 Configuring OSPF COMPONENTS.......uuuiiiiiiieeeie e re e e e e e e e 78
3.10.3.1 ConfIGQUIING OSSP ...t 78
3.10.3.2 ConfiguriNg OSPRFV3..... i 78
3.10.3.3 Configuring an OSPF or OSPFV3 area.........cccooiviiiiiiiiiiciee e 79

3.10.3.4 Configuring @ StUD @rea.........coocuiiiiiiiiiie e 80

3.10.3.5 Configuring a not-so-stubby area...............ccooviiiiiiiii e, 81
3.10.3.6 Configuring @ virtual liNK..........ooooiiiiiiece e 82
3.10.3.7 Configuring an INterface. ..o 84
3.10.3.8 Configuring authentiCation..............oooi i 86

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 5

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

3.10.3.9 Assigning a designated FOULET.........c..eviiiiiiiii e 89

3.10.3.10 Configuring route SUMMANIES. .........ciiiiiiiiieeiiiie e 90

3.10.3.11 Configuring route preferenCes..........ooccvviiiiiiiii e 92

3.1 OSPF configuration management tasKs............ceiiieiiiiiiiiiiiiiiee e e e e e 94

3.11.1 MOIfyiNG @ FOULEE ID ... 94

3.11.2 Deleting @ FOULET ID.......ooiiieiee et e e e e e 96

3.11.3 Modifying OSPF CONfIQUration..........c.ueiiiiiiiiiieii e 96

4 S SR 99

4.1 ConfIGUIING IS-1S. ettt e et e e e 99

411 (o 111 T TR SS 100

41.2 [S-IS frequently USEd teIMS........uiii i 101

4.1.3 ISO NetWOrk addreSSiNg.........uuvieiiiiie it e e 102

4.1.31 [S-IS PDU CONfIQUIatioN.........cooieiiiiiiiiee ettt e e e 103

4.1.3.2 [S-1S OPEIatiONS. ... . e 104

41.4 [S-IS route SUMMANIZAtION........oiie e e e e e e 104

4141 Partial SPF calculation............oooo e 106

415 [S-IS MUItItOPOIOGY SUPPOI ...ttt e 106

4151 Native IPVE SUPPOI......ccco i 106

4.1.6 [S-IS adMINISTrative fagS......uueiiiii et 107

4.1.6.1 Setting rOULE taGS. .. coi i s 107

4.1.6.2 USING FOULE A0S .. ee ettt e e e e 107

4.1.6.3 Unnumbered interface SUPPOIt...........oeeiiiiiiiiiiiie e 108

417 Multi-homed prefix LFA extensions in [S-IS..........c.ccooiiiiiiiiiiiee e 108

41.71 Feature configuration...............eeeiiiii oo 108

4.1.7.2 Feature applicability..........cccuuiiiiieie e 109

41.7.3 RFC 8518 MHP LFA fOr IS-IS..... e 110

4.2 L= T o5 o4 = (o] o SO 110

4.3 [S-1S graceful restart NEIPEr..........ueii i 110

4.31 BFD interaction with graceful restart............cccoviiiiiiiii i 111

4.4 IS-IS configuration PrOCESS OVEIVIEW...........ccciiiiiiiiiieeie e ettt e e e e e e 111

4.5 (O] aliTe[01r=) (o) o I e o) (=T JS SO PPRRRRR 111

451 (7= = o PSSR 111

4.6 Delay normalization for IS-IS....... ..o e 112

4.7 Configuring 1S-IS With CLIL....ccoiiii e 114

4.7.1 [S-1S coNfiQUration OVEIVIEW. .........ccuuiiiiiiiiiii et e e 114
3HE 21584 AAAA TQZZA 01 ©2025 Nokia. 6

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

4711 ROULET [EVEIS. ...ttt e e e e e e 114

471.2 Configuring area address attributes..........ccccooiiiii i 115

4.71.3 Interface-level capability...........cooooiiiiiiiiiii e 115

4.71.4 ROULE 1€AKING. ... eeeiiiiieie ettt e e e e e e e e e e e e e s reeaaaeeeaannnnes 116

4.7.2 Basic I1S-IS coNfigUuration............eoii i s 116
4.7.3 Common IS-IS configuration tasks...........cooiuiiiiiiiii e 124
4.7.4 Configuring 1S-1S COMPONENTES......coiuiiiiiiiiiii s 124
4741 ENAbIiNG IS-IS.... e 124

4.74.2 Modifying router-level command optionS..........ccccvvveiiieeeiiiiiiieeeee e 125

4.7.4.3 Configuring ISO area addreSSES........cccuviiiiiiieeee it e e e s e e e e e snanes 126

4.7.4.4 Configuring global I1S-IS command options.............coiiiiiiii e 126

4.7.4.5 Migration to IS-IS MUItItOPOIOGY......ccicuiiiieiiiiiie i 127

4.7.4.6 Configuring 1S-IS INterfaces. ... 131

4.7.4.7 Configuring I1S=IS lINK QrOUPS......ciiiiiiiiiee e 138

4.8 IS-IS configuration management tasks..........c..ueiiiiiii i 138
4.8.1 Disabling IS-IS.... e a e e e e e e 138
4.8.2 REMOVING IS-1S ..t 139
4.8.3 Modifying global IS-I1S configuration...............ccoiiiiiii e 139
4.8.4 Modifying I1S-IS interface configuration..............cccoiieiiiii e 139
4.8.5 Configuring authentication using KeyChains...........cccccoeviiiiiiiiiiiie e 140
4.8.6 Guidelines for configuring route leaking from level 2 to level 1 areas.............ccccc........ 141
4.8.7 Configuring route leaking from level 2 to level 1 areas...........ccccoeeevvvieieeee e, 141
4.8.8 Redistributing external 1S-1S roUters. ... 145
4.8.9 Specifying MAC addresses for all IS-IS routers..........ccooeeeiiiiiiii e 146

5 T 148
5.1 BGP OVEIVIEW. ...ttt ettt e e e e e e e ettt e e e e e e e e aaannnteeeeeeeaeeeeaannsnteeeeaaaeens 148
5.2 BGP SESSIONS. ... eteeeiei ettt e e e e e et e e e e e e e e e be et eeaeaeeeaaaannananeeaaeeeeeaaannnes 148
5.21 BGP SESSION STAES....eeeiiiieeiieie e 150
5.2.2 Detecting BGP S€SSION failUreS.......coiviiiiiiiiiieee e 151
5221 Peer traCKing.........oooiiiiieee e e e e e e aaaaas 151

5.2.2.2 Bidirectional Forwarding Detection..............ueviivieiiiiiiieeece e 152

5.2.2.3 Fast external failloVer..........ooo e 152

523 High availability BGP SESSIONS. ......ccoiiuiiiiiiiiiie e 153
5.2.3.1 BGP graceful restart............c.ueiiiiiiiii e 153

5232 BGP long-lived graceful restart...........cccccoviiiiiiiiiiiiec e 155

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. ;

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

524 BGP SESSION SECUITY....cciiitiiii et 156
5241 TCP MDS5 authentiCation............ooiiiiiiiiiiiie e 156

5242 TTL security MeChaniSM........ccoiiiiieieie e 156

5.2.5 BGP address family support for different session types..........cccccvvvieiiieeeiiiicciiiiieeee. 157
5.2.6 BGP GrOUPS. ..ttt ettt ettt e e e et e e e e e eaeeaa 157

5.3 BGP deSigN CONCEPLS. ....eiiiiiiiiiie ittt e et e e et e e s anbaeeeeean 158
5.31 ROULE refleCtioN ... .. et 159
5.3.2 1€ e ote a1 1=Te [T =1 i o] o - S SROTPRR 161

5.4 BGP MBS SAQGES. ... utiieiiiiee ettt ettt e e e e et e e e e e e e e e e e e e e e e e e e e e —aaaaaaaeaeaaan 161
541 (0] 07=T 0 I 0 (Lo TTST- Vo [ YRS PUERRR 162
54.1.1 Changing the autonomous system NUMDbETr............coooiiiiiiiiiic e 163

54.1.2 Changing a confederation NUMDET.............cooiiiiiiiii e 164

5413 BGP advertiSEMENt...... ... i 164

54.2 1000 F= 1 (oI 0 g =T TS= Vo [ TSP PERRPR 164
543 KeePalivVe MESSAQE. .. ccci i ———————————— 165
54.4 NOLIfiICAtioN MESSAGE. ....ciiii e i a e e e aee s 165
54.4.1 Update message error handling..........ocueeeiiiiiiiiiiiiee e 165

54.5 Route RefreSh MeSSAge. .....ooo i 166

55 BGP path attribDULES. ... ..o e e 166
5.5.1 L@ 4T 1o SO PRRPRRRR 167
5.5.2 AAS PAEN. .o e et e e e naeas 168
5.5.2.1 F NS T e Y= 4 o 1= T USSR 169

55.2.2 Using local AS for ASN migration...........coociiiiiiiiii e 170

5523 4-OCHEE ASINS. ...ttt e e e e e e e e e s a e e e abraaeeaane 170

553 N[ o o TSSO PPPERRR 171
5.5.31 Unlabeled IPv4 unicast rOULES. ........ooui i 171

55.3.2 Unlabeled IPV6 UNICast rOULES. .........coiiiiiiiiiiiieiee e 172

5.5.3.3 VPN-IPVA TOULES. ...ttt e e e 173

5534 VPN-IPVG FOULES. ..ceeiiiiee ettt et e e e e e e et e e e e e e e e e annes 175

5.5.3.5 Label-IPV4 FOULES. .. ..ot e e 177

5.5.3.6 Label-IPVO FOULES. .. ..ot e e 178

55.3.7 NeXt-hop reSOIULION.......coiiiiiiiee e e e e e e e 179

55.3.8 NEeXt-hop traCKiNg.........oooiiiiiieeeee e e e e e e e e aaaaeaas 185

5.5.3.9 NEeXt-NOP INAIMECHON. ... e e e 185
5.5.3.10 Entropy label for RFC 8277 BGP labeled routes..........ccccceeveveeiiiiiicciiiiieeee. 185

554 = PO PPPPTROPPPRN 186

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 8

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

5541 Deterministic MED...... ..o et 186

5.5.5 LOCAl PrEfErENCE. ... . ..t e e e 186
55.6 Route aggregation path attributes..........ccoooeiiiiiiiii 186
5.5.7 Community @HDULES.....coiie i ———— 188
55.71 Standard COMMUNILIES.......ueiiiiiie e e e e 188

55.7.2 Extended COMMUNITIES.......coii i e e e 189

5.5.7.3 Large COMMIUNITIES. ....cooiiiiiiiiiiiie e 190

5.5.8 Route reflection attributes...........oooiiiiiiii 191
55.9 Multi-protocol BGP attribUutes..........coooiiiiiiiiiiiie e 191
5.5.10 4-0Octet AS atIDULES.....coiiiieiiii e 192
5.5.11 L1 0 0 =Y (SO 192

5.6 BGP routing information Dase..........coouuiiiiiiiiii e 193
5.6.1 RIB-IN fEAIUMES. ...ttt e e e e e e e e e e e e e e e nnnenees 194
5.6.1.1 BGP impPort POLICIES. ...t 194

5.6.2 LOC-RIB fEATUIES....cciiitiiie ettt e et e e e e sttt e e e e bt e e e e anbeeeeeans 195
5.6.2.1 BGP dECISION PrOCESS....cccii ittt et e e et e e ettt e e e e e e e e e e e e e e e s e s raeeaaaaaeeeennns 195

5.6.2.2 BGP route installation in the route table.............oooiiiiiiii e, 196

5.6.2.3 BGP support for sticky ECMP........coi i 199

5.6.24 Weighted ECMP for BGP rOULES.........ocuuiiiiiiiiiicieiee e 207

5.6.2.5 BGP route installation in the tunnel table............ccccoiiiiiiiii 209

5.6.2.6 Selective download of labeled unicast routes on next-hop-self routers.............. 210

5.6.2.7 BGP fast rerOULe.........oiiiiiiiie e 211

5.6.2.8 QoS policy propagation through BGP...........ccceiiiiiiiiiiiiieeeee 213

5.6.2.9 BGP policy accounting and pOliCING.......coouiiiiiiiiiiieiiieee e 214
5.6.2.10 Route flap damping........eeeeeiiieee e 215

5.6.3 RIB-OUT fEATUIES. ... ..eiiiiiiiiie ettt ettt e e e e e e e et bee e e e s e e e e ennneeeeeenees 216
5.6.3.1 BGP eXPOrt POLICIES. ..ottt a e 217

5.6.3.2 Outbound route filterNG......c..vuiiiieie e 218

5.6.3.3 RT constrained route distribution.............ocoociiiiiiiii e 219

5.6.34 Minimum route advertisement interval.............cccoooi i 220

5.6.3.5 AAVErtISE-INACTIVE. ....cooi i e e 222

5.6.3.6 BeSt @XIEINQAL. .. ... 222

5.6.3.7 AAA-PALNS. ... 223

5.6.3.8 SPIENOMIZON. ..o e e aa e e e e 225

5.7 BGP MoNitoring ProtOCOL.........eii et 225
5.8 T €T = o o] Te7= o] 1< EEERRR 226

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 9

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

5.8.1 Configuration of TTL propagation for BGP labeled routes............ccccccoiiiiiiiiiiiencnnn 226
5.8.1.1 TTL propagation for RFC 8277 labeled route at ingress LER.................ccee... 227

5.8.1.2 TTL propagation for RFC 8277 labeled routes at LSR..............cccooviiiiiiiiiiinnnn, 227

5.8.2 BGP prefix origin validation.............ccoioiiiiiiiiiiiicec e 228
5.8.3 BGP rOUE 1€aKING. ... ettt e et e et e e 231
5.8.4 BGP optimal route reflection............oooei e 232
5.8.5 LSP tagging for BGP next-hops or prefixes and BGP-LU...........ccccccoviiiiiiiiiiiiiinnn. 233
5.8.6 =] I T PSP STR 234
5.8.6.1 Supported BGP-LS COMPONENTS........ccoiiiiiiiiiiiiie e 234

5.8.7 BGP-LU traffic StatiStiCs........cviiiiiiiii e 237
5.8.8 BGP Egress Peer Engineering using BGP Link State............cccooiiiiiiiiiii 237
5.8.8.1 Configuring BGP EPE..... ..ot 239

5.8.9 BGP Egress Peer Engineering using Labeled Unicast.............cccoooviiiiiiiiiiiiiee e 240

5.9 BGP configuration proCeSS OVEIVIEW. .........cccuuiiiiiiiiie ettt e 241
5.10 CoNfIQUIAtioN NOTES.......coiiiiieeeeee et e e e e e e e e e e e e e e e e e e e aaans 242
5.10.1 GBNEIAL. ..t 242
5.10.1.1 BGP defaUItS. ..ot 242
5.10.1.2 BGP MIB coNSIAerations. ..........ooiiiiiiiiiiiiieee e 242

5.11 Configuring BGP With CLI....ooiiiiiiii e 243
5.11.1 BGP configuration OVEIVIEW...........ccuuiiiiiiiiie et 243
511.1.1 Preconfiguration requiremMents............cccoeeeiiiiiiiiiiiiieee e 244

511.1.2 BGP hi€rarChy.........uuiiiiiiiii et a e 244
511.1.3 Internal and external BGP configurations.............coocoiiiiiieiiiece e 244

511.1.4 Default external BGP route propagation behavior without policies................... 245

5.11.2 Basic BGP CONfIGUIrAtION..........uiiiiiiiiiieiiiiee et 246
5.11.3 Common configuration taSKS.........cuuiiiiiiiiiiee e 249
5.11.3.1 Creating an autonomMOUS SYSTEML.........cooiiiiiiiiiiiieeecee e 250

5.11.3.2 Configuring @ roUter ID.........cooiiiiieeee e 251

5.11.3.3 Configuring BGP confederations..............couiiiiiiiiiiiiiieeeee e 252

5.11.3.4 BGP router refleCtors...... ..o 256

5.11.3.5 BGP COMPONENTS. ...t e e e e e e e 259

5.12 BGP configuration management tasks.............ooiiiiiiiiiiiic i 266
5.12.1 MOdIfYING 8N ASN......iiiiiiie e 266
5.12.2 Modifying a confederation NUMDET.............oooviiiiiiiiiieeeeeece e 267
5.12.3 Modifying the BGP router ID...........ooiiiiiiiiiiiie e 267
5124 Modifying the router-level router ID............ociiiiiiii e 267

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 10

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

5.12.5 Deleting @ NEIGNDOT........ooiiii e 269
512.6 DeletiNg GrOUPS. ..cei ittt ettt e e e e et e e e e e e e e e e e e e an 269
6 Lo T =T Yo T = 272
6.1 ConfiguriNg rOULE POLICIES. ...t 272
6.1.1 PoliCy StatemMENTS. ... 272
6.1.1.1 Policy statement chaining and logical expressions.................eeveveeieiiiiiiieeeenenn. 273
6.1.1.2 Routing policy SUDIOUTINES.........ccuuiiiiiiiic e 274
6.1.1.3 Policy evaluation cCommand............occueiiiiiiiiii e 275
6.1.1.4 Exclusive editing for policy configuration..............ccccoiiiiiiiii e 275
6.1.1.5 Default action behaVior...........oo e 275
6.1.1.6 Denied IP unicast prefiXes.......ccuuueeiiiii oo 276
6.1.1.7 Controlling route flapping.......ccccuuiiiiiiiee e 276
6.1.2 REGUIAT EXPIrESSIONS.....uiiiiiiie e e ittt e e e e e e e et e e e e e s s e st aeaeraaaeeeeaannnnnes 278
6.1.3 BGP and OSPF route poliCY SUPPOIT.......couuiiiiiiiiiie ettt 282
6.1.3.1 BGP roUte POLICIES. ... e 283
6.1.3.2 Re-advertised route poliCIES........oooiiieiiiiiiei e 284
6.1.3.3 TrQQEred PONICIES. .. . a e e e 284
6.1.3.4 Set MED to IGP cost using route poliCIeS............cccccuvviieiiiieiiiiecciiieeee e, 285
6.1.3.5 BGP poliCy SUDIOULINES.......c.eeviiiiiie ettt a e e e e 286
6.1.3.6 Route policies for BGP next-hop resolution and peer tracking............cccccoeennee. 286
6.1.4 Routing policy parameterization..............cceoiiiiiiiiii e 286
6.1.5 When 10 USE route POIICIES.......cceiiiiiiiieiie e e e e e e e e e 295
6.2 Route policy configuration proCeSS OVEIVIEW...........ueiiiiiiiii e 296
6.3 CoNfIQUIAtIoN NOTES.......cciiiiiiiee et e e et e e e e e e e e s eeeaeeeeaeaaans 296
6.3.1 Policy referenCe ChECKS...........uiiiiiiiiie et a e e e 296
6.3.1.1 KNOWN TIMItAtIONS. ....oiiiiiiiie e e e e e e e e 298
6.4 Configuring route policies With CLIL.........oooiiii e 298
6.4.1 Route policy configuration OVEIVIEW. ............eiiiiiiiiiiiiii e 298
6.4.1.1 When to create routing POlICIES. ......ooiiiiiiiiiiie e 298
6.4.1.2 Default route policy actions............eeeviiiiiiiiiieee e 299
6.4.1.3 POliCY @ValUALION......cciiiii i 300
6.4.1.4 [ =10 g1 o) [T T PRSP 302
6.4.2 Basic CONfIGUIAtIONS. ......ccoiiiiiie et 303
6.4.3 Configuring route poliCy COMPONENTS..........ciiiiiiiiiiiiiiiiie e 306
6.4.3.1 Beginning the policy statement in the classic CLI............ccocooviiiiiiiiiiiiec 306

3HE 21584 AAAA TQZZA 01 ©2025 Nokia. 11

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

6.4.3.2 Creating @ route POLICY......cooiiiiiiiiiiei s 306
6.4.3.3 Configuring a default action............ooooiiiiiiii e 307
6.4.3.4 ConfiguriNg @N ENTIY......viiiiiiiiee e 308
6.4.3.5 Configuring @ community liSt.........ccuviiiiiiie e 311
6.4.3.6 ConfiguriNg damIPING......eeeieiiiii et 313
6.4.3.7 Configuring a Prefix NSt ... 314
6.5 Route policy configuration management tasks..........coccuvviiiiiiiiiiii e 315
6.5.1 Editing policy statements and parameters...........cccoooiiiiiii e 315
6.5.2 (DL =y [ aTo =T =T 0 Y2 PP TPRRPPRPPRIN 316
6.5.3 Deleting a policy StatemeNnt.........ccuiiiiiiiiiie e 316
7 Standards and protoCol SUPPOIt........iiiiii e n e nnn e e e e e e s e nnan 317
71 Bidirectional Forwarding Detection (BFD)..........ccccuuiiiiiiiiiiiieeceeeee e 317
7.2 Border Gateway ProtoCol (BGP)........cuiiiiiiiiiiiiieie ettt a e e aaa e 317
7.3 Bridging and mManagemeEnt...... ..o 318
7.4 Certificate ManagemMENt...........ooiiiii e 319
7.5 Ethernet VPN (EVPIN). ... oottt ettt et e e e eee e e e e e mte e e smaeeenneeas 319
7.6 gRPC Remote Procedure Calls (GRPC).......ooiiiiiiiiiiiiiiie et 319
7.7 Intermediate System to Intermediate System (IS-IS).........oovviiiiiiiiiiii e, 320
7.8 Internet ProtoCol (IP) GENETAL...........ueiiiiiii et a e e e e e ee e e e s 321
7.9 Internet Protocol (IP) MUItICAST..........oooiiiii e 321
7.10 Internet ProtocCol (IP) VEISION 4.........ooi it 322
7.1 Internet ProtoCol (IP) VEISION B..........ooiiiiiiiiiiiiiiieiie ettt 322
712 Internet ProtoCol SECUKItY (IPSEC)......ciiiiiiiiii ettt 323
713 Label Distribution ProtoCol (LDP)........ccccuuuiiiiiiiee et 324
7.14 Multiprotocol Label SWitching (IMPLS)........uuiiiiiiiiei e e e e 325
7.15 Network Address TransIation (NAT)........eeiioiee e 325
7.16 Open Shortest Path First (OSPF)........ooiiiii e 325
717 Path Computation Element Protocol (PCEP).........oooiiiiiiiiie e 326
7.18 PSEUAOWITE (PWV)...eeeiieeiiiiie ettt ettt e ettt e e ettt e e e ettt e e e st e e e s nnseeeeanneeeas 326
7.19 Quality Of SErvice (QOS).......ueiiiiiiiiii et e et e et e e e e anbeeea e 327
7.20 Remote Authentication Dial In User Service (RADIUS)........coovieiiiiiiiiiiiiieiee e 327
7.21 Resource Reservation Protocol - Traffic Engineering (RSVP-TE)........ccoooviiiiiiiiiiiiiieees 327
7.22 Routing Information ProtoCol (RIP).........eeeiiiiiie e 328
7.23 Segment ROULING (SR)....eiiiiiiiii it 328
7.24 Simple Network Management Protocol (SNMP)..........coociiiiiiiiiiiiiie e 328
3HE 21584 AAAA TQZZA 01 ©2025 Nokia. 12

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Table of contents

7.25 BT 1T oY OSSP R OUPRTOOPRROPI 330
7.26 Two-Way Active Measurement Protocol (TWAMP)........ocuiiiiiiiiie e 330
7.27 Virtual Private LAN Service (VPLS)......ciiiiiiiii ettt 331
7.28 Yet Another Next Generation (YANG).......cooii oottt 331
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 13

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2

List of tables

List of tables

Table 1: Platforms and terminolOgY .........cc.euieiiiiiie ettt e e e e e e e e e e eeeeeaaaeeeaaannnes 17
Table 2: Normalized delay CalCUIAtION...........oiiiiiiiiiieiee e e e e e e e e e e e e e nnnnees 72
Table 3: Route preference defaults by route type.........cooiiiiiiiiiii e 92
Table 4: Normalized delay CalCUIAtION...........eeiiiie e e e e e e e s e e e e e e e e e enaans 113
Table 5: Potential adjacency Capabilities...........oouiiiiiiiiiii s 116
Table 6: Multiprotocol BGP support in SR OS... ...t e e e 191
Table 7: Sticky ECMP flow distribution as next hops are removed for 1.1.1.1/32.......cccccoiiiiiiiiiiin, 201
Table 8: Sticky ECMP flow distribution as next hops are added for 1.1.1.1/32.......cccccvvveeiiiiiiiiiiiieeeeee, 205
Table 9: BGP fast reroute scenarios (Dase CONEXL).........eeiiiiiiiiiiiiiiie e 212
Table 10: SUPPOIEA STAtISTICS. .. .uiiiieiiiiiciiiiii e e e e e e e e e e e e e s s et r e e e eeaeeeeannnnnes 226
Table 11: SR OS and IETF MIB Variations. .........ccuuuiiiiiiiieeiiie e 242
Table 12: MIB variable With SNMP........ooui e e e 243
Table 13: Default EBGP route propagation behavior................oooiiiiiiiiie e 245
Table 14: Regular eXpreSSiOn OPEIAtOrS. .......uuiiiieiiiicciiieeieeeee e e e e setareeeeeeeeeeasssararaeeeaaeessaasssseeeeaaaesssnasnes 279
Table 15: Community StrNGS EXAMPIES. ... .. it e e e e e e e e e e e eeaaae e e e nnnes 279
Table 16: AS path and community regular eXpression €XamplES..........cuiuieiiiiiiiiiiiiiiee e e 280
Table 17: Metric St IGP €ffECt.......oooiiiiei e 285
Table 18: Route policy variable support in poliCy Parameters. ...........uieeeiiiiiciiiiiiieie e e 288
Table 19: Default route POlICY @CHIONS. .........uiiiieeee et e e e e e e e 299
3HE 21584 AAAA TQZZA 01 © 2025 Nokia.

Use subject to Terms available at: www.nokia.com/terms.

14



Unicast Routing Protocols Guide Release 25.3.R2 List of figures

List of figures

Figure 1: RIP packet fOrmMat... ...ttt e e e e e e e ee e e e e e e e e e e nnneeeeeeaaans 21
Figure 2: RIPV1 pacCKet fOrMat........cooiiiiiiiiiee et e e e e e e e e e st e e e e e e e e s e e nnnnsnneeeeas 22
Figure 3: RIPV2 packet FOrMat..........oooiiiiiiii e e 23
Figure 4: RIP configuration and implementation flOW...............uueiiiiii i 26
Figure 5: BaCKDONE @r€a........cooiiiiiiiiiiii ettt ettt et 37
Figure 6: PEs connected to an MPLS VPN super backbone...........cccccooiiiiiiiiiiiii e 39
FIGUIE 71 SNAM TINKS......eeeiei ettt e et e e e e e e e e e e e e 40
Figure 8: Example topology with primary and LFA roUteS..........coviiiiiiiiiiiiieec et 51
Figure 9: Example topology with broadcast interfaces..............oooiii e 52
Figure 10: Application of MHP LFA 10 IP FRR ...ttt e e e 57
Figure 11: Application of LFA policy to MHP calculation................cooiiiiiiii e 59
Figure 12: OSPF configuration and implementation floW..............cooviiiiiiiiiii e 73
FIGUIE 13: OSSP Greas.......eiiiiiiiiiii ittt ettt e et e e sttt e e ettt e s et e e s annnneeeas 82
Figure 14: IS-IS routing dOM@IN........cciiiiiiiiiie e e e e e e e e st eeeeaeeeeenaasbeneeaeaeeeeeanans 100
Figure 15: Using area addresses to form adjaCenCies. .........ccuuviviiiiiiiiiiiiiie e 103
Figure 16: I1S-IS configuration and implementation flOW..............coooiiiiiiiiiiii e 111
Figure 17: Configuring @ 18VE] 1 @rEa........coouuuiiiiiiiiii e 135
Figure 18: Configuring @ 1€VEl 1/2 @rea.........cc.uuiiiiiiiee ettt a e e e e e s e reeaee s 136
FIQUrE 19: BGP SESSIONS.....eeiiiiiiiie ittt ettt e ettt e e e e e e e e e et e et e eeeae e e e e nteteeeeeaaeeeeaaannnnnneeeas 149
Figure 20: Fully meshed BGP coNfiguration............cccuiiiiiiiiiie e ee e e e e 158
Figure 21: BGP configuration with route reflectors........... ... 160
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 15

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 List of figures

Figure 22: Sticky ECMP flow distribution as next hops are removed (part 1)........cooooiiiiieeiiiiiiie. 200
Figure 23: Sticky ECMP flow distribution as next hops are removed (part 2)..........ccccvvvveeveeeeieiiicivieeeen. 200
Figure 24: Sticky ECMP flow distribution as next hops are removed (part 3)........ccoccveiiiiieeeiiiieeeeen, 200
Figure 25: Sticky ECMP flow distribution as next hops are added (part 1).......cccccvviveeeiiiiiiiiiiiieeeee e 204
Figure 26: Sticky ECMP flow distribution as next hops are added (part 2)........c.ccoveeiiiiieiiiiiieiciiiieeeee 204
Figure 27: Sticky ECMP flow distribution as next hops are added (part 3)........cccccevveeeeiiiiiiiiiiieeee e, 204
Figure 28: Next-hop-self for BGP-LU FOULES.........coiiiiiiiiiiiii e 211
Figure 29: Next-hop-self for BGP-LU routes (detailed VIEW)...........eueviiiiiiiiiiiiiiiiieee e 211
Figure 30: BGP update message with path identifier for IPv4 NLRI............cooiiiiiiii e 224
Figure 31: Example BGP-LS NEIWOIK.........uuiiiiiiiiiieiiiiiiee et e e e e e e e et e e e e e e e e e e anes 234
Figure 32: EPE ©XaMPIE USE CASE.......ciiiiiiiiiiiiiiiii ittt ettt ettt et et e e s e e e nnneee s 238
Figure 33: BGP configuration and implementation floW.............coociiiiiiiiii e 241
Figure 34: Confederation network diagram €Xample............oooiiiiiiiiiiiiiie e 253
Figure 35: Route reflection network diagram example.............ooovviiiiiiiiiiiiiiiiic e 257
Figure 36: Configuring BIMP.........eoo ittt 264
Figure 37: BGP route poliCy Qiagraml..........ccoiiiiiiiiiiiiie ettt e e e e e e e re e e e e e e e e aaeees 283
Figure 38: OSPF route poliCy AI@gram........ccoiuiiiiiiiiiiie ittt e e b e e e s e e e e e 283
Figure 39: Route policy past mode Of OPeration.............cccuuiiiiiiie e 287
Figure 40: Route policy parameterization using SUD-POlICIES...........eiiiiiiiiiiiiiei e 288
Figure 41: Route policy configuration and implementation floW............cccccviiiiiiie i, 296
Figure 42: Route poliCy proCesS €XaAMPIE.........ueiiiiiieiiiiiieii et e e e e e e e e e e e e e e e e e nnnaneeeeaaaeeaan 301
Figure 43: Next poliCy 10QiC @XAMPIE.......cci it e e e e e e e e e e e e e e e e e snbsbeeaeeaaeeas 302
Figure 44: Damping ©XAMPIE. ......uuiiiiiiiiiii ettt e 303
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 16

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 Getting started

1 Getting started

1.1 About this guide

This guide describes routing protocols including multicast, RIP, OSPF, IS-IS, BGP, and route policies
provided by the router and presents configuration and implementation examples.

This guide is organized into functional chapters and provides concepts and descriptions of the
implementation flow, as well as Command Line Interface (CLI) syntax and command usage.

Unless otherwise indicated, the topics and commands described in this guide apply only to the 7705 SAR
Gen 2 platforms listed in Platforms and terminology.

Command outputs shown in this guide are examples only; actual displays may differ depending on
supported functionality and user configuration.

Note: Unless otherwise indicated, CLI commands, contexts, and configuration examples in this
/ guide apply for both the classic CLI and the MD-CLI.

The SR OS CLI trees and command descriptions can be found in the following guides:

» 7705 SAR Gen 2 Classic CLI Command Reference Guide

» 7705 SAR Gen 2 Clear, Monitor, Show, Tools CLI Command Reference Guide (for both the MD-CLI and
classic CLI)

e 7705 SAR Gen 2 MD-CLI Command Reference Guide

Note: This guide generically covers Release 25.x.Rx content and may contain some content that

4 will be released in later maintenance loads. See the SR OS R25.x.Rx Software Release Notes,
part number 3HE 21562 000x TQZZA, for information about features supported in each load of
the Release 25.x.Rx software. For a list of features and CLI commands that are present in SR OS
but not supported on the 7705 SAR Gen 2 platforms, see "SR OS Features not Supported on
SAR Gen 2" in the SR OS R25.x.Rx Software Release Notes.

1.2 Platforms and terminology

. Note:
Unless explicitly noted otherwise, this guide uses the terminology defined in the following table to
collectively designate the specified platforms.

Table 1: Platforms and terminology

Platform Collective platform designation
7705 SAR-1 7705 SAR Gen 2
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 17
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1.3 Conventions

This section describes the general conventions used in this guide.

1.3.1 Precautionary and information messages

The following information symbols are used in the documentation.

A DANGER: Danger warns that the described activity or situation may result in serious personal
injury or death. An electric shock hazard could exist. Before you begin work on this equipment,
be aware of hazards involving electrical circuitry, be familiar with networking environments, and
implement accident prevention procedures.

WARNING: Warning indicates that the described activity or situation may, or will, cause
equipment damage, serious performance problems, or loss of data.

Caution: Caution indicates that the described activity or situation may reduce your component or
system performance.

. Note: Note provides additional operational information.

Tip: Tip provides suggestions for use or best practices.

e ®p

1.3.2 Options or substeps in procedures and sequential workflows

Options in a procedure or a sequential workflow are indicated by a bulleted list. In the following example,
at step 1, the user must perform the described action. At step 2, the user must perform one of the listed
options to complete the step.

Example: Options in a procedure
1. User must perform this step.
2. This step offers three options. User must perform one option to complete this step.
* This is one option.
* This is another option.
* This is yet another option.

Substeps in a procedure or a sequential workflow are indicated by letters. In the following example, at step
1, the user must perform the described action. At step 2, the user must perform two substeps (a. and b.) to
complete the step.

Example: Substeps in a procedure
1. User must perform this step.
2. User must perform all substeps to complete this action.
a. This is one substep.

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 18
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b. This is another substep.

© 2025 Nokia.
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2 RIP

2.1

211

3HE 21584 AAAA TQZZA 01

This chapter provides information about configuring the Routing Information Protocol (RIP).

RIP overview

RIP is an interior gateway protocol (IGP) that uses a distance-vector (Bellman-Ford) algorithm to determine
the best route to a destination. The algorithm advertises network reachability by advertising prefix/mask
and the metric (also known as hop count or cost). RIP selects the route with the lowest metric as the best
route. In order for the protocol to provide complete information about routing, every router in the domain
must participate in the protocol.

RIP is a routing protocol based on a distance vector (Bellman-Ford) algorithm, which advertises network
reachability by advertising prefix/mask and the metric (also known as hop count or cost). RIP selects the
route with the lowest metric as the best route. RIP differs from link-state database protocols, such as OSPF
and IS-IS, in that RIP advertises reachability information directly and link-state-database-based protocols
advertise topology information. Each node is responsible for calculating the reachability information from
the topology.

Router software supports RIPv1 and RIPv2. RIPv1, specified in RFC 1058, was written and implemented
before the introduction of classless interdomain routing (CIDR). It assumes the netmask information for
non-local routes, based on the class the route belongs to:

* class A - 8-bit mask
» class B - 16-bit mask
» class C - 24-bit mask

RIPv2 was written after CIDR was developed and transmits netmask information with every route. Because
of the support for CIDR routes and other enhancements in RIPv2 such as triggered updates, multicast
advertisements, and authentication, most production networks use RIPv2. However, some older systems
(hosts and routers) only support RIPv1, especially when RIP is used simply to advertise default routing
information.

RIP is supported on all IP interfaces, including both network and access interfaces.

RIP features

RIP, a UDP-based protocol, updates its neighbors, and the neighbors update their neighbors, and so on.
Each RIP host has a routing process that sends and receives datagrams on UDP port number 520.

Each RIP router advertises all RIP routes periodically via RIP updates. Each update can contain a
maximum of 25 route advertisements. This limit is imposed by RIP specifications. RIP can sometimes
be configured to send as many as 255 routes per update. The formats of the RIPv1 and RIPv2 updates
are slightly different and are described in the following sections. Additionally, RIPv1 updates are sent to
a broadcast address, RIPv2 updates can be either sent to a broadcast or multicast address (224.0.0.9).
RIPv2 supports subnet masks, a feature that was not available in RIPv1.

© 2025 Nokia. 20
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A network address of 0.0.0.0 is considered a default route. A default route is used when it is not convenient
to list every possible network in the RIP updates, and when one or more closely connected gateways in the
system are prepared to handle traffic to the networks that are not listed explicitly. These gateways create
RIP entries for the address 0.0.0.0, as if it were a network to which they are connected.

2.1.1.1 RIP version types

SR OS allows the user to specify the RIP version that is sent to RIP neighbors and RIP updates that are
accepted and processed. The following combinations are allowed:

» Send only RIPv1 or send only RIPv2 to either the broadcast or multicast address or send no messages.
The default sends RIPv2 formatted messages to the broadcast address.

* Receive only RIPv1, receive only RIPv2, or receive both RIPv1 and RIPv2, or receive none.
The default receives both.

2.1.1.2 RIPv2 authentication

RIPv2 messages carry more information, which allows the use of a simple authentication mechanism to
secure table updates. The router implementation enables the use of a simple password (plain text) or
message digest (MD5) authentication.

2.1.1.3 RIP packet format

The following figure shows the RIP packet format.

Figure 1: RIP packet format

1 2 2 22233
01234567890 2 4 78901
T T T T T

Command Version Must

22
5 6
™1

e zero

- O

RIP Entry (20)

A RIP packet consists of the following fields:
+ Command

This field indicates whether the packet is a request or a response message. The request asks the
responding system to send all or part of its routing table. The response may be sent in response to a
request, or it may be an unsolicited routing update generated by the sender.

* Version

This field indicates the RIP version used. This field can signal different potentially incompatible versions.
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2.1.1.31

Must be zero

This field is not used in RIPv1. This field provides backward compatibility with pre-standard varieties of
RIP. The default value is zero.

Address Family Identifier (AFI)

This field indicates the type of address. RIP can carry routing information for several different protocols.
Each entry in this field has an AFI to indicate the type of address being specified. The IP AFl is 2.

Address

This field indicates the IP address for the packet.

Metric

This field specifies the number of hops to the destination.

Mask

This field specifies the IP address mask.

Nexthop

This field specifies the IP address of the next router along the path to the destination.

RIPv1 packet format

There can be between 1 and 25 (inclusive) RIP entries. The following figure shows the RIPv1 packet
format. For information about the available fields, see RIP packet format.

Figure 2: RIPv1 packet format

2 2 222233
1 4 678901

[0
o =
~
@

11 12 22 2
01234567890123 9 0 2 3 5

L L A L LB N N
ddress Family Identifier (2) Must be zero (2)

|P Address (4)
(I

|

[ L

Must be zero (4)
I

T I T 1 i
Must be zero (4)
- -

N
Metric (4)
L1l

2.1.1.3.2 RIPv2 packet format

3HE 21584 AAAA TQZZA 01

The following figure shows the RIPv2 packet format.
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Figure 3: RIPv2 packet format

1111111111222222222233
01234567890123456789012345678901
L L L UL
ddress Family Identifier (2) Route Tag (2)
1
IP Address (4)
L
L
Subnet Mask (4)
——
Nexthop (4)
——
Metric (4)
1 L 1

The RIPv2 packets include the following additional fields:
* Subnet Mask

This field specifies the subnet mask for the entry. If this field is zero, no subnet mask has been specified
for the entry.

* Nexthop

This field specifies the IP address of the next hop to forward packets.

2.1.1.4 BFD monitoring of RIP neighbor liveliness

Bidirectional Forwarding Detection (BFD) can be used to monitor the liveliness of the RIP neighbors. If
a BFD session, associated with a RIP neighbor fails, that RIP neighbor is declared down and all routes
learned from that RIP neighbor are withdrawn from the associated route tables.

BFD is enabled for RIP by configuring the commands in the following context:
+ MD-CLI

configure router rip group neighbor bfd-liveness true
» classic CLI
configure router rip group neighbor enable-bfd

BFD must also be enabled on the interface associated with the RIP neighbor. The bfd command sets the
necessary transmit and receive intervals, as well as sets the optional multiplier.

2.2 RIPng

RIPng is the IPv6 form of the interior gateway protocol (IGP) Routing Information Protocol (RIP), originally
implemented for IPv4 routing. This protocol is a distance vector routing protocol that periodically advertises
IPv6 routing information to neighbors, typically through the use of UDP based multicast updates carrying a
list of one or more entries, each containing an IPv6 prefix, prefix length, route metric and a possible route

tag.
RIPng is supported in the base routing context and also as a PE-CE routing protocol within a VPRN
context.
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 93
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2.2.1 RIPng protocol
RIPng packets are sent using the UDP protocol and the protocol port number 521. Unsolicited updates
messages are sent with 521 as both the source and destination port.
» Source IP address
The Link-Local IPv6 address of the interface sending the RIPng packet is used as the source IP
address of any RIPng update sent.
» Destination IP address
The destination IP for any periodic or triggered update should be sent to the multicast group FF02::9,
(all-rip-routers multicast group). When sending responses to an RIPng request, the RIPng response is
sent to the unicast IP address of the requester.
Each route entry in an update message contains the following:
» |Pv6 prefix
» prefix length
» route metric
» route tag (optional)
2.3 Common attributes
The following sections provide information about common RIP attributes.
2.3.1 Metrics
By default, RIP advertises all RIP routes to each peer every 30 seconds. RIP uses a hop-count metric to
determine the distance between the packet source and destination. The metric or cost values for a valid
route is 1 through 15. A metric value of 16 (infinity) indicates that the route is no longer valid and should be
removed from the routing table.
Each router along the path increments the hop-count value by 1. When a router receives a routing update
with new or different destination information, the metric increments by one.
The maximum number of hops in a path is 15. If a router receives a routing update with a metric of 15 and
contains a new or modified entry, increasing the metric value by one causes the metric increment to 16
(infinity). The destination is then considered unreachable.
The router implementation of RIP uses split-horizon with poison-reverse to protect from such problems as
“counting to infinity”. Split horizon with poison-reverse means that routes learned from a neighbor through a
specified interface are advertised in updates out of the same interface but with a metric of 16 (infinity).
2.3.2 Timers
RIP uses the following timers to determine the frequency of RIP updates and the duration that routes are
maintained:
* update
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This times the interval between periodic routing updates.
+ timeout

This timer is initialized when a route is established and any time an update message is received for the
route. When this timer expires, the route is no longer valid. It is retained in the table for a short time, so
that neighbors can be notified that the route has been dropped.

» flush
When the flush timer expires, the route is removed from the tables.

2.3.3 Import and export policies

Routing policies can control the content of the routing tables, advertised routes, and the best route to reach
a destination. Import route policies determine which routes are accepted from RIP neighbors. Export route
policies determine which routes are exported from the route table to RIP. By default, RIP does not export
learned routes to its neighbors.

There are no default routing policies. A policy must be created explicitly and applied to a RIP import or
export command.

2.3.4 Hierarchical levels

The minimum RIP configuration must define one group and one neighbor. For information about RIP
hierarchy levels, see Basic RIP configuration.

2.4 RIP configuration process overview

The following figure shows the process to configure RIP parameters.
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Figure 4: RIP configuration and implementation flow
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2.5 Configuration notes

This section describes RIP configuration restrictions.

2.5.1 General

Before RIP neighbor parameters can be configured, router interfaces must be configured.
RIP must be explicitly created for each router interface. There are no default RIP instances on a router.

2.6 Configuring RIP with CLI

This section provides information to configure Routing Information Protocol (RIP) using the command line
interface.

2.6.1 RIP and RIPng configuration overview

This section provides information about preconfiguration and the RIP hierarchy.

2.6.1.1 Preconfiguration requirements

Configure the following entities before beginning the RIP configuration.
Optionally, use the commands in the following context to define the policy statements:
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2.6.1.2

« MD-CLI
configure policy-options
» classic CLI

configure router policy-options

RIP hierarchy

RIP is configured in the configure router rip context. RIP is not enabled by default.
Three hierarchical levels are included in RIP configurations in the classic CLI:

» global
* group
* neighbor

Commands and command options configured at the global level are inherited by the group and neighbor
levels. However, command options configured at the group and neighbor levels take precedence over
global configurations.

2.6.2 Basic RIP configuration
This section provides information to configure RIP and examples of common configuration tasks. For a
router to accept RIP updates, in the configure router rip context, you must define at least one group
and one neighbor. A router ignores updates received from routers on interfaces not configured for RIP.
Configuring other RIP commands and command options is optional.
By default, the local router imports all routes from this neighbor and does not advertise routes. The router
receives both RIPv1 and RIPv2 update messages with 25 to 255 route entries per message.
The RIP configuration commands have three primary configuration levels:
+ rip for RIP global configurations
» group for RIP group configurations
» neighbor for RIP neighbor configurations
Within these levels, the RIP configuration commands are identical. For repeated commands, the
value most specific to the neighboring router is used. Therefore, a RIP group-specific command takes
precedence over a global RIP command. A neighbor-specific configuration statement takes precedence
over a global RIP and group-specific command. For example, if the user modifies a RIP neighbor-level
command default, the new value takes precedence over group- and global-level settings.
At a minimum, the group- and neighbor-level RIP command options must be configured in the configure
router rip context.
The following example displays a basic RIP configuration.
Example: MD-CLI
[ex:/configure router "Base" rip]
A:admin@node-2# info
group "RIP-ALA-A" {
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neighbor "to-ALA-4"
}

Example: classic CLI

A:node-2>config>router>rip# info

group "RIP-ALA-A"
neighbor "to-ALA-4"
no shutdown

2.6.3 Common configuration tasks

About this task

This section provides an overview of RIP configuration tasks and the CLI commands.

Configure RIP hierarchically using the global level (applies to all peers), the group level (applies to all peers
in peer-group), or the neighbor level (only applies to the specified interface). By default, group members
inherit the group’s configuration command options; however, a command option can be modified on a
per-member basis without affecting the group-level command options. For more information about the
hierarchy of RIP configuration levels, see RIP hierarchy and Basic RIP configuration.

The user must explicitly create all RIP instances on each device. After the instances are created, RIP is
administratively enabled.

To configure RIP, perform the following steps:
Procedure

Step 1. Configure the interfaces.

Step 2. Optionally configure the policy statements.
Step 3. Enable the RIP.

Step 4. Configure the group command options.

Step 5. Configure the neighbor command options.

2.6.3.1 Configuring interfaces
The following command sequences create a logical IP interface. The logical interface can associate
attributes like an IP address, port, Link Aggregation Group (LAG), or the system. For more information
about configuring interfaces, see the 7705 SAR Gen 2 Interface Configuration Guide.
Use the commands in the following context to configure a network interface.

configure router interface
Note: The link-local-modifier command can only be configured in the classic CLI.
The following example displays the interface information.
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 28

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 RIP

Example: MD-CLI

[ex:/configure router "Base" interface "itfl"]
A:admin@node-2# info
port 1/1/1
ipv4d {
primary {
address 10.10.10.1
prefix-length 24

}
}
ipve {
address 2000:1:: {
prefix-length 64
neighbor-discovery {
secure-nd {
admin-state enable
}
}
}

Example: classic CLI

A:node-2>config>router# info

interface "itfl"
address 10.10.10.1/24
port 1/1/1
ipv6
secure-nd
link-local-modifier Oxbe571f90d13a73ebde8ee34b0f90e5ad
no shutdown
exit
address 2000:1::/64 modifier 0x2ec57d275ba420d094deaeb7f0545827
exit
no shutdown

2.6.3.2 Configuring a route policy

Use the import route policy to filter routes imported by the local router from its neighbors. If no match is
found, the local router does not import any routes.

Use the export route policy to determine which routes are exported from the route table to RIP. By default,
RIP does not export learned routes to its neighbors. If no export policy is specified, non-RIP routes are not
exported from the routing table manager to RIP.

If multiple policy names are specified, the policies are evaluated in the order they are specified. The
first policy that matches is applied. If multiple export commands are issued, the last command entered
overrides the previous command. A maximum of five policy names can be specified.

This section only provides brief instructions to configure route policies. For more details, see the Route
policy configuration overview chapter.

Use the following command to enter the mode to create or edit route policies:
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+ MD-CLI
configure policy-options

» classic CLI
In the classic CLI, use the begin command in the following context to start creating or editing route

policies.

Other editing commands include:

— the commit command saves and enables changes made to route policies during a session

— the abort command discards changes that have been made to route policies during a session

configure router policy-options

Use the commands in the following context to configure a policy to use for the RIP global, group, and
neighbor commands:

+ MD-CLI
configure policy-options
» classic CLI
configure router policy-options

The following example displays the policy-option information.
Example: MD-CLI

[ex:/configure policy-options]
A:admin@node-2# info
policy-statement "RIP-policy" {
entry 1 {
action {
action-type accept
}
}
default-action {
action-type reject
}
}

Example: classic CLI

Use the begin command in the configure router policy-options context to enter edit mode and the
commit command to save the changes.

A:node-2>config>router>policy-options# info
policy-statement "RIP-policy"
description "this is a test RIP policy"
entry 1
action accept
exit
exit
default-action drop
exit
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RIP

2.6.3.3 Configuring RIP command options

Use the commands in the following context to configure RIP command options at the global, group, and
neighbor level.

configure router rip group neighbor

2.6.3.4 Configuring global-level command options

After the RIP protocol instance is created, the no shutdown command is not required because RIP is
administratively enabled upon creation. To enable RIP on a router, at least one group and one neighbor
must be configured. There are no default groups or neighbors. Each group and neighbor must be explicitly
configured.

Note: Careful planning is essential to implement commands that can affect the behavior of global,
group, and neighbor levels. Because the RIP commands are hierarchical, analyze the values that
can disable features on a specific level.

Use the commands in the following context to configure global-level RIP command options.

configure router rip

The following example displays the RIP group configuration.
Example: MD-CLI

[ex:/configure router "Base" rip]

A:admin@node-2# info
authentication-key "TRCHaEdwwfZ8PxeZSkzmH/n0iAQxBJXzPGXj hash2"
authentication-type password

timers {
update 300
timeout 600
flush 600

}

Example: classic CLI

A:node-2>config>router>rip$ info
authentication-key "TRCHaEdwwfZ8PxeZSkzmH/n0iAQxBJXzPGXj" hash2
authentication-type password
timers 300 600 600
no shutdown
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2.6.3.5 Configuring group-level command options

A group is a collection of related RIP peers. The group name should be a descriptive name for the group.
Follow your group, name, and ID naming conventions for consistency and to help when troubleshooting
faults.

All command options configured for a group are applied to the group and are inherited by each peer
(neighbor), but a group command option can be overridden on a specific neighbor-level basis.

Use the commands in the following context to configure a group.
configure router rip group

The following example displays the RIP group configuration.
Example: MD-CLI

[ex:/configure router "Base" rip]

A:admin@node-2# info
authentication-key "TRCHaEdwwfZ8PxeZSkzmH/n0iAQxBJXzPGXj hash2"
authentication-type password

timers {
update 300
timeout 600
flush 600

}

group "headquarters" {
description "Mt. View"
}

Example: classic CLI

A:node-2>config>router>rip$ info

authentication-key "TRCHaEdwwfZ8PxeZSkzmH/n0iAQxBJXzPGXj" hash2
authentication-type password
timers 300 600 600
group "headquarters"
description "Mt. View"
no shutdown
exit
no shutdown

2.6.3.6 Configuring neighbor-level command options

After you create a group name and assign options, add neighbor interfaces within the same group. All
command options configured for the peer group level are applied to each neighbor, but a group command
option can be overridden on a specific neighbor basis.

Use the commands in the following context to add a neighbor to a group and define options that override
the same group-level command value.

configure router rip group neighbor

The following example displays the neighbor configured in group “headquarters”.
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Example: MD-CLI

[ex:/configure router "Base" rip group "headquarters" neighbor "ferguson-274"]
A:admin@node-2# info

message-size 255

preference 255

split-horizon true

Example: classic CLI

A:node-2>config>router>rip>group>neighbor$ info

message-size 255
preference 255
split-horizon enable
no shutdown

2.7 RIP configuration management tasks

This section provides information about RIP configuration management tasks.

2.7.1 Modifying RIP command options

Modify, add, or remove RIP command options in the CLI. The changes are applied immediately. For the
complete list of CLI commands, see the Configuring RIP command options.

2.7.2 Deleting a group

In the classic CLI, you must administratively disable a group before deleting it using the following
command.

configure router rip group shutdown
Deleting the group without first shutting it down displays the following message.

INFO: RIP #1204 group should be administratively down - virtual router index 1,group
RIP-ALA-4

2.7.3 Deleting a neighbor

In the classic CLI, you must administratively disable a neighbor before deleting it using the following
command.

configure router rip group neighbor shutdown
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Deleting the neighbor without first shutting it down causes the following message to appear.

INFO: RIP #1101 neighbor should be administratively down - virtual router index
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3 OSPF

This chapter provides information about configuring the OSPF protocol.

3.1 Configuring OSPF

OSPF is a hierarchical link state protocol. OSPF is an Interior Gateway Protocol (IGP) used within large
Autonomous Systems (ASs). OSPF routers exchange state, cost, and other relevant interface information
with neighbors. The information exchange enables all participating routers to establish a network topology
map. Each router applies the Dijkstra algorithm to calculate the shortest path to each destination in

the network. The resulting OSPF forwarding table is submitted to the Routing Table Manager (RTM) to
calculate the routing table.

When a router is started with OSPF configured, OSPF, along with the routing-protocol data structures,

is initialized and waits for indications from lower-layer protocols that its interfaces are functional. The
Nokia implementation of OSPF conforms to OSPF Version 2 specifications presented in RFC 2328, OSPF
Version 2 and OSPF Version 3 specifications presented in RFC 2740, OSPF for IPv6. Routers running
OSPF can be enabled with minimal configuration. All default and command options can be modified.

Changes between OSPFv2 for IPv4 and OSPFv3 for IPv6 include the following:

» Addressing semantics have been removed from OSPF packets and the basic link-state advertisements
(LSAs). New LSAs have been created to carry IPv6 addresses and prefixes.

* OSPFv3 runs on a per-link basis, instead of on a per-IP-subnet basis.
» Flooding scope for LSAs has been generalized.

» Unlike OSPFv2, OSPFv3 authentication relies on IPV6 authentication header and encapsulating
security payload.

* Most packets in OSPFv3 for IPv6 are almost as compact as those in OSPFv2 for IPv4, even with larger
IPv6 addresses.

* Most field and packet-size limitations in OSPFv3 for IPv6 are the same as in OSPFv2 for IPv4.
» Option handling has been made more flexible.

Key OSPF features are:

» backbone areas

» stub areas

* Not-So-Stubby Areas (NSSAs)

» virtual links

» authentication

» route redistribution

+ routing interface command options

» OSPF-TE extensions (Nokia implementation allows MPLS FRR)
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3.1.1

3.1.1.1
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OSPF areas

The hierarchical design of OSPF allows a collection of networks to be grouped into a logical area. An area
topology is concealed from the rest of the AS, which significantly reduces OSPF protocol traffic. With the
correct network design and area route aggregation, the size of the route-table can be drastically reduced,
which results in decreased OSPF route calculation time and topological database size.

Routing in the AS takes place on two levels, depending on whether the source and destination of a packet
reside in the same area (intra-area routing) or different areas (inter-area routing). In intra-area routing,

the packet is routed solely on information obtained within the area; no routing information obtained from
outside the area is used.

Routers that belong to more than one area are called Area Boundary Routers (ABRs). An ABR maintains a
separate topological database for each area it is connected to. Every router that belongs to the same area
has an identical topological database for that area.

Backbone area

The OSPF backbone area, area 0.0.0.0, must be contiguous, and all other areas must be connected to the
backbone area. The following figure shows the OSPF backbone area. The backbone distributes routing
information between areas. If it is not practical to connect an area to the backbone (see area 0.0.0.5), the
ABRs (such as routers Y and Z) must be connected via a virtual link. The two ABRs form a point-to-point-
like adjacency across the transit area (see area 0.0.0.4).
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Figure 5: Backbone area
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3.1.1.2 Stub area

A stub area is a designated area that does not allow external route advertisements. Routers in a stub area
do not maintain external routes. A single default route to an ABR replaces all external routes. This OSPF
implementation supports the optional summary route (type-3) advertisement suppression from other areas
into a stub area. This feature further reduces topological database sizes and OSPF protocol traffic, memory
usage, and CPU route calculation time.

Figure 5: Backbone area shows that areas 0.0.0.1, 0.0.0.2, and 0.0.0.5 could be configured as stub areas.
A stub area cannot be designated as the transit area of a virtual link and a stub area cannot contain an
ASBR. An ASBR exchanges routing information with routers in other ASs.

3.1.1.3 NSSA

Another OSPF area type is called a Not-So-Stubby Area (NSSA). NSSAs are similar to stub areas in
that no external routes are imported into the area from other OSPF areas. External routes learned by
OSPF routers in the NSSA are advertised as type-7 LSAs within the NSSA and are translated by ABRs
into type-5 external route advertisements for distribution into other areas of the OSPF domain. An NSSA
cannot be designated as the transit area of a virtual link.
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In Figure 5: Backbone area, area 0.0.0.3 could be configured as an NSSA.

3.1.1.3.1 OSPF super backbone
The PE routers have implemented a version of the BGP/OSPF interaction procedures as defined in RFC
4577, OSPF as the Provider/Customer Edge Protocol for BGP/MPLS IP Virtual Private Networks (VPNSs).
The features included in this RFC are:
* loop prevention
* handling LSAs received from the CE
» sham links
» managing VPN-IPv4 routes received by BGP
VPRN routes can be distributed among the PE routers by BGP. If the PE uses OSPF to distribute routes to
the CE router, the standard procedures governing BGP/OSPF interactions causes routes from one site to
be delivered to another in type-5 LSAs, as AS-external routes.
The MPLS VPN super backbone behaves like an additional layer of hierarchy in OSPF. The PE routers
that connect the respective OSPF areas to the super backbone function as OSPF ABRs in the OSPF areas
to which they are attached. To achieve full compatibility, they can also behave as ASBRs in non-stub or
NSSAs.
The PE routers insert inter-area routes from other areas into the area in which the CE router is present.
The CE routers are not involved at any level nor are they aware of the super backbone or of other OSPF
areas present beyond the MPLS VPN super backbone.
The CE always assumes that the PE is an ABR in the following cases:
» If the CE is in the backbone, the CE router assumes that the PE is an ABR linking one or more areas to

the backbone.

» If the CE is not in the backbone, the CE assumes that the backbone is on the other side of the PE.
» As such, the super backbone looks like another area to the CE.
The following figure shows that the PEs are connected to the MPLS VPN super backbone. A domain ID
is introduced to correctly identify either two identical OSPF instances that require type-3 LSAs, or two
separate routing instances that require type-5 external LSAs.
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OSPF

Figure 6: PEs connected to an MPLS VPN super backbone
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The MP-BGP update contains the domain ID and indicates the source OSPF domain. When routes are
redistributed into the same OSPF domain, type-3 LSAs are generated. If the OSPF domain does not

match, the route type is external.

Configure the super backbone (not the sham links) to make PEs (with matching domain IDs inter-area

routes) learn all destinations.

Configured sham links in the same area become intra-area routes.

3.1.1.3.2 Sham links

The following figure shows the red link between CE-3 and CE-4 could be a low-speed OC-3/STM-1 link,
but because it establishes an intra-area route connection between the CE-3 and CE-4, the potentially high-
speed PE-1 to PE-2 connection is not used. Even with a super backbone configuration it is regarded as an

inter-area connection.
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3.1.1.33

Figure 7: Sham links
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The establishment of the (green) sham link is also constructed as an intra-area link between PE routers,
a normal OSPF adjacency is formed, and the link-state database is exchanged across the MPLS-VPRN.
As a result, the intra-area connectivity needed is created, and the cost of the green and red links can be
managed such that the red link becomes a standby link only in case the VPN fails.

Because the sham-link forms an adjacency over the MPLS-VPRN backbone network, when protocol
protection is enabled, you must explicitly allow the OSPF packets to be received over the backbone
network using the following command option.

configure system security cpu-protection protocol-protection allow-sham-1links

Implementing the OSPF super backbone

With OSPF super-backbone architecture, OSPF routing continuity is preserved, as follows:

» The PE (adjacent to the CE) redistributes the OSPF route into MP-BGP, causing the OSPF intra-area
type-1 and type-2 LSAs (advertised by the CE) to be inserted into the MPLS-VPRN super backbone.

+ The MP-BGP route is propagated to other PE routers and inserted as an OSPF route into other OSPF
areas. PEs, acting as ABRs across the super backbone, generate inter-area route OSPF summary
type-3 LSAs.

» The inter-area route is propagated into other OSPF areas by other customer-owned ABRs within the
customer site.

» Customer Area 0 (backbone) routes appear as type-3 LSAs when carried across the MPLS-VPRN
using MP-BGP, even if the customer area remains area 0 (backbone).

A BGP extended community (OSPF domain ID) provides the source domain of the route. This domain ID is
not carried by OSPF but carried by MP-BGP as an extended community attribute.

If the configured extended community value matches the receiving OSPF domain, the OSPF super
backbone is implemented.
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3.1.1.34

3.1.1.35

3.1.1.3.6

3.1.1.3.7

3.1.2
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From a BGP perspective, the cost is copied into the MED attribute.

Loop avoidance

If a route sent from a PE router to a CE router could then be received by another PE router from one of
its own CE routers, it is possible for routing loops to occur. RFC 4577 specifies several methods of loop
avoidance.

DN Bit

When a type-3 LSA is sent from a PE router to a CE router, the DN Bit in the LSA options field is set.
This is used to ensure that if any CE router sends this type-3 LSA to a PE router, the PE router does not
redistribute it further.

When a PE router needs to distribute to a CE router a route that comes from a site outside the OSPF
domain of the CE router, the PE router is presented as an ASBR, and distributes the route in a type-5 LSA.
The DN Bit must be set in these LSAs to ensure that they are ignored by any other PE routers that receive
them.

DN Bit loop avoidance is also supported.

Route tag

If a VRF in a PE is associated with an instance of OSPF, by default it is configured with a special OSPF
route tag value called the VPN route tag. This route tag is included in the type-5 LSAs that the PE
originates and sends to any of the attached CEs. The configuration and inclusion of the VPN route tag
is required for backward compatibility with deployed implementations that do not set the DN bit in type-5
LSAs.

Sham links

A sham link is only required if a back door link (shown as the red link in Figure 7: Sham links) is present;
otherwise, configuring an OSPF super backbone is typically sufficient.

OSPFv3 authentication

OSPFv3 authentication requires IPv6 IPsec and supports the following:
* |Psec transport mode

* AHand ESP

» manual keyed IPsec Security Association (SA)

» authentication algorithms MD5 and SHA1

To pass OSPFv3 authentication, OSPFv3 peers must have matching inbound and outbound SAs
configured using the same SA command options (SPI, keys, and so on). The implementation must allow
the use of one SA for both inbound and outbound directions.

The re-keying procedure defined in RFC 4552 supports the following:
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» For every router on the link, create an additional inbound SA for the interface being re-keyed using a
new SPI and the new key.

» For every router on the link, replace the original outbound SA with one using the new SPI and key
values. The SA replacement operation must be atomic with respect to sending OSPFv3 packets on the
link, so that no OSPFv3 packets are sent without authentication or encryption.

» For every router on the link, remove the original inbound SA.

The key rollover procedure automatically starts when the operator changes the configuration of the
inbound static-SA or bidirectional static-SA under an interface or virtual link. Within the KeyRolloverinterval
time period, OSPFv3 accepts packets with both the previous inbound static-SA and the new inbound static-
SA, and the previous outbound static-SA should continue to be used. When the timer expires, OSPFv3
only accepts packets with the new inbound static-SA; for outgoing OSPFv3 packets, the new outbound
static-SA is used instead.

OSPF graceful restart helper

Both OSPFv2 and OSPFv3 support the graceful restart (GR) helper function, which provides an OSPF
neighbor a grace period during a control plane restart to minimize service disruption.

When the control plane of a GR-capable router fails or restarts, the neighboring routers supporting the
GR helper mode (GR helpers) temporarily preserve OSPF forwarding information. Traffic continues to
be forwarded to the restarting router using the last known forwarding tables. If the control plane of the
restarting router comes back up within the grace period, the restarting router resumes normal OSPF
operation. If the grace period expires, the restarting router is presumed to be inactive and the OSPF
topology is recalculated to route traffic around the failure.

BFD interaction with graceful restart

If the SR OS router is providing a grace period to an adjacent neighbor and the BFD session associated
with that neighbor fails, the behavior is determined by the C-bit values sent by each neighbor as follows:

» If both BFD endpoints have set their C-bit value, the GR helper mode is canceled and any routes from
that neighbor that are marked as stale are removed from the forwarding table.

» If either of the BFD endpoints has not set their C-bit value, the graceful restart helper mode continues.

OSPFv3 graceful restart helper

This feature extends the graceful restart helper function supported under other protocols to OSPFv3.

The primary difference between graceful restart helper for OSPFv2 and OSPFv3 is in OSPFv3 a different
grace-LSA format is used.

As SR OS platforms can support a fully non-stop routing model for control plane high availability, SR OSs
have no need for graceful restart as defined by the IETF in various RFCs for each routing protocol.
However, because the router does need to coexist in multivendor networks and other routers do not always
support a true non-stop routing model with stateful failover between routing control planes, there is a need
to support a graceful restart helper function.

Graceful restart helper mode allows SR OS-based systems to provide a grace period to other routers
which have requested it, during which the SR OS systems continue to use routes authored by or transiting
the router requesting the grace period. This is typically used when another router is rebooting the control
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plane but the forwarding plane is expected to continue to forward traffic based on the previously available
FIB.

The format of the graceful OSPF restart (GRACE) LSA format is:

0 1 2 3
01234567890123456789012345678901
e T e e el At ST S S P S S S S e A e e R ek
| LS age |0]0]0] 11
e S S S e e e e e et Sl S A S e R At
| Link State ID
e S S S e e e e e A S TP S A A S S e
| Advertising Router
e S S S e e e e e A S TP S A A S S e
| LS sequence number
e S S S e e e e e A S TP S A A S S e
| LS checksum | Length
e S S S e e e e e e S T R T A S P e

— e —t— +— +— +— +— 4+

I
+- TLVs
|

For more information, see section 2.2 of RFC 5187, OSPFv3 Graceful Restart.
The Link State ID of a grace-LSA in OSPFv3 is the Interface ID of the interface originating the LSA.
The format of each TLV is:

0 1 2 3
01234567890123456789012345678901
e T e S e e e T e e St st (T S S S P A S
| Type | Length |
B T S s st s ST S S S e O Aot T S S S S P A A
| Value. .. |
B T S s st s T S S e O et T S SR S P A S

TLV Format

Grace-LSA TLVs are formatted according to section 2.3.2 of RFC 3630, Traffic Engineering (TE)
Extensions to OSPF Version 2. The Grace-LSA TLVs are used to carry the Grace period (type 1) and the
reason the router initiated the graceful restart process (type 2).

Other information in RFC 5187 is directed to routers that require the full graceful restart mechanism as they
do not support a stateful transition from primary or backup control plane module (CPM).

Virtual links

The backbone area in an OSPF AS must be contiguous and all other areas must be connected to the
backbone area. Sometimes, this is not possible; therefore, you can use virtual links to connect to the
backbone through a non-backbone area.

Figure 5: Backbone area depicts routers Y and Z as the start and end points of the virtual link, while area
0.0.0.4 is the transit area. To configure virtual links, the router must be an ABR. Virtual links are identified
by the router ID of the other endpoint, another ABR. These two endpoint routers must be attached to a
common area, called the transit area. The area through which you configure the virtual link must have full
routing information.

Transit areas pass traffic from an area adjacent to the backbone or to another area. The traffic does not
originate in, nor is it destined for, the transit area. The transit area cannot be a stub area or an NSSA.
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Virtual links are part of the backbone, and behave as if they were unnumbered point-to-point networks
between the two routers. A virtual link uses the intra-area routing of its transit area to forward packets.
Virtual links are brought up and down through the building of the shortest-path trees for the transit area.

Neighbors and adjacencies

Broadcast and point-to-point networks

A router uses the OSPF Hello protocol to discover neighbors. The router sends hello packets to a multicast
address and receives hello packets in return.

In broadcast networks, a designated router and a backup designated router are elected. The designated
router is responsible for sending link-state advertisements (LSAs) describing the network, which reduces
the amount of network traffic.

The routers attempt to form adjacencies. An adjacency is a relationship formed between a router and the
designated or backup designated router. For point-to-point networks, no designated or backup designated
router is elected. An adjacency must be formed with the neighbor.

To significantly improve adjacency forming and network convergence, a network should be configured
as point-to-point if only two routers are connected, even if the network is a broadcast medium such as
Ethernet.

When the link-state databases of two neighbors are synchronized, the routers are considered to be fully
adjacent. When adjacencies are established, pairs of adjacent routers synchronize their topological
databases. Not every neighboring router forms an adjacency. Routing protocol updates are only sent to
and received from adjacencies. Routers that do not become fully adjacent remain in the two-way neighbor
state.

Non-broadcast multi-access networks

In addition to point-to-point and broadcast networks, OSPF can operate in non-broadcast multi-access
(NBMA) mode.

An NBMA segment emulates the function of a broadcast network. Every router on the segment must

be configured with the IP addresses of each of its neighbors, and may need to be configured with the
MAC address of its neighbor if the network does not support Layer 2 broadcast. OSPF Hello packets are
transmitted individually as unicast packets to each adjacent neighbor. Because an NBMA network has
no broadcast or multicast capabilities, the routing device cannot discover its neighbors dynamically, so all
neighbors must be configured statically.

As in a broadcast network, a designated router and a backup designated router are elected when
OSPF is operating in NBMA mode. The designated router is similarly responsible for sending link-state
advertisements (LSAs) for the network.

OSPF does not support NBMA interfaces that are part of a multi-area adjacency. An interface can either be
in multiple areas or in NBMA mode.

N Note:

* OSPFv3 sends Hello traffic to IPv6 link-local addresses and neighbors must be statically
configured using their IPv6 link-local address.
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+ OSPF NBMA is supported on Ethernet ports only.

LSAs

LSAs describe the state of a router or network, including router interfaces and adjacency states. Each LSA
is flooded throughout an area. The collection of LSAs from all routers and networks form the protocol's
topological database.

The distribution of topology database updates occurs along adjacencies. A router sends LSAs to advertise
its state according to the configured interval and when the router state changes. These packets include
information about the router adjacencies, which allows detection of non-operational routers.

When a router discovers a routing table change or detects a change in the network, link state information
is advertised to other routers to maintain identical routing tables. Router adjacencies are reflected in the
contents of its LSAs. The relationship between adjacencies and the link states allows the protocol to detect
non-operating routers. LSAs flood the area. The flooding mechanism ensures that all routers in an area
have the same topological database. The database consists of the collection of LSAs received from each
router belonging to the area.

OSPF sends only the part that has changed and only when a change has taken place. From the
topological database, each router constructs a tree of shortest paths with the router as root. OSPF
distributes routing information between routers belonging to a single AS.

Metrics

In OSPF, all interfaces have a cost value or routing metric used in the OSPF link-state calculation. A metric
value is configured based on hop count, bandwidth, or other command options, to compare different paths
through an AS. OSPF uses cost values to determine the best path to a particular destination: the lower the
cost value, the more likely the interface will be used to forward data traffic.

Costs are also associated with externally derived routing data, such as those routes learned from the
Exterior Gateway Protocol (EGP), like BGP, and is passed transparently throughout the AS. This data

is kept separate from the OSPF protocol's link state data. Each external route can be tagged by the
advertising router, enabling the passing of detailed information between routers on the boundaries of the
AS.

Authentication

All OSPF protocol exchanges can be authenticated. This means that only trusted routers can participate
in AS routing. The Nokia implementation of OSPF supports plain text and Message Digest 5 (MD5)
authentication (also called simple password).

MD5 allows an authentication key to be configured per network. Routers in the same routing domain must
be configured with the same key. When the MD5 hashing algorithm is used for authentication, MD5 is used
to verify data integrity by creating a 128-bit message digest from the data input. It is unique to that data.
Implementation of MD5 allows the migration of an MD5 key by using a key ID for each unique key.

By default, authentication is not enabled on an interface.
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IP subnets

OSPF enables the flexible configuration of IP subnets. Each distributed OSPF route has a destination
and a network mask. A network mask is a 32-bit number that indicates the range of IP addresses residing
on a single IP network/subnet. This specification displays network masks as hexadecimal numbers;

for example, the network mask for a class C IP network is displayed as 0xffffff00. Such a mask is often
displayed as 255.255.255.0.

Two different subnets with the same IP network number have different masks, called variable length
subnets. A packet is routed to the longest or most specific match. Host routes are considered to be
subnets whose masks are all ones (Oxffffffff).

Preconfiguration recommendations

The router ID must be available before configuring OSPF. The router ID is a 32-bit number assigned to
each router running OSPF. This number uniquely identifies the router within an AS. OSPF routers use the
router IDs of the neighbor routers to establish adjacencies. Neighbor IDs are learned when Hello packets
are received from the neighbor.

Before configuring OSPF command options, ensure that the router ID is configured using one of the
following methods. If you do not specify a router ID, then the last four bytes of the MAC address are used.

» Define the value using the following command.
configure router router-id

+ If the router ID is not specified in the configure router router-id context, define the system interface
and specify it for the router interface.

configure router interface

A system interface must have an IP address with a 32-bit subnet mask. The system interface is used as
the router identifier by higher-level protocols such as OSPF and IS-IS. The system interface is assigned
during the primary router configuration process when the interface is created in the logical IP interface
context.

Note: For the BGP protocol, you can use the following command to configure a BGP router ID for
/ use within BGP.

configure router bgp router-id

Multiple OSPF instances

The main RTM can create multiple instances of OSPF by extending the current creation of an instance. An
interface can only be a member of a single OSPF instance. When an interface is configured in one domain
and needs to be moved to another domain, the interface must first be removed from the old instance and
re-created in the new instance.
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3.1.11.1 Route export policies for OSPF

When configuring route policies, you can specify the source OSPF name or instance ID using the
command options in the following context:

+ MD-CLI
configure policy-options policy-statement entry from protocol
» classic CLI
configure router policy-options policy-statement entry from protocol

The following apply for the instance ID:

+ If aninstance ID is specified, only routes installed by that instance are picked up for announcement.
» If noinstance ID is specified, only routes installed by the base instance are announced.

+ If the all command option is specified, this announces routes installed by all instances of OSPF.

When announcing internal (intra/inter-area) OSPF routes from another process, the default type should

be type-1, and metric set to the route metric in RTM. For AS-external routes, by default the route type
(type-1/2) should be preserved in the originated LSA, and metric set to the route metric in RTM. By default,
the tag value should be preserved when an external OSPF route is announced by another process. All
these can be changed with explicit action statements.

Export policy should allow match criteria based on the OSPF route hierarchy (for example, only intra-area,
only inter-area, only external, only internal (intra/inter-area)). There must also be a possibility to filter based
on existing tag values.

3.1.11.2 Preventing route redistribution loops

The legacy method for preventing route redistribution loops was to assign a tag value to each OSPF
process and mark each external route originating within that domain with that value. However, because the
tag value must be preserved throughout different OSPF domains, this only catches loops that go back to
the originating domain, and not where looping occurs in a remote set of domains. To prevent this type of
loop, the route propagation information in the LSA must be accumulative. The following method has been
implemented:

+ The OSPF tag field in the AS-external LSAs is treated as a bit mask, instead of a scalar value. That is,
each bit in the tag value can be independently checked, set, or reset as part of the routing policy.

*  When a set of OSPF domains are provisioned in a network, each domain is assigned a specific bit
value in the 32-bit tag mask. When an external route is originated by an ASBR using an internal OSPF
route in a domain, a corresponding bit is set in the AS-external LSA. As the route gets redistributed from
one domain to another, more bits are set in the tag mask, each corresponding to the OSPF domain that
the route visited. Route redistribution looping is prevented by checking the corresponding bit as part of
the export policy; if the bit corresponding to the announcing OSPF process is already set, the route is
not exported there.

From the CLI perspective, this involves adding a set of from tag and action tag commands that allow
for bit operations.
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3.1.12 Multi-address support for OSPFv3

While OSPFv3 was originally designed to carry only IPv6 routing information, the protocol has been
extended to add support for other address families through work within the IETF (RFC 5838). These
extensions within SR OS allow separate OSPFv3 instances to be used for IPv6 or IPv4 routing information.

To configure an OSPFv3 instance to distribute IPv4 routing information, a specific OSPFv3 instance must
be configured using an instance ID within the range specified by the RFC. For unicast IPv4, the range is 64
to 95.

The following example shows a basic configuration for the OSPFv3 (ospf3) instance to carry IPv4 routing
information. When the instance is created, the OSPFv3 instance can be configured as needed for the
associated network areas, interfaces, and other protocol attributes as you would for OSPFv2.

Example: MD-CLI

[ex:/configure router "Base"]
A:admin@node-2# info
ospf3 64 {
admin-state enable
router-id 10.20.1.3
}

Example: classic CLI

A:node-2>config>router# info
ospf3 64 10.20.1.3
no shutdown
exit

3.1.13 IP Fast-Reroute for OSPF and IS-IS prefixes

The IP Fast-Reroute (IP FRR) feature supports the use of the Loop-Free Alternate (LFA) backup next-hop
to forward packets of IP prefixes when the primary next hop is not available. This allows a node to resume
forwarding IP packets to a destination prefix without waiting for the routing convergence.

When any of the following events occurs, IGP instructs in the fast path the IOM or the forwarding engine to
enable the LFA backup next hop.

* OSPF/IS-IS interface goes operationally down: physical or local admin shutdown.
» Timeout of a BFD session to a next hop when BFD is enabled on the OSPF/IS-IS interface.

IP FRR is supported on IPv4 and IPv6 OSPF/IS-IS prefixes forwarded in the base router instance to a
network IP interface or to an IES SAP interface or spoke interface. It is also supported for VPRN VPN-IPv4
OSPF prefixes and VPN-IPv6 OSPF prefixes forwarded to a VPRN SAP interface or spoke interface.

IP FRR also provides a LFA backup next hop for the destination prefix of a GRE tunnel used in an SDP or
in VPRN auto-bind.

The LFA next hop precomputation by IGP is described in RFC 5286 Basic Specification for IP Fast
Reroute: Loop-Free Alternates.
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3.1.13.1 IP FRR configuration

First, the user enables LFA computation by SPF under the OSPF (or I1S-IS) routing protocol instance level
using the following commands:
+ MD-CLI

configure router ospf loopfree-alternate
» classic CLI

configure router ospf loopfree-alternates
The preceding commands instruct the IGP SPF to attempt to precompute both a primary next hop and an
LFA next hop for every learned prefix. When found, the LFA next hop is populated into the RTM along with
the primary next hop for the prefix.
After enabling LFA computation, the user enables IP FRR using the following commands to cause RTM
to download to the IOM or the forwarding engine an LFA next hop, when found by SPF, in addition to the
primary next hop for each prefix in the FIB.
+ MD-CLI

configure routing-options ip-fast-reroute
» classic CLI

configure router ip-fast-reroute

3.1.13.1.1 Reducing the scope of the LFA SPF computation
To reduce the LFA SPF calculation where it is not needed, use the following command to instruct IGP to
not include all interfaces participating in a specific OSPF area (or IS-IS level) in the SPF LFA computation.
configure router ospf area loopfree-alternate-exclude

Exclude a specific IP interface from the LFA SPF computation by OSPF (or IS-IS) using the following
command:
+ MD-CLI

configure router ospf area interface loopfree-alternate exclude
» classic CLI

configure router ospf area interface loopfree-alternate-exclude
When an interface is excluded from the LFA SPF in IS-IS, it is excluded in both level 1 and level 2. When
an interface is excluded from the LFA SPF in OSPF, it is excluded in all areas. However, the preceding
OSPF command can only be executed under the area in which the specified interface is primary; when
enabled, the interface is excluded in that area and in all other areas where the interface is secondary. If the
user attempts to apply it to an area where the interface is secondary, the command fails.
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You can also use the following commands to configure the loopfree-alternate exclude option for an OSPF
instance within a VPRN service:

+ MD-CLI

configure service vprn ospf area loopfree-alternate-exclude
configure service vprn ospf area interface loopfree-alternate exclude

» classic CLI

configure service vprn ospf area loopfree-alternate-exclude
configure service vprn ospf area interface loopfree-alternate-exclude

3.1.13.2 ECMP considerations
When the SPF calculates more than one primary next hop for a prefix, it does not program an LFA next
hop.
IP prefixes resolve to the multiple primary next hops, providing the required protection.

3.1.13.3 IP FRR and RSVP shortcut
When both IP FRR and RSVP shortcut (IGP shortcut) and LFA are enabled in I1S-IS or OSPF, and IP FRR
is also enabled, the following additional IP FRR are supported.
+ A prefix that is resolved to a direct primary next hop can be backed up by a tunneled LFA next hop.
» A prefix that is resolved to a tunneled primary next hop does not have an LFA next hop. It relies on

RSVP FRR for protection.

The LFA SPF is extended to use IGP shortcuts as LFA next hops as described in OSPF and IS-IS support
for LFA calculation.

3.1.13.4 IP FRR and BGP next-hop resolution
The LFA backup next-hop can protect the primary next-hop to reach a prefix advertised by a BGP
neighbor. The BGP next-hop remains up when the FIB switches from the primary IGP next-hop to the LFA
IGP next-hop.

3.1.13.5 OSPF and IS-IS support for LFA calculation
SPF computation in I1S-IS and OSPF is enhanced to compute LFA alternate routes for each learned prefix
and populate it in RTM.
The following figure shows a simple network topology with point-to-point (P2P) interfaces and highlights
three routes to reach router R5 from router R1.
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Figure 8: Example topology with primary and LFA routes
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The primary route is via R3. The LFA route via R2 has two equal cost paths to reach R5. The path by way
of R3 protects against failure of link R1-R3. R1 computes this route by checking that the cost for R2 to
reach R5 by way of R3 is lower than the cost by way of routes R1 and R3. This condition is referred to as
the Loop-free Criterion (LFC).

The path by way of R2 and R4 can be used to protect against the failure of router R3. However, with

the link R2-R3 metric set to 5, R2 sees the same cost to forward a packet to R5 by way of R3 and R4.
Therefore, R1 cannot guarantee that enabling the LFA next-hop R2 protects against R3 node failure. This
means that the LFA next-hop R2 provides link protection only for prefix R5. If the metric of link R2-R3 is
changed to 8, the LFA next-hop R2 provides node protection because a packet to R5 always goes over R4.
That is, it is required that R2 become loop-free with respect to both the source node R1 and the protected
node R3.

The following figure shows an example where the primary next hop uses a broadcast interface.
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Figure 9: Example topology with broadcast interfaces
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For the next-hop R2 to be a link-protect LFA for route R5 from R1, it must be loop-free with respect to the
R1-R3 link Pseudo-Node (PN). However, because R2 also has a link to that PN, its cost to reach R5 by
way of the PN or router R4 is the same. Therefore, R1 cannot guarantee that enabling the LFA next-hop
R2 protects against a failure impacting link R1-PN, because this may cause the entire subnet represented
by the PN to go down. If the metric of link R2-PN is changed to 8, R2 next-hop is an LFA providing link
protection.

The following are the detailed equations for this criterion, as described in RFC 5286, Basic Specification for
IP Fast Reroute: Loop-Free Alternates:

* Rule1
Link-protect LFA backup next-hop (primary next hop R1-R3 is a P2P interface):
Distance_opt(R2, R5) < Distance_opt(R2, R1) + Distance_opt(R1, R5)
Distance_opt(R2, R5) >= Distance_opt(R2, R3) + Distance_opt(R3, R5)

* Rule 2
Node-protect LFA backup next-hop (primary next-hop R1-R3 is a P2P interface):
Distance_opt(R2, R5) < Distance_opt(R2, R1) + Distance_opt(R1, R5)
Distance_opt(R2, R5) < Distance_opt(R2, R3) + Distance_opt(R3, R5)

* Rule3
Link-protect LFA backup next-hop (primary next-hop R1-R3 is a broadcast interface):
Distance_opt(R2, R5) < Distance_opt(R2, R1) + Distance_opt(R1, R5)

Distance_opt(R2, R5) < Distance_opt(R2, PN) + Distance_opt(PN, R5), where PN stands for the R1-R3
link PN.
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For a P2P interface, if SPF finds multiple LFA next-hops for a specified primary next-hop, it uses the
following selection algorithm.

1. SPF picks the node-protect type in favor of the link-protect type.
2. If there is more than one LFA next-hop within the selected type, SPF picks one based on the least cost.

3. If more than one LFA next-hop with the same cost results from step 2, SPF selects the first one. This is
not a deterministic selection and varies following each SPF calculation.

For a broadcast interface, a node-protect LFA is not necessarily a link-protect LFA if the path to the LFA
next-hop goes over the same PN as the primary next-hop. Similarly, a link-protect LFA may not guarantee
link protection if it goes over the same PN as the primary next-hop. The selection algorithm when SPF
finds multiple LFA next-hops for a specified primary next-hop is modified as follows.

1. The algorithm splits the LFA next-hops into two sets.
+ The first set consists of LFA next-hops that do not go over the PN used by the primary next-hop.
+ The second set consists of LFA next-hops that go over the PN used by the primary next-hop.

2. If there is more than one LFA next-hop in the first set, SPF picks the node-protect type in favor of the
link-protect type.

3. If there is more than one LFA next-hop within the selected type, SPF picks one based on the least cost.

4. If more than one LFA next-hop with equal cost results from step 3, SPF selects the first one from the
remaining set. This is not a deterministic selection and varies following each SPF calculation.

5. If no LFA next-hop results from step D, SPF reruns steps 2 through 4 using the second set.

This algorithm is more flexible than strictly applying the preceding Rule 3; that is, the link-protect rule in the

presence of a PN and specified in RFC 5286. A node-protect LFA that does not avoid the PN, that is, does

not guarantee link protection, can still be selected as a last resort. Similarly, a link-protect LFA that does not
avoid the PN can still be selected as a last resort.

Both the computed primary next-hop and LFA next-hop for a specified prefix are programmed into RTM.

3.1.13.5.1 Loop-free alternate calculation in the presence of IGP shortcuts

To expand the coverage of the LFA backup protection in a network, RSVP LSP based IGP shortcuts can

be placed selectively in parts of the network and be used as an LFA backup next hop.

When IGP shortcut is enabled in IS-IS or OSPF on a specified node, all RSVP LSP originating on this node

and with a destination address matching the router-id of any other node in the network are included in the

main SPF by default.

To limit the time it takes to compute the LFA SPF, explicitly enable the use of an IGP shortcut as LFA

backup next hop using one of the command options for the following command.

configure router mpls igp-shortcut

The following are LFA options for the IGP shortcut:

» The Ifa-protect command option allows an LSP to be included in both the main SPF and the LFA SPFs.
For a specified prefix, the LSP can be used either as a primary next hop or as an LFA next hop but not
both. If the main SPF computation selected a tunneled primary next hop for a prefix, the LFA SPF does
not select an LFA next hop for this prefix and the protection of this prefix relies on the RSVP LSP FRR
protection. If the main SPF computation selected a direct primary next hop, the LFA SPF selects an LFA
next hop for this prefix but prefers a direct LFA next hop over a tunneled LFA next hop.
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3.1.13.5.2

The Ifa-only command option allows an LSP to be included in the LFA SPFs only such that the
introduction of IGP shortcuts does not impact the main SPF decision. For a specified prefix, the main
SPF always selects a direct primary next hop. The LFA SPF selects a an LFA next hop for this prefix but
prefers a direct LFA next hop over a tunneled LFA next hop.

With the selection algorithm when SPF finds multiple LFA next hops for a specified primary next hop is
modified as follows.

1.

The algorithm splits the LFA next hops into two sets:
» The first set consists of direct LFA next hops.

+ The second set consists of tunneled LFA next hops. After excluding the LSPs which use the same
outgoing interface as the primary next hop.

2. The algorithms continues with first set if not empty, otherwise it continues with second set.

3. If the second set is used, the algorithm selects the tunneled LFA next hop which endpoint corresponds

to the node advertising the prefix.

* If more than one tunneled next hop exists, it selects the one with the lowest LSP metric.

 If still more than one tunneled next hop exists, it selects the one with the lowest tunnel-id.

» If none is available, it continues with rest of the tunneled LFAs in second set.

Within the selected set, the algorithm splits the LFA next hops into two sets:

+ The first set consists of LFA next hops which do not go over the PN used by primary next hop.
+ The second set consists of LFA next hops which go over the PN used by the primary next hop.

If there is more than one LFA next hop in the selected set, it picks the node-protect type in favor of the
link-protect type.

If there is more than one LFA next hop within the selected type, it picks one based on the least total cost
for the prefix. For a tunneled next hop, it means the LSP metric plus the cost of the LSP endpoint to the
destination of the prefix.

If there is more than one LFA next hop within the selected type (ecmp-case) in the first set, it selects
the first direct next hop from the remaining set. This is not a deterministic selection and varies following
each SPF calculation.

If there is more than one LFA next hop within the selected type (ecmp-case) in the second set, it picks
the tunneled next hop with the lowest cost from the endpoint of the LSP to the destination prefix. If there
remains more than one, it picks the tunneled next hop with the lowest tunnel-id.

LFA calculation for inter-area and inter-level prefixes

When SPF resolves OSPF inter-area prefixes or IS-IS inter-level prefixes, it computes an LFA backup next
hop to the same exit area or border router as used by the primary next hop.
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3.1.13.6 Multi-homed prefix LFA extensions in OSPF

3.1.13.6.1 Feature configuration

The multihomed prefix (MHP) LFA feature for IP FRR of OSPF routes and for SR-OSPF FRR is enabled
using the commands in the following context:

« MDCLI

configure router ospf loop-free-alternate multi-homed-prefix
» classic CLI

configure router ospf loop-free-alternates multi-homed-prefix

When applied to IP prefixes, IP FRR must also be enabled using the following command, which allows the
programming of the backup paths in the FIB:

« MDCLI

configure routing-options ip-fast-reroute
» classic CLI

configure router ip-fast-reroute

This feature makes use of the multihomed prefix model described in RFC 8518 to compute a backup IP
next hop via an alternate ABR or ASBR for external prefixes and to an alternate router owner for local
anycast prefixes.

The base LFA algorithm is applied to all intra-area and external IP prefixes (IP FRR) and SR-OSPF node
SID tunnels (SR-OSPF FRR), as usual. Then the MHP LFA is applied to improve the protection coverage
for external prefixes and anycast prefixes. For external /32 prefixes and intra-area local /32 prefixes

with multiple owner routers (anycast prefixes), the base LFA backup path, if found, is preferred over the
MHP LFA backup in the default behavior with the preference command set to none. You can force the
programming of the MHP LFA backup by setting the preference command value to all. The algorithm
details are described in RFC 8518 MHP LFA for OSPF.

After the IP next-hop based MHP LFA is enabled, the extensions to MHP LFA to compute an SR-TE repair
tunnel for an SR-OSPF tunnel are automatically enabled when the following CLI command is configured to
enable Topology-Independent Loop-Free Alternate (TI-LFA) or Remote Loop-Free Alternate (RLFA). The
algorithm details are described in 7705 SAR Gen 2 Segment Routing and PCE User Guide, section "LFA
solution across IGP area or instance boundary using SR repair tunnel for SR OSPF". The computation
reuses the SID list of the primary path or the TI-LFA or RLFA backup path of the alternate ABR, ASBR, or
alternate owner router.

+ MDCLI

configure router ospf loopfree-alternate remote-1fa
configure router ospf loopfree-alternate ti-lfa

« classic CLI

configure router ospf loopfree-alternates remote-1fa
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configure router ospf loopfree-alternates ti-1fa

TI-LFA, base LFA and RLFA (if enabled) are applied to the SR-OSPF tunnels of all intra-area and
external /32 prefixes as usual. For node SID SR-OSPF tunnels of external /32 prefixes or intra-area /32
anycast prefixes, the LFA, Tl LFA, or RFLA backup path is preferred over the MHP LFA backup path

in the default behavior with the preference command set to a value of none. The user can force the
programming of the MHP LFA backup by setting the preference command value to all.

The MHP backup path protects SR-OSPF tunnels in both algorithm 0 and flexible-algorithm numbers. It
also extends the protection to any SR-TE LSP or SR policy that uses an SR-OSPF SID of those same
prefixes in its configured or computed SID list.

3.1.13.6.2 Feature applicability
The multi-homed-prefix command enables the feature but its applicability depends on the LFA flavor
enabled in the OSPF instance. The following scenarios are possible.
» Enable multihomed prefix and loop-free alternate.
The IP next-hop based MHP LFA feature enhances base LFA only; it applies to IP FRR (when ip-fast-
reroute is also enabled) and to SR-OSPF tunnels.
» Enable multihomed prefix and loop-free alternate with remote LFA or Tl LFA or both.
The enabling of RLFA, TI-LFA, or both on top of the MHP LFA automatically enables the SR OS specific
extensions to the IP next-hop backup algorithm in RFC 8518. This enhancement improves coverage
because it computes SR-TE backup repair tunnel to an alternate ASBR as a means to force the packet
to go to the alternate ASBR because the RFC 8518 MHP LFA may not find a loop-free path to this
alternate ASBR.
3.1.13.6.3 RFC 8518 MHP LFA for OSPF
This feature uses the multi-homed prefix model described in RFC 8518 to compute a backup IP next hop
using an alternate ABR or ASBR for external prefixes and to an alternate router owner for local anycast
prefixes.
Note that the scope of the algorithm defined in RFC 8518 is limited to computed backup paths that consist
of direct IP next hops and tunneled next hops (IGP shortcuts).
The SR OS implementation also extends the algorithm in RFC 8518 with computing the backup path to an
alternate inter-area ASBR. The computed backup paths are added to OSPF routes of external /32 prefixes
(OSPFV2 route types 3, 4, 5, and 7) and intra-area /32 anycast prefixes in the RTM if the prefixes are not
protected by the base LFA or if the user has set the preference command value to all. The user must
enable the ip-fast-reroute command to program these backup paths into the FIB in the data path.
The computed backup path is also programmed for SR-OSPF node SID tunnels of external /32 prefixes
and of local /32 anycast prefixes in both algorithm 0 and flexible-algorithm numbers. The backup path,
therefore, also extends the protection to any SR-TE LSP or SR policy that uses an SR-OSPF SID of those
same prefixes in its configured or computed SID list.
The following figure shows the application of MHP LFA to IP FRR.
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Figure 10: Application of MHP LFA to IP FRR
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RFC 8518 creates a specific topology for each external prefix by modeling it as a multi-homed node to
the Points of Attachment (POi nodes). POi can be an ASBR node for an external prefix or an owner router
in the case of an intra-area anycast prefix. The SR OS implementation supports prefixes redistributed by
an ABR or ASBR (OSPFv2 route types 3, 5, and 7) and also extends feature support to inter-area ASBR
(external routes resolved recursively to OSPFv2 route types 4).

In the topology shown in the preceding figure, prefix P has a dotted link with a metric of 5 to ABR or ASBR
node POyt that summarizes the path in the remote OSPF area or instance to the best ABR or ASBR.
Node POyest is ABR or ASBR that lies in the shortest path from the computing node S to the destination
prefix P .

Prefix P also has a dotted line to ABR or ASBR POi that summarizes the path to an alternate ABR or
ASBR with a cost of 3. Node POi propagates prefix P to the local area or instance of computing node S
because its shortest path to P is in the remote area or instance, but POi does not lie in the shortest path to
P from the point of view of node S.

Node S computes and finds a MHP LFA backup path for an external prefix P using neighbor N and which
uses ABR or ASBR POQi to exit the local area or instance, or which uses an alternate owner router for a
intra-area anycast prefix, if the following rules are satisfied:

» Protection of Link S-E (1)
D_opt(N,POi) + Cost(POi ,P) < D_opt(N,S) + D_opt(S,POpest) + Cost(POpest ,P)

- Protection of Link E (2)
D_opt(N,POi) + Cost(POi ,P) < D_opt(N,E) + D_opt(E,POpest) + Cost(POpest ,P)

Where, D_opt(X,Y) is the distance on the shortest path from node X to node Y and Cost (X,P) is the
external cost to reach prefix P from advertising router X.

The MHP LFA calculation applies to the backup next hop of external OSPFv2 /32 prefixes, propagated
across an area or instance boundary, and resolved in RTM when IP FRR is enabled in that OSPFv2
instance. The calculation also applies to /32 prefixes in the same area as the computing node S that are
advertised by multiple routers (anycast prefixes).

OSPFv2 runs concurrently the base LFA and the MHP LFA computations.
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3.1.13.6.4

3.1.13.6.5
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When the alternate ASBR or ABR node POi receives the packet, it always forwards it to the adjacent area
but the path to prefix P in that area may use node POyest. When POy fails, node S has a non-working
backup path, which blackholes packets if activated during that same time until IGP converges. That is,
unless the neighbor node of PObest in the adjacent area installed a node protect LFA path to reach P.

However, if node Z computed a multi-homed backup path for prefix P using an alternate ABR or ASBR
POi and that path traverses PO, in the adjacent area, a failure of POyst immediately causes a traffic
blackhole. This is because node Z has information that the backup path it activated failed after IGP
converged in the adjacent area and POi updated the local area.

Enhancement to RFC 8518 algorithm for backup path overlap with path to PO, in
the local area

The RFC 8518 inequalities in the preceding section for computing a backup path using an alternate ASBR
or ABR node POi can in some topologies result in a path that may still traverse the best ASBR or ABR
node POyt in the local area.

The SR OS implementation enhances the node S computation of the backup path by applying the following
additional inequality to detect that situation:

D_opt(N,PQi)+ Cost(POi,P) < D_opt(N,POpest)+ Cost(POpest,P)

Node S prefers a path using a POi node which satisfies this inequality. If there is no such POi node, and in
the case of an external prefix or an anycast SID prefix of a SR-OSPF tunnel, node S attempts to compute a
SR repair tunnel following the enhancement to this feature described in 7705 SAR Gen 2 Segment Routing
and PCE User Guide, section "LFA solution across IGP area or instance boundary using SR repair tunnel
for SR OSPF".

An example topology in which an SR repair tunnel is preferred over the overlapping IP next-hop based
backup path is provided in 7705 SAR Gen 2 Segment Routing and PCE User Guide, section "Example
application of MH prefix LFA with repair tunnel".

In all cases, the backup path using the POi node which does not satisfy this inequality is programmed as a
last resort.

Interaction with LFA policy

When an LFA policy is enabled on an interface, it applies to the backup path computation of all prefixes,
intra-area and external, and to each base LFA, TI-LFA, RLFA and the MHP LFA path computations.

The following figure shows the application of LFA policy in the calculation of a MHP LFA backup path. In
this example, the topology shows inter-area ASBR nodes that are advertising external prefix P.
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Figure 11: Application of LFA policy to MHP calculation
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Each ASBR advertises within Area 2 a route type 5 with the cost to reach prefix P, which is propagated by
ABR1 and ABR2 into Area 1. This also triggers ABR1 and ABR2 to advertise into Area1 a route type 4 for
each of the prefixes of ASBR1 and ASBR2.

Node S resolves prefix P by recursively with best path of cost 45 using ABR2 or ASBR2 and link SE2.
Base LFA finds a link-protect backup path of cost 60 using ABR2 or ASBR2 and link SE1.

When an LFA policy is applied to link SE2 to exclude its SRLG in the backup path computation, the backup
path using link SE2 is excluded. Furthermore, ABR1 and ABR2 do not have a link in local Area 1 and,
therefore, no path exists using ABR1 to ABR2 exit router in Area 1. As a result, prefix P remains without
protection.

Next, the MHP LFA in node S is enabled. Now S can use the backup path of cost 102 using alternate exit
ABR1 to reach ASBR1 and link SA2. This MHP LFA backup path satisfies the SRLG constraint.

LFA SPF policies

An LFA Shortest Path First (LFA SPF) policy allows the user to apply specific criteria, such as admin group
and Shared Risk Loss Group (SRLG) constraints, to the selection of an LFA backup next-hop for a subset
of prefixes that resolve to a specific primary next-hop. The feature introduces the concept of route next-hop
template to influence LFA backup next-hop selection.
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3.2.1 Configuring a route next hop policy template

The LFA SPF policy consists of applying a route next hop policy template to a set of prefixes.

Use the commands in the following context to create a route next hop policy template under the global
router context:

+ MD-CLI

configure routing-options route-next-hop-policy template
» classic CLI

configure router route-next-hop-policy template

A policy template can be used in both 1S-IS and OSPF to apply the specific criteria described in the next
sub-sections to prefixes protected by LFA. Each instance of IS-IS or OSPF can apply the same policy
template to one or more prefix lists and to one or more interfaces.

» To create a template, enter the name of the new template directly under route-next-hop-policy context.
+ To delete a template that is not in use, disable the template using the following command:
— MD-CLI

route-next-hop-policy delete
— classic CLI
no route-next-hop-policy

For the classic CLI, the commands within the route next hop policy use the begin-commit-abort
model introduced with BFD templates. Enter the editing mode to configure or modify a policy by
executing the begin command under route-next-hop-policy context. You can edit and change

any number of route next hop policy templates. However, the parameter value can still be stored
temporarily in the template module until the commit is executed under the route-next-hop-policy
context. Any temporary parameter changes are lost if the user enters the abort command before the
commit command.

For the classic CLI, you can create or delete a template instantly when in the editing mode without
the need to enter the commit command. Furthermore, the abort command if entered has no effect
on the prior deletion or creation of a template.

For the classic CLI, after the commit command is issued, OSPF re-evaluates the templates and
if there are any net changes, it schedules a new LFA SPF to re-compute the LFA next hop for the
prefixes associated with these templates.

3.2.1.1 Configuring affinity or admin group constraints

Administrative groups (admin groups), also known as affinity, are used to tag IP interfaces which share a
specific characteristic with the same identifier. For example, an admin group identifier could represent all
links which connect to core routers, or all links which have bandwidth higher than 10G, or all links which
are dedicated to a specific service.
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Use the following command to configure locally the admin group name on each router.
configure router interface if-attribute admin-group

A maximum of 32 admin groups can be configured per system.

Next use the following commands to configure the admin group membership of the IP interfaces used in
LFA. You can apply admin groups to IES, VPRN, or network IP interface. You can configure a maximum of
five groups for each of the IES, VPRN or network IP interfaces.

configure router interface if-attribute admin-group
configure service ies interface if-attribute admin-group
configure service vprn interface if-attribute admin-group

The user can add as many admin groups as configured to a specified IP interface. The same above
command can be applied multiple times.

Note: The configured admin-group membership is applied in all levels/areas in which the
interface is participating. The same interface cannot have different memberships in different
levels/areas.

You can delete specific admin groups under the interface or delete all memberships:

+ MD-CLI
The delete command with the admin-group interface under the interface deletes one or more of the
admin-group memberships of the interface. It deletes all memberships if you do not specify a group
name.

» classic CLI
The no form of the admin-group command under the interface deletes one or more of the admin-group
memberships of the interface. It deletes all memberships if no group name is specified.

Use the following commands to add the admin group constraints into the route next hop policy template
and specify the preference order number for the included group option:

+ MD-CLI

configure routing-options route-next-hop-policy template include-group preference pref-
number
configure routing-options route-next-hop-policy template exclude-group preference

« classic CLI

configure router route-next-hop-policy template include-group [pref pref-number]
configure router route-next-hop-policy template exclude-group

Each group is entered individually. The include-group statement instructs the LFA SPF selection algorithm
to pick up a subset of LFA next hops among the links which belong to one or more of the specified admin
groups. A link which does not belong to at least one of the admin-groups is excluded. However, a link can
still be selected if it belongs to one of the groups in a include-group statement but also belongs to other
groups which are not part of any include-group statement in the route next hop policy.

The option to specify a preference provides a relative preference for the admin group to select. A lower
preference value means that LFA SPF first attempts to select a LFA backup next hop which is a member
of the corresponding admin group. If none is found, then the admin group with the next higher preference
value is evaluated. If no preference is configured for a specified admin group name, then it is supposed to
be the least preferred (for example, numerically the highest preference value).
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When evaluating multiple include-group statements within the same preference, any link which belongs
to one or more of the included admin groups can be selected as an LFA next hop. There is no relative
preference based on how many of those included admin groups the link is a member of.

The exclude-group statement simply prunes all links belonging to the specified admin group before
making the LFA backup next hop selection for a prefix.

If the same group name is part of both include and exclude statements, the exclude statement wins. It
other words, the exclude statement can be viewed as having an implicit preference value of 0.

Note: The admin-group criterion is applied before running the LFA next hop selection algorithm.

3.2.1.2 Configuring SRLG group constraints

Shared Risk Loss Group (SRLG) is used to tag IP interfaces which share a specific fate with the same
identifier. For example, an SRLG group identifier could represent all links which use separate fibers but are
carried in the same fiber conduit. If the conduit is accidentally cut, all the fiber links are cut which means all
IP interfaces using these fiber links fail. The user can enable the SRLG constraint to select a LFA next hop
for a prefix which avoids all interfaces that share fate with the primary next.

Use the command options in the following context to configure each SRLG group locally on each router:
+ MD-CLI

configure routing-options if-attribute srlg-group
» classic CLI
configure router if-attribute srlg-group

Configure a maximum of 1024 SRLGs per system.

Next use the following commands to configure the admin group membership of the IP interfaces used in
LFA. You can apply SRLG groups to IES, VPRN, or network IP interfaces.

configure router interface if-attribute srlg-group
configure service ies interface if-attribute srlg-group
configure service vprn interface if-attribute srlg-group

Add as many admin groups as configured to a specified IP

Add a maximum of 64 SRLG groups to a specified IP interface. The same above command can be applied
multiple times.

Note: The configured SRLG membership is applied in all levels/areas in which the interface is
/ participating. The same interface cannot have different memberships in different levels/areas.

You can delete specific SRLG groups under the interface or delete all memberships:

+ MD-CLI
The delete command with the SRLG-group interface under the interface deletes one or more of the
SRLG-group memberships of the interface. It deletes all memberships if you do not specify a group
name.

» classic CLI
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The no form of the srlg-group command under the interface deletes one or more of the admin-group
memberships of the interface. It deletes all memberships if no group name is specified.

Finally, use the following command to add the SRLG constraint into the route next hop policy template.
+ MD-CLI

configure routing-options route-next-hop-policy template srlg
» classic CLI
configure router route-next-hop-policy template srlg-enable

When this command is applied to a prefix, the LFA SPF selects a LFA next hop, among the computed
ones, which uses an outgoing interface that does not participate in any of the SRLGs of the outgoing
interface used by the primary next hop.

Note: The SRLG and admin-group criteria are applied before running the LFA next hop selection
4 algorithm.

3.2.1.3 Interaction of IP and MPLS admin group and SRLG
The LFA SPF policy feature generalizes the use of admin-group and SRLG to other types of interfaces.
To that end, it is important that the IP admin groups and SRLGs be compatible with the ones already
supported in MPLS. The following rules are implemented.
» Perform the binding of an MPLS interface to a group, that is, configure membership of an MPLS
interface in a group under the following context.
configure router mpls interface
» Perform the binding of a local or remote MPLS interface to an SRLG in the SRLG database under the
following context.
configure router mpls srlg-database
» Perform the binding of an IS-IS/OSPF interface to a group in the following router or services contexts, to
be used by IS-IS or OSPF in route next hop policies.
configure router interface if-attribute
configure service vprn interface if-attribute
configure service ies interface if-attribute
* Only the admin groups and SRLGs bound to an MPLS interface context or the SRLG database context
are advertised in TE link TLVs and sub-TLVs when the traffic-engineering command option is enabled
in IS-IS or OSPF. IES and VPRN interfaces do not have their attributes advertised in TE TLVs.
3.2.1.4 Configuring protection type and next-hop type preferences
You can select if link protection or node protection is preferred in the selection of a LFA next hop for all IP
prefixes and LDP FEC prefixes to which a route next hop policy template is applied. The default in SR OS
implementation is node protection. The implementation falls back to the other type if no LFA next hop of the
preferred type is found.
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You can also select if tunnel backup next hop or IP backup next hop is preferred. The default in SR OS
implementation is to prefer IP next hop over tunnel next hop. The implementation falls back to the other
type if no LFA next hop of the preferred type is found.

The following options are added into the route next hop policy template:
+ MD-CLI

configure routing-options route-next-hop-policy template nh-type
configure routing-options route-next-hop-policy template protection-type

» classic CLI

configure router route-nh-template template nh-type
configure router route-nh-template template protection-type

When the route next-hop policy template is applied to an IP interface, all prefixes using this interface as a
primary next hop follows the protection type and next hop type preference specified in the template.

Application of route next hop policy template to an interface

After you configure the route next hop policy template with the required policies, use the following
commands to apply it to all OSPF (or I1S-IS) prefixes whose primary next hop uses a specific interface
name.

+ MD-CLI

configure router ospf area interface loopfree-alternate policy-map route-nh-template
configure router ospf3 area interface loopfree-alternate policy-map route-nh-template
configure service vprn ospf area interface loopfree-alternate policy-map route-nh-template
configure service vprn ospf3 area interface loopfree-alternate policy-map route-nh-template
configure router isis interface loopfree-alternate policy-map route-nh-template

configure service vprn isis interface loopfree-alternate policy-map route-nh-template

» classic CLI

configure router ospf area interface lfa-policy-map route-nh-template
configure router ospf3 area interface lfa-policy-map route-nh-template
configure service vprn ospf area interface lfa-policy-map route-nh-template
configure service vprn ospf3 area interface lfa-policy-map route-nh-template
configure router isis interface lfa-policy-map route-nh-template

configure service vprn isis interface lfa-policy-map route-nh-template

When a route next hop policy template is applied to an interface in I1S-1S, it is applied in both level 1 and
level 2. When a route next hop policy template is applied to an interface in OSPF, it is applied in all areas.
However, the above CLI command in an OSPF interface context can only be executed under the area

in which the specified interface is primary and then applied in that area and in all other areas where the
interface is secondary. If the user attempts to apply it to an area where the interface is secondary, the
command fails.

If the user excluded the interface from LFA using the command loopfree-alternate-exclude, the LFA
policy if applied to the interface has no effect.

Finally, if the user applied a route next hop policy template to a loopback interface or to the system
interface, the command is not rejected but it results in no action taken.
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3.2.3 Excluding interfaces and prefixes from LFA SPF

You can use the loop-free alternate exclude command to exclude an interface in OSPF or in an OSPF
area (or in IS-IS or an IS-IS level) from the LFA SPF. You can also exclude prefixes from a prefix policy
that matches on prefixes or on IS-IS tags, for the router or VPRN service. You can exclude up to five prefix
policies.

+ MD-CLI

configure router isis interface loopfree-alternate exclude

configure router ospf area interface loopfree-alternate exclude
configure router ospf loopfree-alternate exclude

configure router ospf loopfree-alternate exclude prefix-policy
configure router ospf3 area interface loopfree-alternate exclude
configure router ospf3 loopfree-alternate exclude

configure router ospf3 loopfree-alternate exclude prefix-policy
configure service vprn ospf area interface loopfree-alternate exclude
configure service vprn ospf loopfree-alternate exclude

configure service vprn ospf loopfree-alternate exclude prefix-policy
configure service vprn ospf3 area interface loopfree-alternate exclude
configure service vprn ospf3 loopfree-alternate exclude

configure service vprn ospf3 loopfree-alternate exclude prefix-policy
configure router isis loopfree-alternate exclude

configure router isis loopfree-alternate exclude prefix-policy
configure service vprn isis interface loopfree-alternate exclude
configure service vprn isis loopfree-alternate exclude

configure service vprn isis loopfree-alternate exclude prefix-policy

« classic CLI

configure router ospf loopfree-alternates exclude prefix-policy
configure router ospf3 loopfree-alternates exclude prefix-policy
configure router ospf loopfree-alternate-exclude

configure router ospf3 loopfree-alternate-exclude

configure router ospf area loopfree-alternate-exclude

configure router ospf3 area loopfree-alternate-exclude

configure router ospf area interface loopfree-alternate-exclude
configure router ospf3 area interface loopfree-alternate-exclude
configure service vprn ospf3 loopfree-alternates exclude prefix-policy
configure service vprn ospf loopfree-alternates exclude prefix-policy
configure service vprn ospf area interface loopfree-alternate-exclude
configure service vprn ospf3 area interface loopfree-alternate-exclude
configure service vprn ospf3 area loopfree-alternate-exclude

configure service vprn ospf area loopfree-alternate-exclude

configure service vprn isis level loopfree-alternate-exclude

configure router isis interface loopfree-alternate-exclude

configure service vprn isis interface loopfree-alternate-exclude
configure router isis level loopfree-alternate-exclude

configure router isis loopfree-alternates exclude prefix-policy
configure service vprn isis loopfree-alternates exclude prefix-policy

The prefix policy is configured as in existing SR OS implementation. If you enable IS-IS prefix prioritization
based on tag, it also applies to SPF LFA. If a prefix is excluded from LFA, it is not included in LFA
calculation regardless of its priority. However, the prefix tag can be used in the main SPF.

Note: Prefix tags are not defined for the OSPF protocol.
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If an action is not explicitly specified for the prefix policy, the default action of the loop-free alternate
excluded command, is “reject”. Consequently, regardless of whether you explicitly add a statement
“default-action reject” to the prefix policy, a prefix that does not match any entry in the policy is accepted
into the LFA SPF.

Example: MD-CLI

[ex:/configure policy-options]
A:admin@node-2# info
prefix-list "prefix-list-1" {
prefix 62.225.16.0/24 type exact {

}
}
policy-statement "prefix-policy-1" {
entry 10 {
from {
prefix-list ["prefix-list-1"]
}
action {
action-type accept
}
b
default-action {
action-type reject
}
}

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info

iéépfree-alternate
exclude {
prefix-policy "prefix-policy-1"
}

Example: classic CLI

When configuring policy options, use the begin command to start an editing session. To abort or
save the session, use the abort or commit command.

A:node-2>config>router>policy-options# info

prefix-list "prefix-list-1"
prefix 62.225.16.0/24 exact

exit
policy-statement "prefix-policy-1"
entry 10
from
prefix-list "prefix-list-1"
exit
action accept
exit
exit
default-action reject
exit
exit

A:node-2>config>router>ospf>1fa>exclude# info
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loopfree-alternates
exclude
prefix-policy "prefix-policy-1"
exit
exit

3.2.4 Modification to LFA next hop selection algorithm

This feature modifies the LFA next-hop selection algorithm. The SRLG and admin-group criteria are
applied before running the LFA next-hop selection algorithm. In other words, links that do not include one
or more of the admin-groups in the include-group statements and links which belong to admin-groups that
have been explicitly excluded using an exclude-group statement, and the links which belong to the SRLGs
used by the primary next hop of a prefix are first pruned.

This pruning applies only to IP next hops. Tunnel next hops can have the admin-group or SRLG constraint
applied to them under MPLS. For example, if a tunnel next hop is using an outgoing interface that belongs
to a specific SRLG ID, enable the following command to ensure the RSVP LSP FRR backup LSP does not
use an outgoing interface with the same SRLG ID.

configure router mpls srlg-frr

A prefix that is resolved to a tunnel next hop is protected by the RSVP FRR mechanism and not by the
IP FRR mechanism. Similarly, you can include or exclude admin-groups for the RSVP LSP and its FRR
bypass backup LSP in MPLS context. The admin-group constraints can, however, be applied to the
selection of the outgoing interface of both the LSP primary path and its FRR bypass backup path.

The following is the modified LFA selection algorithm which is applied to prefixes resolving to a primary
next hop which uses a specific route next hop policy template.

» Split the LFA next hops into two sets:
— |IP or direct next hops

— tunnel next hops after excluding the LSPs that use the same outgoing interface as the primary next
hop

* Prune the IP LFA next hops that use the following links:

— that do not include one or more of the admin-groups in an include-group statement in the route next
hop policy template

— that belong to admin-groups that have been explicitly excluded using an exclude-group statement in
the route next hop policy template

— that belong to the SRLGs used by the primary next hop of a prefix

» Continue with the set indicated in the nh-type value in the route next hop policy template if not empty;
otherwise continue with the other set.

» Within the IP next hop set the following:
— Prefer LFA next hops that do not go over the Pseudo-Node (PN) used by the primary next hop.

— Within the selected subset prefer the node-protect type or the link-protect type according to the value
of the protection-type option in the route next hop policy template.

— Within the selected subset, select the best admin-groups according to the preference specified in the
value of the include-group option in the route next hop policy template.
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— Within the selected subset, select the lowest total cost of a prefix.

— If the total cost is the same, select the lowest router ID.

— If the router ID is the same, select the lowest interface index.

Within tunnel next hop set the following:

— Select tunnel next hops with endpoints corresponding to the node owning or advertising the prefix.
+ Within selected subset, select the one with the lowest cost (lowest LSP metric).
+ If the lowest cost is the same, select the tunnel with the lowest tunnel index.

— If none are available, continue with rest of the tunnel LFA next hop set.

— Prefer LFA next hops that do not go over the Pseudo-Node (PN) used by the primary next hop.

— Within selected subset prefer the node-protect type or the link-protect type according to the value of
the protection-type in the route next hop policy template.

— Within selected subset, select the lowest total coast of a prefix. For a tunnel next hop, it means the
LSP metric plus the cost of the LSP endpoint to the destination of the prefix.

— If the total cost is the same, select the lowest endpoint-to-destination cost.
— If the endpoint-to-destination is the same, select the lowest router ID.

— If the router ID is the same, select the lowest tunnel index.

3.3 SPF LSA filtering

The SR OS OSPF implementation supports a configuration option to filter outgoing OSPF LSAs on
selected OSPFv2 or OSPFV3 interfaces. This feature should be used with some caution because it goes
against the principle that all OSPF routers in an area should have a synchronized Link State Database
(LSDB), but it can be a useful resource saving in specific hub and spoke topologies where learning routes
through OSPF is only needed in one direction (for example, from spoke to hub).

Three filtering options are available (configurable per interface).

3HE 21584 AAAA TQZZA 01

Do not flood any LSAs out the interface. This option is suitable if the neighbor is simply-connected and
has a statically configured default route with the address of this interface as next hop.

Flood a minimum set of self-generated LSAs out the interface (for example, router-LSA, intra-area-
prefix-LSA, and link-LSA and network-LSA corresponding to the connected interface); suppress all non-
self-originated LSAs. This option is suitable if the neighbor is simply connected and has a statically
configured default route with a loopback or system interface address as next hop.

Flood a minimum set of self-generated LSAs (for example, router-LSA, intra-area-prefix-LSA, and link-
LSA and network-LSA corresponding to the connected interface) and all self-generated type-3, type-5
and type-7 LSAs advertising a default route (0/0) out the interface; suppress all other flooded LSAs.
This option is suitable if the neighbor is simply-connected and does not have a statically configured
default route.
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3.4 FIB prioritization

The RIB processing of specific routes can be prioritized through the use of the rib-priority command. This
command allows specific routes to be prioritized through the protocol processing so that updates are
propagated to the FIB as quickly as possible.

Configuring the rib-priority command either within the global OSPF or OSPFv3 routing context or under

a specific OSPF/OSPFv3 interface context enables this feature. Under the global OSPF context, a prefix
list can be specified that identifies which route prefixes should be considered high priority. If the rib-priority
high command is configured under an OSPF interface context, all routes learned through that interface is
considered high priority.

The routes that have been designated as high priority are the first routes processed and then passed to the
FIB update process so that the forwarding engine can be updated. All known high priority routes should be
processed before the OSPF routing protocol moves on to other standard priority routes. This feature has
the most impact when a large number of routes are learned through the OSPF routing protocols.

3.5 Extended LSA support in OSPFv3

The SR OS supports extended LSA format in OSPFv3, as described in draft-ietf-ospf-ospfv3-Isa-extend,
OSPFv3 LSA Extendibility. Before this, the SR OS used the fixed-format LSA to carry the prefix and link
information as described in RFC 5340, OSPF for IPv6. However, the fixed-format is not extensible and for
this reason it needs to use the TLV format of the extended LSA.

With the extended LSA format, the default mode of operation for OSPFv3 is referred to as sparse mode,
meaning that the router advertises the fixed-format for existing LSAs and adds the TLV-based extended
LSA only when needed to advertise new sub-TLVs. This mode of operation is very similar to the way
OSPFv2 advertises the Segment Routing information. It sends the prefix in the original fixed-format prefix
LSA and then follows with the extended prefix TLV, which is sent in an extended prefix opaque LSA
containing the prefix SID sub-TLV.

Use the following command option to enable the full extended LSA mode, which causes all existing and
new LSAs to use the extended LSA format.

configure router ospf3 extended-lsa only

An OSPFv3 area inherits the instance level configuration but can also be configured independently to the
sparse of full extended LSA mode.

Note: For the classic CLI, shut down the OSPFv3 instance before changing the mode of
’ operation, because the protocol must flush all LSAs and re-establish all adjacencies.

3.6 Support of multiple instances of router information LSA in OSPFv2 and
OSPFv3

This feature adds the support of multiple instances of the Router Information LSA as described in RFC
7770, Extensions to OSPF for Advertising Optional Router Capabilities.
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The original method of advertising router capabilities used options fields in LSAs and hello packets.
However, this method is not extensible because of the limited size of the options field. The RFC 4970,
Extensions to OSPF for Advertising Optional Router Capabilities, defined the Router Information LSA
which can carry multiple router capability TLVs. It also defined a single TLV called the Router Informational
Capabilities TLV to carry all previously defined capabilities in the options field in LSAs and hello packets.
The SR OS supports RFC 4970.

RFC 7770 deprecated RFC 4970 by adding the ability to send multiple instances of the Router Information
LSA to circumvent the maximum LSA size of 64 kB.

There is no CLI to enable the support of multiple instances of the Router Information LSA. The existing
Router Information Capabilities TLVs is carried as the first TLV (Opaque ID 0) of the first instance (instance
ID 0) of the Router Information LSA. The existing router information TLVs, such as the OSPFv2 SR-
Algorithm TLV and the SID/Label Range TLV, are sent in the first instance of the Router Information LSA.

If a router information TLV is received in multiple instances of the Router Information LSA, the default
behavior is to process the one in the lowest instance ID and ignore the other ones.

3.7 Delay normalization for OSPF

Measuring delay and delay normalization

Interface delay normalization is a concept often used in network engineering, particularly when dealing with
packet-switched networks like the Internet. It is a method to address and manage the different delay times
(latency) experienced across a network.

Understanding network delays

In a network, data packets often experience different delay times as they travel from their source to their
destination. This delay can be caused by various factors, such as, the:

» physical distance

» number of hops (intermediate devices like routers and switches they pass through)
* network traffic load

» processing speed of the devices

Both IS-IS and OSPF can use these characteristics as metrics for flexible algorithm computation. One
of the key use cases for flexible algorithm technology is low-latency routing through dynamic delay
measurement.

Measuring delay

The first step in interface delay normalization is to measure the delay experienced at various points or
interfaces in the network. This measurement is typically done using tools and protocols designed to
measure round-trip times (RTT) or one-way delay times. Nokia SR OS typically deploys TWAMP light to
measure unidirectional interface delay. Delay is measured in microseconds (usec). If the raw delay values
are directly used as link metrics during 1S-IS or OSPF flexible algorithms topology computation, minor
differences in link delay might prevent the use of valid ECMP routes.
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Normalizing delays

After the delay measurements are obtained, the normalization process begins. This process involves
adjusting certain parameters or configurations in the network to make the delay more uniform or
predictable across different segments of the network.

Delay normalization addresses this concern by computing a normalized delay value and using it as the
metric instead. This normalized value is then advertised and applied by applications using this normalized
delay and advertising it through I1S-IS or OSPF (for example, by the flexible algorithm computation).

Configuring delay normalization

Delay normalization is based on the principle of reducing the advertised delay granularity. By default, delay
is measured with 1 usec granularity, regardless of whether the actual delay is large or small. When delay
normalization is enabled, the IGP artificially reduces the granularity of the dynamically measured delay.

The following example displays the configuration of delay normalization for an OSPF interface.

Example: OSPF interface delay normalization (MD-CLI)

[ex:/configure router "Base"]
A:admin@node-2# info
ospf 0 {
area 0.0.0.1 {
interface "test2" {
delay-normalization {

delay-tolerance-interval 600
minimum-delay 60

}
Example: OSPF interface delay normalization (classic CLI)

A:node-2>config>router# info

echo "OSPFv2 Configuration"
oo oDSo-CoCoCoCoCoCoCSoCOCOCOCOCOCOCoCoCooSoooooooooo
ospf 0
shutdown
area 0.0.0.1
interface "test2"
delay-normalization
delay-tolerance-interval 600
minimum-delay 60
exit
no shutdown
exit
exit
exit
oo oDSo-CoCoCoCoCoCoCSoCOCOCOCOCOCOCoCoCooSoooooooooo

Delay normalization calculation
The normalized delay is calculated as follows:

Normalized delay = INTEGER DIVISION (measured delay / delay-tolerance-interval) x delay-tolerance-
interval + minimum-delay
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This calculation ensures that small variations in delay are smoothed out, improving the stability of the delay
metric used in IGP computations.

The following table describes the normalized delay calculation through a variety of examples.
Table 2: Normalized delay calculation
Measured Delay- Minimum- Normalized delay calculation Resulting
delay (usec) |tolerance delay (usec) normalized
(usec) delay (usec)
2 11 5 5
2/1M=0=>0x11+5
10 11 5 5
10/11=0=>0x%x11+5
11 11 5 16
M/M=1=>1x11+5
12 11 5 16
12/11=1=>1%x11+5
20 11 5 16
20/11=1=>1%x11+5
22 11 5 27
22/11=2=>2x%x11+5
32 11 5 27
32/11=2=>2x%x11+5
33 11 5 38
33/11=3=>3x11+5
100 11 5 100
100/11=9=>9x%x11+5
3.8 OSPF configuration process overview
The following figure shows the process to provision basic OSPF command options.
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Figure 12: OSPF configuration and implementation flow
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3.9 Configuration notes

This section describes OSPF configuration restrictions.

3.9.1 General

» Before OSPF can be configured, the router ID must be configured.
» The basic OSPF configuration includes at least one area and an associated interface.

» All default and command options can be modified.

3.9.1.1 OSPF defaults

The following list summarizes the OSPF configuration defaults:
» By default, a router has no configured areas.
* An OSPF instance is created in the administratively enabled state.
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3.10 Configuring OSPF with CLI

This section provides information to configure OSPF using the CLI.

3.10.1 OSPF configuration guidelines

Configuration planning is essential to organize routers, backbone, non-backbone, stub, NSSAs, and transit
links.

OSPF provides essential defaults for basic protocol operation. You can configure or modify commands and
command options. OSPF is not enabled by default.

The minimal OSPF command options that should be configured to deploy OSPF are the following:
* router ID

When configuring a new router ID, protocols are not automatically restarted with the new router ID. Shut
down and restart the protocol to initialize the new router ID.

* OSPF instance

OSPF instances must be defined when configuring multiple instances and the instance being configured
is not the base instance.

* anarea
At least one OSPF area must be created. An interface must be assigned to each OSPF area.
+ interfaces

An interface, also referred to as a link, is the connection between a router and one of its attached
networks. The state information associated with an interface is obtained from the underlying lower-
level protocols and from the routing protocol. An interface to a network has associated with it a single IP
address and mask (unless the network is an unnumbered point-to-point network).

3.10.2 Basic OSPF configurations

This section provides information to configure OSPF and OSPF3 as well as configuration examples of
common configuration tasks.
The minimal OSPF configuration includes the following:

» arouter ID; if a router ID is not configured in the configure router context, the router’s system interface
IP address is used

* 0ne or more areas
* interfaces (interface "system")

The following example shows a basic OSPF configuration.

Example: OSPF configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
area 0.0.0.0 {
interface "system" {

}
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}
area 0.0.0.20 {
nssa {
}
interface "to-104" {
priority 10
}
}
area 0.0.1.1 {
}

Example: OSPF configuration (classic CLI)

A:node-2>config>router>ospf# info

area 0.0.0.0
interface "system
exit

exit

area 0.0.0.20
nssa
exit
interface "to-104"

priority 10

exit

exit

area 0.0.1.1

exit

Example: OSPFv3 configuration (MD-CLI)

[ex:/configure router "Base" ospf3 0]
A:admin@node-2# info
export-policy ["ospf-export"]
overload true
timers {
lsa-arrival 50000
}

asbr { }
area 0.0.0.0 {
interface "system" {

}

}
area 0.0.0.20 {
nssa {

}
interface "SR1-2" {

}
}
area 0.0.0.25 {

stub {
default-metric 5000
}

}
Example: OSPFv3 configuration (classic CLI)

A:node-2>config>router>ospf3# info
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overload
timers
lsa-arrival 50000
exit
export "OSPF-Export"
area 0.0.0.0
interface "system"
exit
exit
area 0.0.0.20
nssa
exit
interface "SR1-2"
exit
exit
area 0.0.0.25
stub
default-metric 5000
exit
exit

3.10.2.1 Configuring the router ID

The router ID uniquely identifies the router within an AS. In OSPF, routing information is exchanged
between autonomous systems, groups of networks that share routing information. It can be set to be the
same as the loopback (system interface) address. Subscriber services also use this address as far-end
router identifiers when service distribution paths (SDPs) are created.

You can define the router ID as follows:

» Define the value using the following command.
configure router router-id

» If the router ID is not specified in the configure router router-id context, define the system interface
and specify it for the router interface.

configure router interface

A system interface requires an IP address with a 32-bit subnet mask. The system interface is used as
the router identifier by higher-level protocols such as OSPF and IS-IS. The system interface is assigned
during the primary router configuration process when the interface is created in the logical IP interface
context.

 inheriting the last four bytes of the MAC address
» Define the router ID when creating the OSPF or OSPF3 instance:
— MD-CLI

configure router ospf ospf-instance [router-id]
— classic CLI

configure router ospf ospf-instance [router-id]
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» For the BGP protocol, you can use the following command to configure a BGP router ID for use within
BGP.

configure router bgp router-id

When configuring a new router ID, protocols are not automatically restarted with the new router ID.
The next time a protocol is (re) initialized the new router ID is used. An interim period of time can occur
when different protocols use different router IDs. To force the new router ID, issue the shutdown and no
shutdown commands for each protocol that uses the router ID or restart the entire router.

It is possible to configure an SR OS to operate with an IPv6 only BOF and no IPv4 system interface
address. When configured in this manner, the operator must explicitly define IPv4 router IDs for protocols
such as OSPF and BGP as there is no mechanism to derive the router ID from an IPv6 system interface
address.

The following example shows a router ID configuration.
Example: MD-CLI

[ex:/configure router "Base"]

A:admin@node-2# info
autonomous-system 100
router-id 10.10.10.104
interface "system" {

ipv4d {
primary {
address 10.10.10.104
prefix-length 32
}
}
}
interface "to-103" {
port 1/1/1
ipv4d {
primary {
address 10.0.0.104
prefix-length 24
}
}
}

Example: classic CLI

A:node-2>config>router# info

interface "system"
address 10.10.10.104/32
exit
interface "to-103"
address 10.0.0.104/24
port 1/1/1
exit
autonomous-system 100
router-id 10.10.10.104
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3.10.3 Configuring OSPF components

This section describes the CLI syntax to configure OSPF components.

3.10.3.1 Configuring OSPF
The following displays a basic OSPF configuration example.
Example: MD-CLI

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
export-policy ["OSPF-Export"]
overload true
traffic-engineering true
overload-on-boot {

timeout 60
}
asbr {
}

Example: classic CLI

A:node-2>config>router>ospf# info

asbr

overload

overload-on-boot timeout 60
traffic-engineering

export "OSPF-Export"

exit

3.10.3.2 Configuring OSPFv3

Use commands in the following contexts configure OSPFv3 for routers or VPRN services, including export
policies, external preferences, overload, router ID, timers, and so on.

configure router ospf3
configure service vprn ospf3

OSPF supports the creation of multiple OSPFv2 and OSPFv3 instances, to allow separate instances of
the OSPF protocols to run independently within SR OS. To create separate instances you can specify a
different optional instance ID to the configure router ospf and configure router ospf3 commands. This
creates unique OSPF instances for which separate link-state databases are maintained.

The following example shows an OSPFv3 configuration.

Example: OSPFv3 instance configuration (MD-CLI)

ex:/configure router "Base" ospf3 0]
A:admin@node-2# info
export-policy ["OSPF-Export"]
overload true
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timers {
lsa-arrival 50000
}

asbr

}
Example: OSPFv3 instance configuration (classic CLI)

A:node-2>config>router>ospf3# info

asbr
overload
timers
lsa-arrival 50000
exit
export "OSPF-Export"

3.10.3.3 Configuring an OSPF or OSPFv3 area

An OSPF area consists of routers configured with the same area ID. To include a router in a specific area,
the common area ID must be assigned and an interface identified.

If your network consists of multiple areas you must also configure a backbone area (0.0.0.0) on at least
one router. The backbone consists of the area border routers and other routers not included in other

areas. The backbone distributes routing information between areas. The backbone is considered to be a
participating area within the autonomous system. To maintain backbone connectivity, there must be at least
one interface in the backbone area or have a virtual link configured to another router in the backbone area.

The minimal configuration must include an area ID and an interface. Modifying other command options are
optional.

Use commands in the following contexts to configure an OSPF or OSPFv3 area, including the area ID,
area range with IP prefix and mask, blackhole-aggregate, interface, and so on.

configure router ospf area
configure router ospf3 area

The following example displays a basic OSPF area configuration.

Example: OSPF area configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
area 0.0.0.0 {
interface "system" {
}
}
area 0.0.0.20 {

interface "to-104" {
priority 10
}

}
area 0.0.1.1 {
}
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Example: OSPF area configuration (classic CLI)

A:node-2>config>router>ospf# info
area 0.0.0.0
interface "system
exit
exit
area 0.0.0.20
interface "to-104"
priority 10
no shutdown
exit
exit
area 0.0.1.1
exit

3.10.3.4 Configuring a stub area

Configure stub areas to control external advertisements flooding and to minimize the size of the topological
databases on an area's routers. A stub area cannot also be configured as an NSSA.

By default, summary route advertisements are sent into stub areas. The no form of the summary command
disables sending summary route advertisements and only the default route is advertised by the ABR. This
example retains the default so the command is not entered.

If this area is configured as a transit area for a virtual link, then existing virtual links of a non-stub or NSSA
area are removed when its designation is changed to NSSA or stub.

Stub areas for OSPF3 are configured the same as OSPF stub areas. Stub areas for VPRN services can
also be configured the same as for OSPF stub areas. Use the commands in the following contexts to
configure stub areas.

configure router ospf area stub
configure router ospf3 area stub
configure service vprn ospf area stub
configure service vprn ospf3 area stub

Example: OSPF area stub configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info

}
area 0.0.0.20 {
stub {
default-metric 5000

Example: OSPF area stub configuration (classic CLI)

A:node-2>config>router>ospf# info
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area 0.0.0.20
stub
default-metric 5000
exit
exit

3.10.3.5 Configuring a not-so-stubby area

You must explicitly configure an area to be a Not-So-Stubby Area (NSSA) area. NSSAs are similar

to stub areas in that no external routes are imported into the area from other OSPF areas. The major
difference between a stub area and an NSSA is an NSSA has the capability to flood external routes it
learns throughout its area and by an area border router to the entire OSPF domain. An area cannot be
both a stub area and an NSSA.

If this area is configured as a transit area for a virtual link, then existing virtual links of a non-stub or NSSA
area are removed when its designation is changed to NSSA or stub.

Use the commands in the following contexts to configure the NSSA, including the area range, default
originating routes, external redistribution of routes into the NSSA, and sending of summary LSAs to the
NSSA on an ABR.

configure router ospf area nssa
configure router ospf3 area nssa
configure service vprn ospf area nssa
configure service vprn ospf3 area nssa

Example: OSPF NSSA configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
export-policy ["OSPF-Export"]
overload true
traffic-engineering true
overload-on-boot {
timeout 60
}

asbr {

}
area 0.0.0.0 {
}
area 0.0.0.20 {
stub {
}

}

area 0.0.0.25
nssa {

}

Example: OSPF NSSA configuration (classic CLI)

A:node-2>config>router>ospf# info
asbr
overload
overload-on-boot timeout 60
traffic-engineering
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export "OSPF-Export"
exit
area 0.0.0.0
exit
area 0.0.0.20
stub
exit
exit
area 0.0.0.25
nssa
exit
exit

3.10.3.6 Configuring a virtual link

The OSPF backbone area, area 0.0.0.0, must be contiguous and all other areas must be connected to the
backbone area. The backbone distributes routing information between areas. If it is not practical to connect
an area to the backbone (see Area 0.0.0.5 in Figure 13: OSPF areas) then the area border routers (such
as routers Y and Z) must be connected via a virtual link. The two area border routers form a point-to-point-
like adjacency across the transit area (see Area 0.0.0.4). A virtual link can only be configured while in the

area 0.0.0.0 context.

Figure 13: OSPF areas
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The router ID specified in the virtual-link command must be associated with the virtual neighbor, that is,
enter the virtual neighbor’s router ID, not the local router ID. The transit area cannot be a stub area or an
NSSA.

Use the commands in the following contexts to configure a virtual link.

configure router ospf area virtual-link
configure router ospf3 area virtual-link
configure service vprn ospf area virtual-link
configure service vprn ospf3 area virtual-link

Example: OSPF virtual-link configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
export-policy ["OSPF-Export"]
overload true
traffic-engineering true
overload-on-boot {
timeout 60
}

timers {
lsa-arrival 50000
}

asbr

}
area 0.0.0.0 {
virtual-link 1.2.3.4 transit-area 1.2.3.4 {
hello-interval 9
dead-interval 40
}

}
area 0.0.0.20 {
stub {
default-metric 5000
}

}
area 0.0.0.25 {
nssa

}
area 1.2.3.4
}

Example: OSPF virtual-link configuration (classic CLI)

A:node-2>config>router>ospf# info
asbr
overload
timers
lsa-arrival 50000
exit
overload-on-boot timeout 60
traffic-engineering
export "OSPF-Export"
exit
area 0.0.0.0
virtual-link 1.2.3.4 transit-area 1.2.3.4
hello-interval 9
dead-interval 40
exit
exit
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area 0.0.0.20

stub
default-metric 5000

exit

exit

area 0.0.0.25
nssa
exit

exit

area 1.2.3.4

exit

3.10.3.7 Configuring an interface

In OSPF, an interface can be configured to act as a connection between a router and one of its attached
networks. An interface includes state information obtained from underlying lower level protocols and

from the routing protocol itself. An interface to a network is associated with a single IP address and mask
(unless the network is an unnumbered point-to-point network). If the address is merely changed, the OSPF
configuration is preserved.

By default, only interfaces that are configured under the OSPF interface context are advertised as OSPF
interfaces. The passive command allows an interface to be advertised as an OSPF interface without
running the OSPF protocol. When enabled, the interface ignores ingress OSPF protocol packets and does
not transmit any OSPF protocol packets.

An interface can be part of more than one area, as specified in RFC 5185. This allows multiple secondary
adjacencies, in addition to the primary adjacency, to be established over a single IP interface. To do this,
add the keyword secondary when creating the interface. The keyword secondary can also be applied to
the system interface and to loopback interfaces to allow them to participate in multiple areas, although no
adjacencies are formed over these types of interfaces.

Use the commands in the following contexts to configure an OSPF interface, including authentication, hello
and dead intervals, interface type, metrics, MTU, priority, retransmit intervals, and so on.

configure router ospf area interface
configure router ospf3 area interface
configure service vprn ospf area interface
configure service vprn ospf3 area interface

The following example shows some interfaces configured for OSPF.

Example: OSPF interface configuration (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@Dut-AC# info
export-policy ["OSPF-Export"]
overload true
overload-on-boot {
timeout 60
}

traffic-engineering true
timers {

lsa-arrival 50000
}

asbr {

}
area 0.0.0.0 {
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nssa {

}

interface "system" {

}

virtual-link 1.2.3.4 transit-area 1.2.3.4 {
hello-interval 9
dead-interval 40

}

}
area 0.0.0.20 {
stub {
default-metric 5000
}
interface "to-103" {
}

}
area 0.0.0.25 {
nssa

}
area 1.2.3.4

}

area 4.3.2.1 {
interface "SR1-3" {
}

Example: OSPF interface configuration (classic CLI)

A:node-2>config>router>ospf# info
asbr
overload
overload-on-boot timeout 60
traffic-engineering

timers

lsa-arrival 50000
exit
export "OSPF-Export"
exit
area 0.0.0.0

virtual-link 1.2.3.4 transit-area 1.2.3.4
hello-interval 9
dead-interval 40
exit
interface "system"
exit
exit
area 0.0.0.20
stub
default-metric 5000
exit
interface "to-103"
exit
exit
area 0.0.0.25
nssa
exit
exit
area 1.2.3.4
exit
area 4.3.2.1
interface "SR1-3"
exit
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3.10.3.8

3.10.3.8.1

3.10.3.8.2
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Configuring authentication

Overview

The use of protocol authentication is recommended to protect against malicious attack on the
communications between routing protocol neighbors. These attacks could aim to either disrupt
communications or to inject incorrect routing information into the systems routing table. The use of
authentication keys can help to protect the routing protocols from these types of attacks.

Authentication must be explicitly configured and can be done so through two separate mechanisms. First
is configuration of an explicit authentication key and algorithm through the use of the authentication and
authentication-type commands. The second method is through the use of the authentication keychain
mechanism. Both mechanisms are described in the following sections.

Configuring authentication keys and algorithms

The following authentication commands can be configured on the interface level or the virtual link level:
» authentication-key

Configures the password used by the OSPF interface or virtual-link to send and receive OSPF protocol
packets on the interface when simple password authentication is configured.

+ authentication-type

Enables authentication and specifies the type of authentication to be used on the OSPF interface, either
password or message digest.

* message-digest-key

Use this command when message-digest keyword is selected in the authentication-type command.
The Message Digest 5 (MD5) hashing algorithm is used for authentication. MD5 is used to verify data
integrity by creating a 128-bit message digest from the data input. It is unique to that specific data.

An special checksum is included in transmitted packets and are used by the far-end router to verify the
packet by using an authentication key (a password). Routers on both ends must use the same MD5 key.

MD5 can be configured on each interface and each virtual link. If MD5 is enabled on an interface, then
that interface accepts routing updates only if the MD5 authentication is accepted. Updates that are not
authenticated are rejected. A router accepts only OSPF packets sent with the same key-id value defined
for the interface.

When the hash command option is not used, non-encrypted characters can be entered. After configured
using the message-digest-key command, then all keys specified in the command are stored in encrypted
format in the configuration file using the hash command option. When using the hash command option,
the password must be entered in encrypted form. Hashing cannot be reversed. You must first delete the
configuration and re-enter it without the hash command option to configure an unhashed key.

The following CLI commands are displayed to illustrate the key authentication features. These command
options can be defined at the same time interfaces and virtual-links are being configured. See Configuring
an interface and Configuring a virtual link.

© 2025 Nokia. 86

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2

OSPF

Use the commands in the following contexts to configure authentication.

configure
configure
configure
configure

Example:

[ex:

router ospf area interface

router ospf area virtual-link
service vprn ospf area interface
service vprn ospf area virtual-link

OSPF interface authentication configuration (MD-CLI)

/configure router "Base" ospf 0]

A:admin@node-2# info

Example: OSPF interface and virtual-link authentication configuration (classic CLI)

export-policy ["OSPF-Export"]
overload true
traffic-engineering true
overload-on-boot {

timeout 60
}
asbr {

}
area 0.0.0.0 {
virtual-link 1.2.3.4 transit-area 1.2.3.4 {
hello-interval 9
dead-interval 40
}
virtual-link 10.0.0.1 transit-area 0.0.0.1 {
authentication-type message-digest
message-digest-key 2 md5 "Mi6BQAFi3MI hash"
}
}
area 0.0.0.20 {
stub {
interface "to-103" {
}

}
area 0.0.0.25 {
nssa {

}

}

area 0.0.0.40 {
interface "testl" {

authentication-key "fBgGqluSV4L9CTRfb2dINH8S72U4f8wT hash2"

authentication-type password
}
}
area 1.2.3.4 {
}

A:node-2>config>router>ospf# info
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asbr

overload

overload-on-boot timeout 60
traffic-engineering

export "OSPF-Export"

exit

area 0.0.0.0

virtual-link 10.0.0.1 transit-area 0.0.0.1

authentication-type message-digest

message-digest-key 2 md5 "Mi6BQAFi3MI" hash

exit
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virtual-link 1.2.3.4 transit-area 1.2.3.4
hello-interval 9
dead-interval 40
exit
exit
area 0.0.0.20
stub
exit
interface "to-103"
exit
exit
area 0.0.0.25
nssa
exit
exit
area 0.0.0.40
interface "testl"
authentication-type password
authentication-key "3WErEDozxyQ" hash
exit
exit
area 1.2.3.4
exit

3.10.3.8.3 Configuring authentication using keychains

The use of authentication mechanism is recommended to protect against malicious attack on the
communications between routing protocol neighbors. These attacks could aim to either disrupt
communications or to inject incorrect routing information into the systems routing table. The use of
authentication keys can help to protect the routing protocols from these types of attacks. In addition, the
use of authentication keychains provides the ability to configure authentication keys and make changes to
them without affecting the state of the routing protocol adjacencies.

To configure the use of an authentication keychain within OSPF, use the following steps.

1. Configure an authentication keychain within the following context. The configured keychain must include
at least on valid key entry, using a valid authentication algorithm for the OSPF protocol.

+ MD-CLI

configure system security keychains
+ classic CLI

configure system security keychain

2. Associate the configure authentication keychain within OSPF. Authentication keychains can be used
to specify the authentication key and algorithm on a per interface basis within the configuration for the
OSPF protocol.

For a key entry to be valid, it must include a valid key, the current system clock value must be within the
begin and end time of the key entry, and the algorithm specified in the key entry must be supported by the
OSPF protocaol.

The OSPF protocol supports the following algorithms:
* clear text password
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+ MD5

*+ HMAC-SHA-1-96

+ HMAC-SHA-1

+ HMAC-SHA-256

The keychain error handling is described below.

» If a keychain exists but there are no active key entries with an authentication type that is valid for
the associated protocol, then inbound protocol packets are not authenticated and discarded and no
outbound protocol packets are sent.

» If keychain exists, but the last key entry has expired, a log entry is raised indicating that all keychain
entries have expired. The OSPF protocol requires that the protocol continue to authenticate inbound
and outbound traffic using the last valid authentication key.

3.10.3.9 Assigning a designated router

A designated router is elected according to the priority number advertised by the routers. When a router
starts up, it checks for a current designated router. If a designated router is present, then the router accepts
that designated router, regardless of its own priority designation. When a router fails, then new designated
and backup routers are elected according their priority numbers.

Note: The priority command is only used if the interface is configured as a broadcast type.

/ The designated router is responsible for flooding network link advertisements on a broadcast
network to describe the routers attached to the network. A router uses hello packets to advertise
its priority. The router with the highest priority interface becomes the designated router. A router
with priority 0 is not eligible to be a designated router or a backup designated router. At least
one router on each logical IP network or subnet must be eligible to be the designated router. By
default, routers have a priority value of 1.

Use the priority command in the following contexts to configure the priority for the OSPF or OSPF3 area

interface.

configure
configure
configure
configure

router ospf area interface
router ospf3 area interface
service vprn ospf area interface
service vprn ospf3 area interface

Example: Priority configuration for an OSPF area interface (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
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area 0.0.0.25 {

nssa {

}

interface "if2" {
priority 100

}

© 2025 Nokia. 89

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 OSPF

Example: Priority configuration for an OSPF area interface (classic CLI)

A:node-2>config>router>ospf# info

area 0.0.0.25
nssa
exit
interface "if2"
priority 100
exit
exit

3.10.3.10 Configuring route summaries

Area border routers send summary (type 3) advertisements into a stub area or NSSA to describe the
routes to other areas. This command is particularly useful to reduce the size of the routing and Link State
Database (LSDB) tables within the stub or NSSA.

By default, summary route advertisements are sent into the stub area or NSSA. The no form of the
summaries command disables sending summary route advertisements and, in stub areas, the default route
is advertised by the area border router.

Use the summaries command in the following contexts to configure route summary features. These
command options can be defined at the same time when stub areas and NSSAs are configured. See
Configuring a stub area and Configuring a not-so-stubby area.

Use the following commands to configure a route summary.

configure router ospf area stub summaries
configure router ospf3 area stub summaries
configure service vprn ospf area stub summaries
configure service vprn ospf3 area stub summaries
configure router ospf area nssa summaries
configure router ospf3 area nssa summaries
configure service vprn ospf area nssa summaries
configure service vprn ospf3 area nssa summaries

Example: Stub and NSSA route summary configuration for OSPF area (MD-CLI)

[ex:/configure router "Base" ospf 0]
A:admin@node-2# info
export-policy ["OSPF-Export"]
overload true
traffic-engineering true
overload-on-boot {
timeout 60
}

asbr {

}
area 0.0.0.0 {
virtual-link 1.2.3.4 transit-area 1.2.3.4 {
hello-interval 9
dead-interval 40
}
virtual-link 10.0.0.1 transit-area 0.0.0.1 {
authentication-type message-digest
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message-digest-key 2 md5 "Mi6BQAFi3MI hash"
}

}

area 0.0.0.20 {
stub {
interface "to-103" {
}

}

area 0.0.0.25 {
interface "if2" {

priority 100

}
nssa {
}

}
area 0.0.0.40 {
interface "testl" {
authentication-key "fBgGqluSV4L9CTRfb2dINH8S72U4f8wT hash"
authentication-type password
}

}
area 1.2.3.4 {
}

Example: Stub and NSSA route summary configuration for OSPF area (classic CLI)

A:node-2>config>router>ospf# info
asbr
overload
overload-on-boot timeout 60
traffic-engineering
export "OSPF-Export"
exit
area 0.0.0.0
virtual-link 10.0.0.1 transit-area 0.0.0.1
authentication-type message-digest
message-digest-key 2 md5 "Mi6BQAFi3MI" hash
exit
virtual-link 1.2.3.4 transit-area 1.2.3.4
hello-interval 9
dead-interval 40
exit
interface "system"
exit
exit
area 0.0.0.20
stub
exit
interface "to-103"
exit
exit
area 0.0.0.25
nssa
exit
interface "if2"
priority 100
exit
exit
area 0.0.0.40
interface "testl"
authentication-type password
authentication-key "3WErEDozxyQ" hash
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exit
exit
area 1.2.3.4
exit

3.10.3.11 Configuring route preferences

A route can be learned by the router from different protocols, in which case, the costs are not comparable.
When this occurs, the preference value is used to decide which route is installed in the forwarding table if
several protocols calculate routes to the same destination. The route with the lowest preference value is
selected.

Different protocols should not be configured with the same preference, if this occurs the tiebreaker is per
the default preference table as defined in Table 3: Route preference defaults by route type. If multiple
routes are learned with an identical preference using the same protocol, the lowest cost route is used.

Table 3: Route preference defaults by route type

Route type Preference Configurable
Direct attached 0 —

Static routes 5 Yes

OSPF internal 10 Yes'

IS-IS level 1 internal 15 Yes

IS-IS level 2 internal 18 Yes

OSPF external 150 Yes

IS-IS level 1 external 160 Yes

IS-1S level 2 external 165 Yes

BGP 170 Yes

If multiple routes are learned with an identical preference using the same protocol and the costs (metrics)
are equal, the decision of what route to use is determined by the configuration of the eecmp command in
the configure router or configure service vprn context.

Use the commands in the following contexts to configure route-preference features. The command options
can be defined at the same time you configure OSPF. See Configuring OSPF components.

Use the following commands to configure route preferences and external preferences for OSPF and
OSPF3.

configure router ospf external-preference
configure router ospf preference
configure router ospf3 external-preference
configure router ospf3 preference

1 Preference for OSPF internal routes is configured with the preference command.
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configure
configure
configure
configure

service vprn ospf external-preference
service vprn ospf preference
service vprn ospf3 external-preference
service vprn ospf3 preference

The following example displays a route preference and external-preference configuration for OSPF.

Example:

[ex:

Route preference and external-preference configuration for OSPF (MD-CLI)

/configure router "Base" ospf 0]

A:admin@node-2# info

Example:

export-policy ["OSPF-Export"]
overload true
preference 9
external-preference 140
traffic-engineering true
overload-on-boot {

timeout 60
}

asbr {

}
area 0.0.0.0 {
virtual-link 1.2.3.4 transit-area 1.2.3.4 {
hello-interval 9
dead-interval 40

virtual-link 10.0.0.1 transit-area 0.0.0.1 {
authentication-type message-digest
message-digest-key 2 md5 "Mi6BQAFi3MI" hash
}
}
area 0.0.0.20 {
stub {
interface "to-103" {
}

}
area 0.0.0.25 {
interface "if2" {
priority 100
}

nssa {
}
}
area 0.0.0.40 {
interface "testl" {
authentication-key "fBgGqluSV4L9CTRfb2dINH8S72U4f8wT hash2"
authentication-type password
}
}
area 1.2.3.4 {
}

Route preference and external-preference configuration for OSPF (classic CLI)

A:node-2>config>router>ospf# info
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asbr
overload
overload-on-boot timeout 60
timers
lsa-arrival 50000
exit

© 2025 Nokia.

Use subject to Terms available at: www.nokia.com/terms.

93



Unicast Routing Protocols Guide Release 25.3.R2 OSPF

traffic-engineering
preference 9
external-preference 140
export "OSPF-Export"
exit
area 0.0.0.0
virtual-link 10.0.0.1 transit-area 0.0.0.1
authentication-type message-digest
message-digest-key 2 md5 "Mi6BQAFi3MI" hash
exit
virtual-link 1.2.3.4 transit-area 1.2.3.4
hello-interval 9
dead-interval 40
exit
interface "system"
exit
exit
area 0.0.0.20
stub
exit
interface "to-103"
exit
exit
area 0.0.0.25
nssa
exit
interface "if2"
priority 100
exit
exit
area 0.0.0.40
interface "testl"
authentication-type password
authentication-key "3WErEDozxyQ" hash
exit
exit
area 1.2.3.4
exit

3.11 OSPF configuration management tasks

This section describes the OSPF configuration management tasks.

3.11.1 Modifying a router ID

Because the router ID is defined in the configure router context, not in the OSPF configuration context,
the protocol instance is not aware of the change. Re-examine the plan detailing the router ID. Changing the
router ID on a device could cause configuration inconsistencies if associated values are not also modified.

After you have changed a router ID, manually shut down and restart the protocol using the shutdown and
no shutdown commands in order for the changes to be incorporated.

Use the following command to change the router ID.

configure router router-id
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The following example displays the results of a modification to the original router ID.

Example: Router ID configuration change (MD-CLI)

[ex:/configure router "Base"]
A:admin@node-2# info
autonomous-system 100
router-id 10.10.10.104
interface "system" {
ipv4d {
primary {
address 10.10.10.104
prefix-length 32

}
}
interface "to-103" {
port 1/1/1
ipv4d {
primary {
address 10.0.0.103
prefix-length 24

}

[ex:/configure router "Base"]
A:admin@node-2# info
router-id 10.10.10.103
interface "system" {
ipv4d {
primary {
address 10.10.10.10
prefix-length 32

}
}
interface "to-104" {
port 1/1/1
ipv4d {
primary {
address 10.0.0.104
prefix-length 24

}
Example: Router ID configuration change (classic CLI)

A:node-2>config>router# info

interface "system"
address 10.10.10.104/32
exit
interface "to-103"
address 10.0.0.103/24
port 1/1/1
exit
autonomous-system 100
router-id 10.10.10.104
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A:node-2>config>router# info

interface "system"
address 10.10.10.103/32
exit
interface "to-104"
address 10.0.0.104/24
port 1/1/1
exit
autonomous-system 100
router-id 10.10.10.103

3.11.2 Deleting a router ID

You can modify a router ID, but you cannot delete the configured router ID. When you delete the router
ID, it reverts to the default value (the system interface address, which is also the loopback address). If
a system interface address is not configured, the last 32 bits of the chassis MAC address is used as the
router ID.
Use the following command to delete the router ID:
+ MD-CLI

configure router router-id delete
» classic CLI

configure router no router-id

3.11.3 Modifying OSPF configuration

You can change or remove the existing OSPF configuration. The changes are applied immediately.
The following example displays an OSPF modification in which an interface is removed and another
interface added.
Use the following commands to remove an interface configuration:
+ MD-CLI

configure router ospf area interface delete
» classic CLI

configure router ospf area no interface
Note: If you want to disable an interface instead of deleting it, use the following commands:

+ MD-CLI
configure router ospf area interface admin-state disable
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+ classic CLI
configure router ospf area interface shutdown
The following example displays modifications to a configured OSPF interface.
Example: Modification to OSPF interface (MD-CLI)
[ex:/configure router "Base"]
A:admin@node-2# info
area 0.0.0.20 {
stub {
interface "to-103" {
}
}
[ex:/configure router "Base" area 0.0.0.20 interface "to-103"]
A:admin@node-2# delete
*[ex:/configure router "Base" area 0.0.0.20]
A:admin@node-2# interface "to-HQ"
*[ex:/configure router "Base" area 0.0.0.20 interface "to-HQ"]
A:admin@node-2# priority 50
[ex:/configure router "Base"]
A:admin@node-2# info
area 0.0.0.20 {
stub {
interface "to-HQ" {
priority 50
}
}
Example: Modification to OSPF interface (classic CLI)
A:node-2>config>router>ospf# info
area 0.0.0.20
stub
exit
interface "to-103"
exit
exit
A:node-2>config>router>ospf>area# no interface "to-103"
*A:node-2>config>router>ospf>area# interface "to-HQ"
*A:node-2>config>router>ospf>area>interface# priority 50
A:node-2>config>router>ospf># info
area 0.0.0.20
stub
exit
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interface "to-HQ"
priority 50
exit
exit
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4 IS-IS

4.1

This chapter provides information to configure 1S-IS.

Configuring IS-IS

IS-IS is a link-state IGP, which uses the SPF algorithm to determine routes. Routing decisions are made
using the link-state information. I1S-IS evaluates topology changes and, if necessary, performs SPF
recalculations.

Entities within IS-IS include networks, intermediate systems, and end systems. In IS-IS, a network is an
(AS), or routing domain, with end systems and intermediate systems. A router is an intermediate system.
End systems are network devices that send and receive protocol data units (PDUs), the OSI term for
packets. Intermediate systems send, receive, and forward PDUs.

End system and intermediate system protocols allow routers and nodes to identify each other. 1S-IS sends
out link-state updates periodically throughout the network, so each router can maintain current network
topology information.

IS-IS supports large ASs by using a two-level hierarchy. A large AS can be administratively divided into
smaller, more manageable areas. A system logically belongs to one area. Level 1 routing is performed
within an area. Level 2 routing is performed between areas. Routers can be configured as Level 1, Level 2,
or both Level 1/2.

The following figure shows an example of an IS-IS routing domain.
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Figure 14: 1S-IS routing domain
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4.1.1 Routing

OSI IS-IS routing uses two-level hierarchical routing. A routing domain can be partitioned into areas.
Level 1 routers know the topology in their area, including all routers and end systems in their area, but do
not know the identity of routers or destinations outside of their area. Level 1 routers forward traffic with
destinations outside of their area to a Level 2 router in their area.

Level 2 routers know the Level 2 topology, and know which addresses are reachable by each Level 2
router. Level 2 routers do not need to know the topology within any Level 1 area, except to the extent that
a Level 2 router can also be a Level 1 router within a single area. By default, only Level 2 routers can
exchange PDUs or routing information directly with external routers located outside the routing domain.

In IS-1S, there are two types of routers:
* Level 1 intermediate systems

Routing is performed based on the area ID portion of the ISO address called the Network Entity Title
(NET). Level 1 systems route within an area. They recognize, based on the destination address,
whether the destination is within the area. If so, they route toward the destination. If not, they route to
the nearest Level 2 router.

* Level 2 intermediate systems

Routing is performed based on the area address. They route toward other areas, disregarding those
internal structures. A Level 2 intermediate system can also be configured as a Level 1 intermediate
system in the same area.

The area address portion of the Level 1 router is manually configured (see ISO network addressing).
A Level 1 router does not become a neighbor with a node that does not have a common area address.
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However, if a Level 1 router has area addresses A, B, and C, and a neighbor has area addresses B and
D, the Level 1 router accepts the other node as a neighbor, as address B is common to both routers.
Level 2 adjacencies are formed with other Level 2 nodes whose area addresses do not overlap. If the
area addresses do not overlap, the link is considered by both routers to be Level 2 only, and only Level 2
LSPDUs flow on the link.

Within an area, Level 1 routers exchange LSPs that identify the IP addresses reachable by each router.
Specifically, zero or more IP address, subnet mask, and metric combinations can be included in each LSP.
Each Level 1 router is manually configured with the IP address, subnet mask, and metric combinations,
which are reachable on each interface. A Level 1 router routes as follows:

» If a specified destination address matches an IP address, subnet mask, or metric reachable within the
area, the PDU is routed via Level 1 routing.

» If a specified destination address does not match any IP address, subnet mask, or metric combinations
listed as reachable within the area, the PDU is routed toward the nearest Level 2 router.

Level 2 routers include in their LSPs, a complete list of IP address, subnet mask, and metrics specifying all
the IP addresses that are reachable in their area. This information can be obtained from a combination of
the Level 1 LSPs (by Level 1 routers in the same area). Level 2 routers can also report external reachable
information, corresponding to addresses reachable by routers in other routing domains or ASs.

4.1.2 1S-IS frequently used terms

The following terms are frequently used in relation to I1S-IS:

+ area
An area is a routing subdomain that maintains detailed routing information about its own internal
composition, and also maintains routing information that allows it to reach other routing subdomains.
Areas correspond to the Level 1 subdomain.

* end system
An end system sends NPDUs to other systems and receives NPDUs from other systems, but does not
relay NPDUs. This international standard does not specify any additional end-system functions beyond
those supplied by ISO 8473 and ISO 9542.

* neighbor
A neighbor is an adjacent system reachable by traversing a single subnetwork by a PDU.

+ adjacency
An adjacency is a portion of the local routing information that pertains to the reachability of a single
neighboring end or intermediate system over a single circuit. Adjacencies are used as input to the
decision process to form paths through the routing domain. A separate adjacency is created for each
neighbor on a circuit and for each level of routing (Level 1 and Level 2) on a broadcast circuit.

» circuit
The subset of the local routing information base pertinent to a single local Subnetwork Point of
Attachment (SNPA).

+ link
The communication path between two neighbors. A link is up when communication is possible between
the two SNPAs.

» designated IS
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The intermediate system on a LAN that is designated to perform additional duties. For example, the
designated IS generates link-state PDUs on behalf of the LAN, treating the LAN as a PN.

pseudonode

Where a broadcast sub-network has n connected intermediate systems, the broadcast subnetwork is
considered to be a PN. The PN has links to each of the n intermediate systems and each of the ISs has
a single link to the PN (instead of n-1 links to each of the other intermediate systems). Link-state PDUs
are generated on behalf of the PN by the designated IS.

broadcast subnetwork

A multi-access subnetwork that supports the capability of addressing a group of attached systems with
a single PDU.

general topology subnetwork

A topology that is modeled as a set of point-to-point links, each of which connects two systems. There
are several generic types of topology subnetworks: multipoint links, permanent point-to-point links,
dynamic and static point-to-point links.

routing sub-domain

A routing sub-domain consists of a set of intermediate systems and end systems located within the
same routing domain.

Level 2 sub-domain
A Level 2 sub-domain is the set of all Level 2 intermediate systems in a routing domain.

4.1.3 I1SO network addressing
IS-IS uses ISO network addresses. Each address identifies a point of connection to the network, such as a
router interface, and is called a Network Service Access Point (NSAP).
An end system can have multiple NSAP addresses, in which case the addresses differ only by the last byte
(called the n-selector). Each NSAP represents a service that is available at that node. In addition to having
multiple services, a single node can belong to multiple areas.
Each network entity has a special network address called a NET. Structurally, an NET is identical to an
NSAP address, but has an n-selector of 00. Most end systems have one NET. Intermediate systems can
have up to three area IDs (area addresses).
NSAP addresses are divided into three parts. Only the area ID portion is configurable.
+ arealD
A variable length field between 1 and 13 bytes. This includes the Authority and Format Identifier (AFI)
as the most significant byte and the area ID.
+ systemID
A 6-byte system identification. This value is not configurable. The system ID is derived from the system
or router ID.
» selector ID
A 1-byte selector identification that must contain zeros when configuring a NET. This value is not
configurable. The selector ID is always 00.
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Of the total 20 bytes comprising the NET, only the first 13 bytes, the area ID portion, can be manually
configured. As few as 1 byte can be entered or, at most, 13 bytes. If fewer than 13 bytes are entered, the
rest is padded with zeros.

Routers with common area addresses form Level 1 adjacencies. Routers with no common NET addresses
form Level 2 adjacencies, if they are capable. The following figure shows an example of using area
addresses to form adjacencies.

Figure 15: Using area addresses to form adjacencies
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4.1.3.1 1S-IS PDU configuration

The following PDUs are used by IS-IS to exchange protocol information:

3HE 21584 AAAA TQZZA 01

IS-IS hello PDUs

Routers with IS-IS enabled send hello PDUs to I1S-IS-enabled interfaces to discover neighbors and
establish adjacencies.

link-state PDUs

Routers build LSPs, which contain information about the state of adjacencies to neighboring 1S-1S
systems. LSPs are flooded periodically throughout an area.

complete sequence number PDUs

In order for all routers to maintain the same information, CSNPs inform other routers that some LSPs
can be outdated or missing from their database. CSNPs contain a complete list of all LSPs in the
current 1S-IS database.

partial sequence number PDUs (PSNPs)
PSNPs are used to request missing LSPs and acknowledge that an LSP was received.

© 2025 Nokia. 103

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 I1S-I1S

4.1.3.2 IS-IS operations

Routers perform 1S-IS routing as follows:
» Hello PDUs are sent to the 1S-IS-enabled interfaces to discover neighbors and establish adjacencies.

* IS-IS neighbor relationships are formed if the hello PDUs contain information that meets the criteria for
forming an adjacency.

* Routers can build a link-state PDU based upon their local interfaces that are configured for IS-IS and
prefixes learned from other adjacent routers.

* Routers flood LSPs to the adjacent neighbors except the neighbor from which they received the same
LSP. The link-state database is constructed from these LSPs.

» A Shortest Path Tree (SPT) is calculated by each IS, and from this SPT the routing table is built.

4.1.4 1S-IS route summarization

IS-IS route summarization allows users to create aggregate IPv4 or IPv6 addresses that include multiple
groups of IPv4 or IPv6 addresses for a specific IS-IS level. IPv4 and IPv6 routes redistributed from other
routing protocols can also be summarized, similar to the OSPF configuration using the area-range
command. The IS-IS IPv4 and IPv6 route summarization reduces the size of the Link-State Database
(LSDB) and the IPv4 or IPv6 routing table, and the chance of route flapping.

IS-IS route summarization supports the following:
* Level 1, Level 1/2, and Level 2
» route summarization for the IPv4 or IPv6 routes redistributed from other protocols
» the smallest metric used to advertise summary addresses of all the more specific IPv4 or IPv6 routes
* IS-IS IPv6 route summarization algorithm and SRv6 locator awareness
 full Multitopology Intermediate System to Intermediate System (MT-ISIS) MTO and MT2 support:
— The MTO summary summarizes the MTO routes and advertises them as an MTO route.
— The MT2 summary summarizes the MT2 routes and advertises them as an MT2 route.

* IS-IS Unreachable Prefix Announcement (UPA), as defined in draft-ietf-Isr-igp-ureach-prefix-
announce-01, to assist BGP FRR for SRv6.

IS-IS UPA

Organizing networks into levels, areas, or IGP domains serves to confine link-state information within
specific boundaries. However, the dissemination of state information related to prefix reachability often
necessitates propagation across these areas (level 1 and level 2) or domains (through an Autonomous
System Boundary Router [ASBRY]).

An ASBR, running multiple protocols, acts as a gateway to routers outside the IS-IS domain and those
operating with different protocols. The introduction of SRv6 rekindles the significance of summarization
and necessitates improved visibility for fast convergence in the reachability of summary member prefixes.
However, summarization involves suppressing the individual prefix state, crucial for triggering fast-
convergence mechanisms outside the Interior Gateway Routing Protocols (IGPs), such as the Border
Gateway Protocol Fast Reroute (FRR) feature.
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The UPA technology facilitates the notification of individual prefixes that become unreachable in their area
or domain when summarization is employed between areas or domains to advertise reachability. UPA
technology allows existing SRv6 deployments that use summarization to react faster after network failures.
SRv6 deployments require prompt detection of an unreachable egress router failure. The prompt failure
detection can be achieved through UPAs so that BGP SRv6 triggers the SRv6 data plane to switch to

the backup path. The MT-ISIS instance on an Area Boundary Router (ABR) monitors and detects events
where a summarized member prefix suddenly disappears, leading it to originate a corresponding UPA for a
configurable short duration. Simultaneously, the BGP SRv6 component can leverage UPA as a trigger for
FRR.

UPA is defined by draft-ietf-Isr-igp-ureach-prefix-announce-01. At a high level, a UPA is a regular IS-IS
prefix advertised with an exceptionally high metric. In MT-ISIS, a prefix can be advertised with a metric
higher than OxFE000000.

Note: Additionally, for further identification purposes, the Unreachable Prefix Flag (U-Flag)

4 and Unreachable Planned Prefix Flags (UP-Flags) in the IPv4/IPv6 Extended Reachability
Attribute Flags, as defined in RFC 7794, exist. These flags are not supported by Nokia, but can
be displayed in the LSDB and leaked along the UPA prefix between IS-IS levels and MT-ISIS
instances.

The following behavior along a UPA applies:

» The IS-IS support for UPA is for algorithm 0 and flexible algorithm 728 to 255 prefixes advertised in an
ABR base routing instance IP Reachability TLV and the SRv6 Locator TLV (in either MT-ISIS MTO or
MT-ISIS MT2).

» The IS-IS algorithm 0 can be used to detect sudden unreachability of the BGP NLRI next-hop address.
A received UPA cannot be used to trigger FRR when suddenly an SRv6 locator becomes unreachable.

» UPAs originated on an ABR must have originally been member prefixes of a configured summary prefix.
» Originated UPAs can be host route prefixes (/32 for IPv4 or /128 for IPv6) or a shorter prefix.
» Use the following I1S-IS configuration commands to control IS-IS UPAs:

configure router isis summary-address advertise-unreachable match-route-tag

configure router isis summary-address advertise-unreachable advertise-route-tag

configure router isis prefix-unreachable maximum-number-upas

configure router isis prefix-unreachable process-received-upa

configure router isis prefix-unreachable upa-lifetime

configure router isis prefix-unreachable upa-metric

» Consider the following for the IS-IS configuration commands to control IS-IS UPAs:

— For backward compatibility, use the process-received-upa command to insert received UPAs into
the local UPA routing table, where all unreachable routes are stored.

— A UPA configurable metric using the max-metric range exists using the upa-metric command.

— Support with match-route-tag is provided to use route tags on received prefixes to distinguish
monitored summary member prefixes, which can trigger a UPA.

— The origin of an IS-IS UPA is limited to a brief duration, within the range of the upa-lifetime
command.

— Use the advertise-route-tag command to filter UPAs when there are multiple ABRs to contain UPAs
to an area, and to avoid IGP routing instability.

— ABRs have a configurable maximum limit for the number of UPAs a router can originate within the
range of the maximum-number-upas command.
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— UPA flags are not supported; however:
+ IS-IS interprets and displays the flags in the LSDB.

+ Additionally, IS-IS redistributes these flags in an ABR from level 1 to level 2 by default. Through a
configured policy these flags can also be leaked from level 2 to level 1 or between base MT-ISIS
instances.

* 1S-IS can leak UPAs between base MT-ISIS levels and between base MT-ISIS instances.

* ABRs can filter UPAs while leaking by using route tags and existing export policies, and policy filtering
commands apply to UPA prefixes.

*  While leaking UPAs between MT-ISIS levels or instances, the metric of a UPA is irrelevant and remains
unchanged when leaked.

+ BGP listens to the UPA routing table to trigger BGP next-hop resolution, but no UPA is exported through
an export policy from the MT-ISIS UPA routing table to BGP.

+ BGP conditional expression logic applied toward MT-ISIS prefixes for BGP export are not supported.
The conditional expression logic only looks at normal RTM prefixes and not UPA RTM prefixes.

4.1.4.1 Partial SPF calculation

IS-IS supports partial SPF calculation, also referred to as partial route calculation. When an event does
not change the topology of the network, I1S-IS is not perform full SPF but instead performs an IP reach
calculation for the impacted routes. Partial SPF is performed at the receipt of IS-IS LSPs with changes
to IP reach TLVs and in general, for any IS-IS LSP TLV and sub-TLV change that does not impact the
network topology.

4.1.5 1S-IS multitopology support

Multitopology IS-IS (MT-ISIS) support within SR OS allows for the creation of different topologies within
IS-IS that contribute routes to specific route tables for IPv4 unicast, IPv6 unicast, IPv4 multicast, and IPv6
multicast. This capability allows for non-congruent topologies between these different routing tables. As

a result, networks are able to control which links or nodes are to be used for forwarding different types of
traffic.

For example, MT-ISIS could allow all links to carry IPv4 traffic, while only a subset of links can also carry
IPVv6 traffic.

SR OS supports the following multitopologies:
* IPv4 Unicast — MT-ID O

» IPv6 Unicast — MT-ID 2

» IPv4 Multicast — MT-ID 3

» |IPv6 Multicast — MT-ID 4

4.1.5.1 Native IPv6 support

IS-IS IPv6 TLVs for IPV6 routing is supported in SR OS. This support is considered native IPv6 routing
within IS-IS. However, it has limitations in that IPv4 and IPv6 topologies must be congruent, otherwise
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traffic may be blackholed. Service providers should ensure that the IPv4 topology and IPv6 topologies are
the same if native IPv6 routing is used within 1S-1S.

4.1.6 1S-IS administrative tags
IS-IS administrative tags enable a network administrator to configure route tags to tag IS-IS route prefixes.
These tags can subsequently be used to control IS-IS route redistribution or route leaking.

The IS-IS support for route tags allows the tagging of IP addresses of an interface and uses the tag to
apply administrative policy with a route map. A network administrator can also tag a summary route, and
then use a route policy to match the tag and set one or more attributes for the route.

Using these administrative policies allows the operator to control how a router handles the routes it
receives from and sends to its IS-IS neighboring routers. Administrative policies are also used to govern
the installation of routes in the routing table.

Route tags allow policies to perform the following:

+ redistribute routes received from other protocols in the routing table to IS-IS

+ redistribute routes or SRv6 locators between levels in an I1S-IS routing hierarchy

» summarize routes redistributed into I1S-IS or within I1S-IS by creating aggregate (summary) addresses

4.1.6.1 Setting route tags

IS-IS route tags are configurable to set the route tag for the following:
* an IS-IS interface

* an IS-IS passive interface

» a route redistributed from another protocol to I1S-1S

» aroute redistributed from one IS-IS level to another IS-IS level

* an IS-IS default route

* an IS-IS summary address or SRv6 locator

4.1.6.2 Using route tags

The configured setting of the 1S-IS administrative tags on this or on a neighboring I1S-IS router only takes
effect if policies are configured to instruct how to process the specified tag value.

Policies configured in the following contexts can process tags where 1S-IS is the origin, destination, or both
origin and destination protocol:

+ MD-CLI

configure policy-options policy-statement entry from
configure policy-options policy-statement entry action tag
configure policy-options policy-statement default-action tag

» classic CLI
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4.1.6.3

Note: To configure policy-statements, use the begin command to enter the edit mode and use
/ the commit command to save your changes.

configure router policy-options policy-statement entry from
configure router policy-options policy-statement entry action tag
configure router policy-options policy-statement default-action tag

Unnumbered interface support

IS-IS supports unnumbered point-to-point interface with both Ethernet and PPP encapsulations.

Unnumbered interfaces borrow the address from other interfaces such as system or loopback interfaces
and uses it as the source IP address for packets originated from the interface. This feature supports both
dynamic and static ARP for unnumbered interfaces to allow interworking with unnumbered interfaces that
may not support dynamic ARP.

An unnumbered interface is an IPv4 capability only used in cases where IPv4 is active (IPv4-only and
mixed IPv4/IPv6 environments). When configuring an unnumbered interface, the interface specified for
the unnumbered interface (system or other) must have an IPv4 address. Also, the interface type for the
unnumbered interface automatically is point-to-point. The unnumbered option can be used in IES and
VPRN access interfaces, as well as in a network interface with MPLS support.

4.1.7 Multi-homed prefix LFA extensions in IS-IS
4.1.7.1 Feature configuration
Use the following command to configure the Multihomed Prefix (MHP) LFA feature for IP FRR for IS-IS
routes, SR-ISIS tunnel, and SRv6-ISIS tunnel FRR:
« MD-CLI
configure router isis loopfree-alternate multi-homed-prefix preference
» classic CLI
configure router isis loopfree-alternates multi-homed-prefix preference
When applied to IP prefixes, IP FRR must also be enabled. Use the following command to allow the
programming of the backup paths in the FIB:
« MD-CLI
configure routing-options ip-fast-reroute
» classic CLI
configure router ip-fast-reroute
This feature uses the multihomed prefix model described in RFC 8518 to compute a backup IP next hop
via an alternate ABR or ASBR for external prefixes and to an alternate router owner for local anycast
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41.7.2
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prefixes. Without this feature, the backup path is computed to the ASBR, ABR, or router owner, which is
the best path for the prefix.

This feature further enhances the multihomed prefix backup path calculation beyond RFC 8518 with the
addition of repair tunnels that make use of a PQ node or a P-Q set to reach the alternate exit ABR or
ASBR of external prefixes or the alternate owner router of intra-area anycast prefixes.

The base LFA algorithm is applied to all intra-area and external prefixes of IP routes (IP FRR), of SR-
ISIS node SID tunnels (SR-ISIS FRR), and to SRv6-ISIS remote locator tunnels (SRv6-ISIS FRR), as
usual. Then the MHP LFA is applied to improve the protection coverage for external prefixes and anycast
prefixes. For external /32 IPv4 prefixes and /128 IPv6 prefixes and for intra-area /32 IPv4 and /128 IPv6
prefixes with multiple owner routers (anycast prefixes), the base LFA backup path, if found, is preferred
over the MHP LFA backup path in the default behavior with the preference command set to a value of
none. The user can force the programming of the MHP LFA backup path by setting preference command
value to all.

After the IP next-hop based MHP LFA is enabled, the extensions to MHP LFA to compute an SR-TE repair
tunnel for an SR-ISIS or SRv6-ISIS tunnel are automatically enabled when the following CLI command is
configured to enable Topology-Independent Loop-Free Alternate (TI-LFA) or Remote Loop-Free Alternate
(RLFA). The computation reuses the SID list of the primary path or the TI-LFA or RLFA backup path of the
alternate ABR, ASBR, or alternate owner router.

+ MD-CLI

configure router isis loopfree-alternate remote-lfa
configure router isis loopfree-alternate ti-lfa

» classic CLI

configure router isis loopfree-alternates remote-1fa
configure router isis loopfree-alternates ti-lfa

TI-LFA, base LFA, and RLFA (if enabled) are applied to the SR-ISIS node SID tunnels of all intra-area and
external /32 IPv4 and /128 IPv6 prefixes as usual, and to all SRv6-ISIS locator tunnels of intra-area and
external prefixes of any size.

For node SID SR-ISIS tunnels of external /32 IPv4 and /128 IPv6 prefixes or intra-area /32 IPv4 and /128
IPv6 anycast prefixes, the LFA, TI-LFA, or RLFA backup path is preferred over the MHP LFA backup
path in the default behavior with the preference command set to a value of none. The user can force
the programming of the MHP LFA backup by setting the preference command value to all. Finally, the
same preference rule also applies to SRv6-ISIS remote locator tunnels of external prefixes and intra-area
prefixes with multiple router owners.

The MHP LFA backup path protects SR-ISIS tunnels and SRv6-ISIS locator tunnels in algorithm 0.
Therefore, it also extends the protection to any SR-TE LSP or SR-MPLS policy that uses an SR-ISIS SID
or an SRv6-ISIS SID of those same prefixes in its configured or computed SID list.

Feature applicability

The multi-homed-prefix command enables the feature, but its applicability depends on the LFA flavor
enabled in the IS-IS instance. The following scenarios are possible:

e Scenario 1

— MD-CLI
The loopfree-alternate and multi-homed-prefix commands are enabled.
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— classic CLI
The loopfree-alternates and multi-homed-prefix commands are enabled.

The IP next-hop based MHP LFA feature enhances base LFA only; it applies to IP FRR (when the ip-
fast-reroute command is also enabled) and to SR-ISIS tunnels and SRv6-ISIS tunnels.

e Scenario 2

— MD-CLI
The loopfree-alternate remote-Ifa and loopfree-alternate ti-lfa commands are enabled, or both
commands and the multi-homed-prefix command is enabled.

— classic CLI
The loopfree-alternates remote-Ifa and loopfree-alternates ti-Ifa commands are enabled, or both
commands and the multi-homed-prefix command is enabled.

The enabling of RLFA, TI-LFA, or both on top of the MHP LFA automatically enables the SR OS specific
enhancements to RFC 8518 that compute a repair tunnel to the alternate exit ABR or ASBR of external
prefixes or to the alternate owner router for intra-area anycast prefixes. This enhancement improves
coverage because it computes a SR-TE or SRv6 backup repair tunnel to an alternate ASBR. This
forces the packet to go to the alternate ASBR because the RFC 8518 MHP LFA may not find a loop-free
path to this alternate ASBR.

4.1.7.3 RFC 8518 MHP LFA for IS-IS

The behavior of this feature is the same as in OSPF. See Multi-homed prefix LFA extensions in OSPF.

4.2 FIB prioritization

The RIB processing of specific routes can be prioritized through the use of the rib-priority command.
This command allows specific routes to be prioritized through the protocol processing so that updates are
propagated to the FIB as quickly as possible.

The rib-priority command is configured within the global 1S-IS routing context, and the administrator
has the option to either specify a prefix list or an 1S-IS tag value. If a prefix list is specified, route prefixes
matching any of the prefix list criteria is considered high priority. If instead an 1S-IS tag value is specified,
any IS-1S route with that tag value is considered high priority.

Routes designated as high priority are the first routes processed and passed to the FIB update process so
that the forwarding engine can be updated. All known high priority routes should be processed before the
IS-IS routing protocol moves on to other standard priority routes. This feature has the most impact when a
large number of routes are learned through the IS-IS routing protocols.

4.3 IS-IS graceful restart helper

IS-1S supports the graceful restart (GR) helper function, which provides an 1S-IS neighbor a grace period
during a control plane restart to minimize service disruption. When the control plane of a GR-capable

router fails or restarts, the neighboring routers supporting the GR helper mode (GR helpers) temporarily
preserve |S-IS forwarding information. Traffic continues to be forwarded to the restarting router using the
last known forwarding tables. If the control plane of the restarting router comes back up within the grace
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period, the restarting router resumes normal I1S-IS operation. If the grace period expires, the restarting
router is presumed inactive and the I1S-IS topology is recalculated to route traffic around the failure.

4.3.1 BFD interaction with graceful restart

If the SR OS router is providing a grace period to an adjacent neighbor and the BFD session associated
with that neighbor fails, the behavior is determined by the C-bit values sent by each neighbor as follows:

» If both BFD endpoints have set their C-bit value, the GR helper mode is canceled and any routes from
that neighbor that are marked as stale are removed from the forwarding table.

» If either of the BFD endpoints has not set their C-bit value, the GR helper mode continues.

4.4 1S-IS configuration process overview
The following figure shows the process to provision basic IS-IS parameters.

Figure 16: IS-IS configuration and implementation flow
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4.5 Configuration notes

This section describes IS-IS configuration restrictions.

4.5.1 General

The following are IS-IS configuration restrictions:
* IS-IS must be enabled on each participating router.
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* There are no default NETs.
* There are no default interfaces.

» By default, routers are assigned a Level 1/Level 2 level capability.

4.6 Delay normalization for IS-IS

Measuring delay and delay normalization

Interface delay normalization is a concept often used in network engineering, particularly when dealing with
packet-switched networks like the Internet. It is a method to address and manage the different delay times
(latency) experienced across a network.

Understanding network delays

In a network, data packets often experience different delay times as they travel from their source to their
destination. This delay can be caused by various factors, such as, the:

» physical distance

» number of hops (intermediate devices like routers and switches they pass through)
» network traffic load

» processing speed of the devices

Both IS-IS and OSPF can use these characteristics as metrics for flexible algorithm computation. One
of the key use cases for flexible algorithm technology is low-latency routing through dynamic delay
measurement.

Measuring delay

The first step in interface delay normalization is to measure the delay experienced at various points or
interfaces in the network. This measurement is typically done using tools and protocols designed to
measure round-trip times (RTT) or one-way delay times. Nokia SR OS typically deploys TWAMP light to
measure unidirectional interface delay. Delay is measured in microseconds (usec). If the raw delay values
are directly used as link metrics during I1S-IS or OSPF flexible algorithms topology computation, minor
differences in link delay might prevent the use of valid ECMP routes.

Normalizing delays

After the delay measurements are obtained, the normalization process begins. This process involves
adjusting certain parameters or configurations in the network to make the delay more uniform or
predictable across different segments of the network.

Delay normalization addresses this concern by computing a normalized delay value and using it as the
metric instead. This normalized value is then advertised and applied by applications using this normalized
delay and advertising it through 1S-IS or OSPF (for example, by the flexible algorithm computation).

Configuring delay normalization

Delay normalization is based on the principle of reducing the advertised delay granularity. By default, delay
is measured with 1 usec granularity, regardless of whether the actual delay is large or small. When delay
normalization is enabled, the IGP artificially reduces the granularity of the dynamically measured delay.
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The following example displays the configuration of delay normalization for an 1S-IS interface.

Example: IS-IS interface delay normalization (MD-CLI)

[ex:/configure router "Base"]
isis 0 {
interface "testl" {
delay-normalization {
delay-tolerance-interval 500
minimum-delay 50

}
}

Example: IS-IS interface delay normalization (classic CLI)

A:node-2>config>router>isis# info

interface "testl"
delay-normalization
delay-tolerance-interval 500
minimum-delay 50
exit
no shutdown

Delay normalization calculation
The normalized delay is calculated as follows:

Normalized delay = INTEGER DIVISION (measured delay / delay-tolerance-interval) x delay-tolerance-
interval + minimum-delay

This calculation ensures that small variations in delay are smoothed out, improving the stability of the delay
metric used in IGP computations.

The following table describes the normalized delay calculation through a variety of examples.

Table 4: Normalized delay calculation

Use subject to Terms available at: www.nokia.com/terms.

Measured Delay- Minimum- Normalized delay calculation Resulting
delay (usec) |tolerance delay (usec) normalized
(usec) delay (usec)

2 11 5 5
2/11=0=>0x%x11+5

10 11 5 5
10/1M=0=>0x11+5

11 11 5 16
M/1MM=1=>1%x11+5
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Measured Delay- Minimum- Normalized delay calculation Resulting
delay (usec) |tolerance delay (usec) normalized
(usec) delay (usec)

12 11 5 16
12/M1M=1=>1x11+5

20 11 5 16
20/1M=1=>1x11+5

22 11 5 27
22/11=2=>2x11+5

32 11 5 27
32/11=2=>2x11+5

33 11 5 38
383/11=3=>3x11+5

100 1 5 100
100/11=9=>9x11+5

4.7 Configuring IS-IS with CLI

This section provides information to configure 1S-IS using the CLI.

4.7.1 1S-IS configuration overview
This section provides an overview of IS-IS configuration.
4.7.1.1 Router levels

The router-level capability can be configured globally and on a per-interface basis. The interface-level
command options specify the interface routing level. The neighbor capability and command options define
the adjacencies that are established.
IS-1S is not enabled by default. When IS-IS is enabled, the global default level capability is Level 1/2 which
enables the router to operate as either a Level 1 and/or a Level 2 router with the associated databases.
The router runs separate SPF calculations for the Level 1 area routing and for the Level 2 multi-area
routing to create the IS-IS routing table.
The level value can be modified on both or either of the global and interface levels to be only Level 1-
capable, only Level 2-capable or Level 1 and Level 2-capable.
If the default value is not modified on any routers in the area, the routers try to form both Level 1 and Level
2 adjacencies on all IS-IS interfaces. If the default values are modified to Level 1 or Level 2, the number of
adjacencies formed are limited to that level only.
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Configuring area address attributes
About this task

The area ID, also called an area address, specifies the area address portion of the NET which is used to
define the I1S-IS area to which the router belongs. At least one area ID should be configured on each router
participating in 1S-1S. You can configure a maximum of three area IDs per router.

Use the following command to configure the area ID:
+ MD-CLI

configure router isis area-address
» classic CLI
configure router isis area-id

The area address identifies a point of connection to the network, such as a router interface, and is called
a Network Service Access Point (NSAP). The routers in an area manage routing tables about destinations
within the area. The Network Entity Title (NET) value is used to identify the 1S-IS area to which the router
belongs.

NSAP addresses are divided into three parts. Only the Area ID portion is configurable.
Procedure

Step 1. Set the area ID.
A variable length field between 1 and 13 bytes long. This includes the Authority and Format
Identifier (AFI) as the most significant byte and the area ID.

Step 2. Set the system ID.
A six-byte system identification. This value is not configurable. The system ID is derived from the
system or router ID.

Step 3. Set the selector ID.
A one-byte selector identification that must contain zeros when configuring a NET. This value is
not configurable. The selector ID is always 00.
Example

The following example displays ISO addresses in I1S-IS address format:
MAC address 00:a5:¢c7:6b:c4:9049.0011.00a5.c76b.c490.00 IP address: 218.112.14.5
49.0011.2181.1201.4005.00

Interface-level capability

The level capability value configured on the interface level is compared to the level capability value
configured on the global level to determine the type of adjacencies that can be established. The default
level capability for routers and interfaces is Level 1/2.

The following table lists configuration combinations and the potential adjacencies that can be formed.
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Table 5: Potential adjacency capabilities

Global level Interface level Potential adjacency
L1/2 L1/2 Level 1 and/or Level 2
L1/2 L1 Level 1 only

L1/2 L2 Level 2 only

L2 L1/2 Level 2 only

L2 L2 Level 2 only

L2 L1 none

L1 L1/2 Level 1 only

L1 L2 none

L1 L1 Level 1 only

Route leaking

The Nokia implementation of 1S-IS route leaking is performed in compliance with RFC 2966, Domain-Wide
Prefix Distribution with Two-Level IS-IS. As previously stated, I1S-IS is a routing domain (an AS running |IS-
IS) which can be divided into Level 1 areas with a Level 2-connected subset (backbone) of the topology
that interconnects all of the Level 1 areas. Within each Level 1 area, the routers exchange link state

information. Level 2 routers also exchange Level 2 link state information to compute routes between areas.

Routers in a Level 1 area typically only exchange information within the Level 1 area. For IP destinations
not found in the prefixes in the Level 1 database, the Level 1 router forwards PDUs to the nearest router
that is in both Level 1/2 with the attached bit set in its Level 1 link-state PDU.

There are many reasons to implement domain-wide prefix distribution. The goal of domain-wide prefix
distribution is to increase the granularity of the routing information within the domain. The routing
mechanisms specified in RFC 1195 are appropriate in many situations and account for excellent scalability
properties. However, in specific circumstances, the amount of scalability can be adjusted, which can
distribute more-specific information than described by RFC 1195.

Distributing more prefix information can improve the quality of the resulting routes. A well-known property
of default routing is that loss of information can occur. This loss of information affects the computation of a
route based upon less information, which can result in sub-optimal routes.

Basic IS-IS configuration

For IS-IS to operate on the routers, I1S-IS must be explicitly enabled, and at least one area address and
interface must be configured. If IS-IS is enabled but no area address or interface is defined, the protocol is
enabled but no routes are exchanged. When at least one area address and interface are configured, then
adjacencies can be formed and routes exchanged.

To configure IS-IS, perform the following steps.
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Enable I1S-IS (specifying the instance ID of multi-instance IS-IS is to be enabled).
Modify the level capability, if necessary, on the global level (default is level-1/2).
Define area addresses.

Configure 1S-IS interfaces.

The following example displays IS-IS default values.

Example:

[ex:

MD-CLI

/configure router "Base" isis 0]

A:admin@node-2# info detail

##
##

##

##
##

##

##

##

##

##
##

##
##
##
##
##
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apply-groups
apply-groups-exclude
admin-state enable
authentication-keychain
authentication-key
authentication-type
csnp-authentication true
psnp-authentication true
advertise-passive-only false
advertise-router-capability
advertise-tunnel-link false
all-1lisis 01:80:c2:00:00:14
all-12isis 01:80:c2:00:00:15
authentication-check true
default-route-tag
ldp-sync true
hello-authentication true
ignore-attached-bit false
ignore-lsp-errors false
ignore-narrow-metric false
iid-tlv false
ipv4-multicast-routing native
ipv4-routing true
ipv6-multicast-routing native
ipv6-routing false
hello-padding
ldp-over-rsvp false
level-capability 1/2
lsp-lifetime 1200
lsp-minimum-remaining-lifetime
lsp-mtu-size 1492
mru-mismatch-detection false
overload-export-interlevel false
overload-export-external false
overload-include-locators false
poi-tlv false
prefix-attributes-tlv false
reference-bandwidth
router-id
standard-multi-instance false
strict-adjacency-check false
suppress-attached-bit false
system-id 0000.0000.0000
traffic-engineering false
export-policy
import-policy
area-address
export-limit
graceful-restart
entropy-label {
override-tunnel-elc false
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##
##

##

##
##
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}

multi-topology

multicast-import {
ipv4 false
ipv6 false

overload
overload-on-boot
overload-fib-error-notify-only
prefix-limit
lsp-refresh {

interval 600

half-lifetime true

}
rib-priority {
high {
## prefix-list
## tag
}
}
timers {
spf-wait {
spf-max-wait 10000
spf-initial-wait 1000
spf-second-wait 1000
}
lsp-wait {
lsp-max-wait 5000
lsp-initial-wait 10
lsp-second-wait 1000
}
}
unicast-import {
ipvé4 true
ipv6 true

loopfree-alternate

database-export

}

prefix-unreachable {
maximum-number-upas 32
process-received-upa false
upa-lifetime 180
upa-metric 4261412865

}

traffic-engineering-options {
advertise-delay false
ipv6 false

## application-link-attributes

segment-routing {

## apply-groups

## apply-groups-exclude
admin-state disable
adj-sid-hold 15
class-forwarding false
entropy-label true

## export-tunnel-table

## srlb

## tunnel-mtu
tunnel-table-pref 11
adjacency-sid {

allocate-dual-sids false

}
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## micro-loop-avoidance

multi-topology {
mt2 false
}

## prefix-sid-range

maximum-sid-depth {
## override-bmi
## override-erld

## adjacency-set

}

egress-statistics {
adj-set false
adj-sid false
node-sid false

}

ingress-statistics {
adj-set false
adj-sid false
node-sid false

}

mapping-server {
admin-state disable

## node-sid-map

}

segment-routing-v6 {
## apply-groups
## apply-groups-exclude

admin-state disable
adj-sid-hold 15

## locator
## micro-segment-locator

}

igp-shortcut {
## apply-groups
## apply-groups-exclude
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admin-state disable
allow-sr-over-srte false
tunnel-next-hop {
family ipv4 {
## apply-groups
## apply-groups-exclude
resolution none
resolution-filter {
rsvp false
sr-te false
}
}
family ipv6 {
## apply-groups
## apply-groups-exclude
resolution none
resolution-filter {
rsvp false
sr-te false
}
}
family srv4 {
## apply-groups
## apply-groups-exclude
resolution none
resolution-filter {
rsvp false
sr-te false

Use subject to Terms available at: www.nokia.com/terms.
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}
}
family srvé {
## apply-groups
## apply-groups-exclude
resolution none
resolution-filter {
rsvp false
sr-te false

}

}
## interface

level 1 {

## apply-groups

## apply-groups-exclude

## authentication-keychain

## authentication-key

## authentication-type
csnp-authentication true
psnp-authentication true
advertise-router-capability true
database-export-exclude false
default-ipv4-multicast-metric 10
default-ipv6-multicast-metric 10
default-ipv6-unicast-metric 10
default-metric 10
external-preference 160
hello-authentication true

## hello-padding
loopfree-alternate-exclude false
lsp-mtu-size 1492
preference 15
wide-metrics-only false
bier {

admin-state disable

## template
}

}

level 2 {

## apply-groups

## apply-groups-exclude

## authentication-keychain

## authentication-key

## authentication-type
csnp-authentication true
psnp-authentication true
advertise-router-capability true
database-export-exclude false
default-ipv4-multicast-metric 10
default-ipv6-multicast-metric 10
default-ipv6-unicast-metric 10
default-metric 10
external-preference 165
hello-authentication true

## hello-padding
loopfree-alternate-exclude false
lsp-mtu-size 1492
preference 18
wide-metrics-only false
bier {

admin-state disable

## template

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 120
Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2

IS-IS

}

}

## link-group

summary-address 192.1.1.1/32 {
apply-groups
apply-groups-exclude
level-capability 1/2
route-tag
algorithm
advertise-unreachable

##
##

##
##
##

Example: classic CLI

A:node-2>config>router>isis# info detail
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no system-id
no router-id

level-capability level-1/2
standard-multi-instance
graceful-restart

auth-keychain
authentication-key
authentication-type
authentication-check
csnp-authentication

no ignore-lsp-errors

no ignore-narrow-metric
lsp-lifetime 1200

no lsp-minimum-remaining-lifetime
lsp-mtu-size 1492
lsp-refresh-interval 600 half-lifetime enable
mru-mismatch-detection
database-export

export-limit

no
no
no
no
no

no
no
no
no
no
no
no
no
no
no
no

overload

overload-on-boot
overload-export-external
overload-export-interlevel
overload-include-locators
overload-fib-error-notify-only

export
import

hello-authentication
psnp-authentication

no traffic-engineering
traffic-engineering-options
no advertise-delay

no ipvé

no application-link-attributes

exit
reference-bandwidth
default-route-tag
disable-ldp-sync
advertise-passive-only
advertise-router-capability
hello-padding

ldp-over-rsvp
advertise-tunnel-link
ignore-attached-bit
suppress-attached-bit
iid-tlv-enable
poi-tlv-enable

no
no
no
no
no
no
no
no
no
no
no
no
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no prefix-attributes-tlv
no prefix-limit
no loopfree-alternates
no rib-priority high
ipv4-routing
no ipv6-routing
ipv4-multicast-routing native
ipv6-multicast-routing native
no multi-topology
no unicast-import-disable both
no multicast-import both
no strict-adjacency-check
summary-address 192.1.1.1/32 level-1/2
entropy- label
no override-tunnel-elc
exit
flexible-algorithms
shutdown
advertise-admin-group prefer-ag
exit
igp-shortcut
shutdown
no allow-sr-over-srte
tunnel-next-hop
family ipv4
resolution disabled
resolution-filter
no rsvp
no sr-te
exit
exit
family ipv6
resolution disabled
resolution-filter
no rsvp
no sr-te
exit
exit
family srv4
resolution disabled
resolution-filter
no rsvp
no sr-te
exit
exit
family srv6
resolution disabled
resolution-filter
no rsvp
no sr-te
exit
exit
exit
exit
prefix-unreachable
maximum-number-upas 32
no process-received-upa
upa-lifetime 180
upa-metric 4261412865
exit
timers
lsp-wait 5000 lsp-initial-wait 10 lsp-second-wait 1000
spf-wait 10000 spf-initial-wait 1000 spf-second-wait 1000
exit
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level 1

advertise-router-capability
no hello-padding
no lsp-mtu-size
no auth-keychain
no authentication-key
no authentication-type
csnp-authentication
no database-export-exclude
external-preference 160
hello-authentication
no loopfree-alternate-exclude
preference 15
psnp-authentication
no wide-metrics-only
default-metric 10
default-ipv4-multicast-metric 10
default-ipv6-unicast-metric 10
default-ipv6-multicast-metric 10
bier

shutdown
exit

level 2

advertise-router-capability
no hello-padding
no lsp-mtu-size
no auth-keychain
no authentication-key
no authentication-type
csnp-authentication
no database-export-exclude
external-preference 165
hello-authentication
no loopfree-alternate-exclude
preference 18
psnp-authentication
no wide-metrics-only
default-metric 10
default-ipv4-multicast-metric 10
default-ipv6-unicast-metric 10
default-ipv6-multicast-metric 10
bier

shutdown
exit

segment-routing

shutdown
adj-sid-hold 15
no class-forwarding
entropy-label enable
no export-tunnel-table
no micro-loop-avoidance
no multi-topology
no prefix-sid-range
no srlb
tunnel-table-pref 11
no tunnel-mtu
adjacency-sid

no allocate-dual-sids
exit
egress-statistics

no adj-set

no adj-sid
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no node-sid
exit
ingress-statistics
no adj-set
no adj-sid
no node-sid
exit
mapping-server
shutdown
exit
maximum-sid-depth
no override-bmi
no override-erld

exit
exit
segment-routing-v6
shutdown
adj-sid-hold 15
exit

no shutdown

4.7.3 Common IS-IS configuration tasks
To implement IS-IS in your network, you must enable 1S-IS on each participating router.
To assign different level capabilities to the routers and organize your network into areas, modify the level
capability defaults on end systems from Level 1/2 to Level 1. Routers communicating to other areas can
retain the Level 1/2 default.
On each router, at least one area ID, also called the area address, should be configured, as well as at least
one IS-IS interface.
1. Enable IS-IS.
2. Configure global IS-IS command options.
3. Configure area addresses.
4. Configure IS-IS interface-specific command options.
4.7.4 Configuring IS-IS components
Use the CLI commands shown in the following subsections to configure IS-IS components.
4.7.4.1 Enabling IS-IS
IS-IS is disabled by default and must be configured and administratively enabled for the protocol to be
active. SR OS also supports multi-instance IS-IS, which allows separate instances of the IS-IS protocol to
run independently of the SR OS router.
Use the following command to configure an instance ID for IS-IS instances:
+ MD-CLI
configure router isis isis-instance
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» classic CLI

configure router isis

@ Caution: Careful planning is essential to implement commands that can affect the behavior of
global and interface levels.

4.7.4.2 Modifying router-level command options

When IS-IS is enabled, the router operates with both level-1 and level-2 routing. The level-capability
value can be configured on the global level and also on the interface level. The level-capability value
determines which level values can be assigned on the router level or on an interface-basis. To operate as
only a level-1 router or only a level-2 router, you must explicitly specify the level number.

» Level 1 routes only within an area.
* Level 2 routes to destinations outside an area, toward other eligible level 2 routers.
Use the following command to configure the router capability level:
+ MD-CLI
configure router isis level-capability (1]2]1/2)
» classic CLI

configure router isis level-capability {level-1|level-2|level-1/2}

Use the following command to change the default global value for the router to operate as a level 1 router
or a level 2 router:

« MD-CLI
configure router isis level level-number (1]2)
» classic CLI

configure router isis level (1]2)

Note: If you modify the level, the protocol shuts down and restarts. This can affect adjacencies
and routes.

The following is an example of level-capability and level configuration.
Example: MD-CLI

[ex:/configure router "Base" isis 5]
A:admin@node-2# info
level-capability 2
level 2 {

}
Example: classic CLI

A:node-2>config>router>isis# info
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4.7.4.4

shutdown
level-capability level-2
level 2

Configuring ISO area addresses

Use the following command to configure the area ID, also called an address. You can configure a
maximum of three area IDs per router:

+ MD-CLI
configure router isis area-address
» classic CLI
configure router isis area-id
The following example shows the router area ID configuration.

Example: MD-CLI

[ex:/configure router "Base" isis 5]
A:admin@node-2# info

area-address [49.0180.0001 49.0180.0002 49.0180.0003]

Example: classic CLI

A:node-2>config>router>isis# info

area-id 49.0180.0001
area-id 49.0180.0002
area-id 49.0180.0003

Configuring global IS-IS command options

Commands and command options configured on the global level are inherited at the interface levels.

Configurations in the interface and interface-level take precedence over global configurations.

The following example shows a modified global-level configuration.

Example: MD-CLI

[ex:/configure router "Base" isis 5]

A:admin@node-2# info
authentication-key "authkey hash2"
authentication-type password
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authentication-check true

level-capability 2

overload-export-external true

traffic-engineering true

area-address [49.0180.0001 49.0180.0002 49.0180.0003]
}

Example: classic CLI

A:node-2>config>router>isis# info
level-capability level-2
area-id 49.0180.0001
area-id 49.0180.0002
area-id 49.0180.0003
authentication-key "auth-key" hash
authentication-type password
overload timeout 90
traffic-engineering

4.7.4.5 Migration to IS-IS multitopology

About this task

To migrate to I1S-IS Multitopology (MT) for IPv6, perform the steps described in this topic.

Procedure

Step 1. Use the following command to enable sending and receiving of IPv6 unicast reachability

information in I1S-IS MT TLVs on all the routers that support MT.
configure router isis multi-topology ipv6-unicast

Example
MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@node-2# info

ipv6-routing native

multi-topology {
ipv6-unicast true
ipv4-multicast true

Example
classic CLI

A:node-2>config>router>isis# info detail

ipv4-routing

ipv6-routing native

multi-topology
ipv6-unicast
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Step 2. Use the following commands to ensure that all routers to be configured for MT have the IPv6

reachability information required by MT TLVs.

a. Display the IS-IS IPv6 unicast topology.

show router isis topology ipv6-unicast

Example

Rtr Base ISIS Instance 0 Topology Table

Interface Nexthop
C1/1/8-E1/1/6 Dut-E
C1/1/8-E1/1/6 Dut-E

Dut-E.00

b. Use the following command to display the database details.

show router isis database detail

Example

Rtr Base ISIS Instance 0 Database (detail)

Displaying Level 1 database

Sequence : 0x22b
Version 1
Attributes: L1L2

LSP ID : ALA-49.00-00 Level ;L1
Checksum : 0x60e4 Lifetime : 1082
Pkt Type : 18 Pkt Ver 1
Max Area : 3
Used Len : 404 Alloc Len : 1492

SysID Len : 6

TLVs :
Area Addresses
Area Address
Supp Protocols
Protocols
IS-Hostname
Hostname
TE Router ID
Router ID
Internal Reach
IP Prefix
IP Prefix
IP Prefix
IP Prefix
IP Prefix
IP Prefix

3HE 21584 AAAA TQZZA 01

(13) 47.4001.8000.00a7.0000.ffdd.0007

: IPv4 IPv6

: ALA-49

: 10.10.10.104

: 10.10.10.104/32 (Dir. :Up) Metric : 0 (I)

: 10.10.4.0/24 (Dir. :Up) Metric : 10 (I)

: 10.10.5.0/24 (Dir. :Up) Metric : 10 (I)

: 10.10.7.0/24 (Dir. :Up) Metric : 10 (I)

: 10.10.0.0/24 (Dir. :Up) Metric : 10 (I)

: 10.0.0.0/24 (Dir. :Up) Metric : 10 (I)
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MT IPv6 Reach.
MT ID H)
IPv6 Prefix : 3ffe::101:100/120
Flags : Up Internal Metric : 10
IPv6 Prefix : 10::/64
Flags : Up Internal Metric : 10
I/f Addresses
IP Address : 10.10.10.104
IP Address : 10.10.4.3
IP Address : 10.10.5.3
IP Address : 10.10.7.3
IP Address : 10.10.0.16
IP Address : 10.0.0.104
I/f Addresses IPv6 :
IPv6 Address : 3FFE::101:101
IPv6 Address : 10::104
TE IP Reach.
IP Prefix : 10.10.10.104/32 (Dir. :Up) Metric : 0
IP Prefix : 10.10.4.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.5.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.7.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.0.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.0.0.0/24 (Dir. :Up) Metric : 10
Authentication
Auth Type : Password(1l) (116 bytes)
Level (1) LSP Count : 1
Displaying Level 2 database
LSP ID : ALA-49.00-00 Level L2
Sequence : 0x22c Checksum : 0xb888 Lifetime : 1082
Version 1 Pkt Type : 20 Pkt Ver 1
Attributes: L1L2 Max Area : 3
SysID Len : 6 Used Len : 304 Alloc Len : 1492
TLVs :
Area Addresses
Area Address (13) 47.4001.8000.00a7.0000.ffdd.0007
Supp Protocols
Protocols : IPv4 IPv6
IS-Hostname
Hostname : ALA-49
TE Router ID
Router ID : 10.10.10.104
Internal Reach
IP Prefix : 10.10.10.104/32 (Dir. :Up) Metric : 0 (I)
IP Prefix : 10.10.4.0/24 (Dir. :Up) Metric : 10 (I)
IP Prefix : 10.10.5.0/24 (Dir. :Up) Metric : 10 (I)
IP Prefix : 10.10.7.0/24 (Dir. :Up) Metric : 10 (I)
IP Prefix : 10.10.0.0/24 (Dir. :Up) Metric : 10 (I)
IP Prefix : 10.0.0.0/24 (Dir. :Up) Metric : 10 (I)
MT IPv6 Reach.
MT ID H)
IPv6 Prefix : 3ffe::101:100/120
Flags : Up Internal Metric : 10
IPv6 Prefix : 10::/64
Flags : Up Internal Metric : 10
I/f Addresses
IP Address : 10.10.10.104
IP Address : 10.10.4.3
IP Address : 10.10.5.3
IP Address : 10.10.7.3
IP Address : 10.10.0.16
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IP Address : 10.0.0.104
I/f Addresses IPv6 :
IPv6 Address : 3FFE::101:101
IPv6 Address : 10::104
TE IP Reach. :
IP Prefix : 10.10.10.104/32 (Dir. :Up) Metric : 0
IP Prefix : 10.10.4.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.5.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.7.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.10.0.0/24 (Dir. :Up) Metric : 10
IP Prefix : 10.0.0.0/24 (Dir. :Up) Metric : 10
Authentication
Auth Type : MD5(54) (16 bytes)

Level (2) LSP Count : 1

Prefix Leaked Down
Node Flag
Re-advertisement Flag
Sub-TLVs Present
External Prefix Flag

X Wnx=20
| T TR T

Step 3. Use the following command to configure MT TLVs for IPv6 SPF.
configure router isis ipv6-routing mt

Example
MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@node-2# info

ipv6-routing mt

multi-topology {
ipv6-unicast true
ipv4-multicast true

Example
classic CLI

A:node-2>config>router>isis# info detail

ipv4-routing
ipv6-routing mt
multi-topology

ipv6-unicast
exit

Step 4. Use the following commands to verify the IPv6 routes for I1S-IS.

a. Display the IPv6 unicast routes.

show router isis routes ipv6-unicast
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3HE 21584 AAAA TQZZA 01 130

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 I1S-I1S

Example

Rtr Base ISIS Instance @ Route Table

Prefix[Flags] Metric Lvl/Typ Ver. SysID/Hostname
NextHop MT AdminTag/SID[F]

2001:db8:1::3/128 0 1/Int. 8 Dut-C

38 2 (¢]
2001:db8:1::5/128 123 1/Int. 10 Dut-E

fe80::e28:1ff:fe@1:6-"C1/1/8-E1/1/6" 2 0
2001:db8:100::/126 123 1/Int. 9 Dut-C

38 2 (¢]

Flags = LFA nexthop available
Re-advertisement

Node-SID

no penultimate hop POP
Explicit-Null

Prefix-SID carries a value
value/index has local significance

b. Display the IPv6 information in the route table.
show router route-table ipv6

Example

IPv6 Route Table (Router: Base)

Dest Prefix Type Proto Age Pref
Next Hop[Interface Name] Metric

10::/64 Local Local 05h35m28s 0
to-104 0

No. of Routes: 1

4.7.4.6 Configuring IS-IS interfaces

You must configure at least one I1S-IS interface for IS-IS to work. There are no default interfaces applied
to the router’s IS-IS instance. An interface belongs to all areas configured on a router. Interfaces cannot
belong to separate areas.
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4.7.4.6.1 Configuring interfaces with level capability

Describes how to configure IS-IS interfaces with level capability.

About this task

Use the following procedure to configure and enable IP interfaces for IS-IS. You must configure at least

one |S-IS interface for I1S-IS to work.

Procedure

Step 1.

Use the following command to configure IP interfaces to use for I1S-IS.

configure router interface

Example
MD-CLI

[ex:/configure router "Base"]

A:admin@node-2# info

interface "NOK-1-

}

interface "NOK-1-

}

interface "NOK-1-

}

interface "NOK-1-

}

1

on

3n

L T e B o B e ¥

X

interface "system" {

}

interface "to-103" {

}

Example
classic CLI

A:node-2>config>router# info

interface "NOK-1-1"
no shutdown

exit

interface "NOK-1-2"
no shutdown

exit

interface "NOK-1-3"
no shutdown

exit

interface "NOK-1-5"
no shutdown

exit

interface "system"
no shutdown

exit

interface "to-103"
no shutdown

exit
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Step 2. Use the following command to reference the interfaces created in step 1 for I1S-IS.

configure router isis interface

Example
MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@Dut-AC# info

interface

}

interface

}

interface

}

interface

}

interface

}

interface

}

Example
classic CLI

"NOK-1-1"

"NOK-1-2"

"ALA-1-3"

"ALA-1-5"

L T e B o B e ¥

"system" {

"t0-103" {

A:node-2>config>router>isis# interface "NOK-1-2"
*A:node-2>config>router>isis>if#

Step 3. Use the following commands to configure level 1 and level 2 options and the level-capability for
an interface. The level-capability value determines which level values are used.

configure
configure
configure
configure

router
router
router
router

isis
isis
isis
isis

level

interface

interface level-capability
interface-type

Note: For point-to-point interfaces, only values configured under level 1 are used,
regardless of the operational level of the interface.

The following example shows global and interface-level configurations.

Example
MD-CLI

[ex:/configure router "Base" isis 0]

A:admin@node-2# info
authentication-key "auth-key= hash2"
authentication-type password
ipv6-routing native

level-capability 2

traffic-engineering true

area-address [49.0180.0001 49.0180.0002 49.0180.0003]

multi-topology {
ipv6-unicast true
ipv4-multicast false
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interface "ALA-1-2" {
level-capability 2
}
interface "ALA-1-3" {
interface-type point-to-point
level-capability 1
}
interface "ALA-1-5" {
interface-type point-to-point
level-capability 1
}
interface "system" {
}
interface "to-103" {
}
level 1 {
wide-metrics-only true
}
level 2 {
wide-metrics-only true
}
Example
classic CLI
A:node-2>config>router>isis# info
level-capability level-2
area-id 49.0180.0001
area-id 49.0180.0002
area-id 49.0180.0003
authentication-key "auth-key" hash
authentication-type password
traffic-engineering
level 1
wide-metrics-only
exit
level 2
wide-metrics-only
exit
interface "system"
exit
interface "ALA-1-2"
level-capability level-2
exit
interface "ALA-1-3"
level-capability level-1
interface-type point-to-point
exit
interface "ALA-1-5"
level-capability level-1
interface-type point-to-point
exit
interface "to-103"
exit
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4.7.4.6.2 Configuring a level 1 area

Interfaces are configured in the configure router interface context, as shown in Figure 17: Configuring a
level 1 area and the procedure Configuring interfaces with level capability.

Figure 17: Configuring a level 1 area

Area A (node-A) Area B (node-B)
Area-ID 49.0180.0001 > | Area-ID 49.0180.0001
L1 -« L1

Area C (node-C)

Area-ID 49.0180.0001
L1

OSRG031

The following example displays the command usage to configure a level 1 area.
Example: MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@node-A# info

level-capability 1
area-address [49.0180.0001 49.0180.0002 49.0180.0003]

i..
interface "A-B" {

level-capability 1
}

interface "A-C" {
level-capability 1
}

interface "B-A" {
level-capability 1
}

interface "B-C" {
level-capability 1
}

interface "C-A" {
level-capability 1
}

interface "C-B" {
level-capability 1
}

Example: classic CLI

A:node-A>config>router>isis# info

level-capability level-1
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area-id 49.0180.0001
interface "system"
exit

interface "A-B"

exit

interface "A-C"

exit

level-capability level-1
area-id 49.0180.0002
interface "system"

exit

interface "B-A"

exit

interface "B-C"

exit

echo

"ISIS"

level-capability level-1
area-id 49.0180.0003
interface "system"

exit

interface "C-A"

exit

interface "C-B"

exit

4.7.4.6.3 Modifying a router’s level capability

In the example shown in Configuring a level 1 area, A, B, and C are configured as level 1 systems. Level
1 systems communicate with other level 1 systems in the same area. In the following example, area A is
modified to set the level capability to level 1 and 2, as shown in Figure 18: Configuring a level 1/2 area.

Now, the level 1 systems in the area with NET 47.0001 forward PDUs to area A for destinations that are

not in the local area.

Figure 18: Configuring a level 1/2 area

Lo Area-ID 49.0180.0001 >
-
L1/2 <
Area C (node-C)
L1/2
Area-ID 49.0180.0001
L1
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The following example shows the command usage to change area A from a level 1 system to a level 1/2
system.

Example: MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@node-A# level-capability 1/2

*[ex:/configure router "Base" isis 0]
A:admin@node-A# info

level-capability 1/2
}

Example: classic CLI

Note: The level-1/2 default configuration option is not displayed in the output of the info
command.

A:node-A>config>router>isis# info

shutdown
level-capability level-1
area-id 49.0180.0001

A:node-A>config>router>isis# level-capability level-1/2
*A:node-A>config>router>isis# info

shutdown
area-id 49.0180.0001

4.7.4.6.4 Configure LFA for IS-IS interfaces

Configure LFA policy maps for interfaces using a route next-hop template

Use the following commands to apply a route next-hop policy template that is configured with the required
policies, to all IS-IS prefixes whose primary next hop uses a specific interface. See Application of route

next hop policy template to an interface for more information.
+ MD-CLI

configure router isis interface loopfree-alternate policy-map route-nh-template
configure service vprn isis interface loopfree-alternate policy-map route-nh-template

» classic CLI

configure router isis interface 1fa-policy-map route-nh-template
configure service vprn isis interface lfa-policy-map route-nh-template
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4.7.4.7

4.8

4.8.1

3HE 21584

Exclude interfaces from LFA SPF

Use the following commands to exclude an interface in IS-IS or an IS-IS level from an LFA SPF. You can
also exclude prefixes from a prefix policy that matches on prefixes or on IS-IS tags, for the router or VPRN
service. See Excluding interfaces and prefixes from LFA SPF for more information.

+ MD-CLI

configure router isis interface loopfree-alternate exclude
configure service vprn isis interface loopfree-alternate exclude

» classic CLI

configure router isis interface loopfree-alternate-exclude
configure service vprn isis interface loopfree-alternate-exclude

Configuring IS-IS link groups

IS-IS Link-Groups allows the creation of an administrative grouping of multiple 1S-IS member interfaces
that should be treated as a common group for ECMP purposes. If the number of operational links in the
link-group drops below the operational-member value, then all links associated with that IS-IS link group
will have their interface metric increased by the configured offset amounts. As a result, IS-IS will then try to
reroute traffic over lower cost paths.

After it is triggered, the higher metric will not be reset to the originally configured IS-IS interface metric
values until the number of active interfaces in the link bundle reaches the configured revertive threshold
(revert-members).

Prerequisite are the following:

* one or more interface members

» a configured operational-member (oper-members) value
» a configured revertive-member (revert-members) value

» configured offset values for the appropriate address families

IS-IS configuration management tasks

This section describes the IS-IS configuration management tasks.

Disabling IS-IS

When you administratively disable the I1S-IS protocol instance on the router, the configuration settings are
not changed, reset, or removed. Use the following command to disable IS-IS on a router:

+ MD-CLI

configure router isis admin-state disable
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4.8.2

4.8.3

4.8.4
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» classic CLI

configure router isis shutdown

Removing IS-IS

When you remove the IS-IS protocol instance, the IS-IS configuration reverts to the default settings.
Use the following command to remove the 1S-IS configuration:
+ MD-CLI

config router delete isis
» classic CLI

configure router no isis

Modifying global IS-IS configuration

You can modify, disable, or remove global IS-IS configuration without administratively disabling the entities.
Changes take effect immediately. Modifying the level capability on the global level causes the 1S-IS
protocol to restart.

Modifying IS-IS interface configuration

You can modify, disable, or remove interface-level IS-IS configuration without administratively disabling the
entities. Changes take effect immediately. Modifying the level capability on the interface causes the I1S-IS
protocol on the interface to restart.

Use the following command to remove an interface:
+ MD-CLI

configure router delete interface
+ classic CLI
configure router no interface

Use the following command to disable an interface:
+ MD-CLI

configure router interface admin-state disable
» classic CLI

configure router interface shutdown
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The following example displays interface IS-IS modification command usage. For specific interface
configuration and modification examples also see, Configuring a level 1 area and Modifying a router’s level
capability.

Configuring authentication using keychains

The use of authentication mechanism is recommended to protect against malicious attack on the
communications between routing protocol neighbors. These attacks could aim to either disrupt
communications or to inject incorrect routing information into the systems routing table. The use of
authentication keys can help to protect the routing protocols from these types of attacks. In addition, the
use of authentication keychains provides the ability to configure authentication keys and make changes to
them without affecting the state of the routing protocol adjacencies.

To configure the use of an authentication keychain within IS-IS, use the following steps.

1. Use the following command to configure an authentication keychain. The configured keychain must
include at least one valid key entry, using a valid authentication algorithm for the 1S-IS protocol.

+ MD-CLI

configure system security keychains
» classic CLI

configure system security keychain

2. Associate the configure authentication keychain with 1S-IS. Authentication keychains can be used to
specify the authentication at the IS-IS global and level contexts, as well as for hello authentication at the
interface and interface-level context.

+ MD-CLI

configure router isis hello-authentication-keychain
+ classic CLI

configure router isis auth-keychain

Use the following command to establish the hello authentication association:
+ MD-CLI

configure router isis hello-authentication
» classic CLI
configure router isis hello-auth-keychain

For a key entry to be valid, it must include a valid key, the current system clock value must be within the
begin and end time of the key entry, and the algorithm specified in the key entry must be supported by the
IS-IS protocol.

The IS-IS protocol supports the following algorithms:
» clear text password (RFC 5304 and RFC 5310 formats)
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+ HMAC-MD5 (RFC 5304 and RFC 5310 formats)
+ HMAC-SHA-1 (RFC 5310 format)
+ HMAC-SHA-256 (RFC 5310 format)

The IS-IS key entry may also include the option to determine how the IS-IS protocol encodes the
authentication signature. The basic command option results in the use of RFC 5304 format. The default or
a value of the isis-enhanced command option results in using the RFC 5310 format.

Use the following command to configure the encoding of the 1S-IS protocol authentication signature:
+ MD-CLI

configure system security keychains keychain bidirectional entry option
+ classic CLI
configure system security keychain direction bi entry

The error handling is described below.

» If a keychain exists but there are no active key entries with an authentication type that is valid for
the associated protocol then inbound protocol packets are not authenticated and discarded and no
outbound protocol packets should be sent.

» If keychain exists, but the last key entry has expired, a log entry is raised indicating that all keychain
entries have expired. The I1S-IS protocol requires that the protocol not revert to an unauthenticated state
and requires that the old key is not to be used, therefore, after the last key has expired, all traffic is
discarded.

4.8.6 Guidelines for configuring route leaking from level 2 to level 1 areas
IS-IS allows a two-level hierarchy to route PDUs. Level 1 areas can be interconnected by a contiguous
level 2 backbone. The level 1 link-state database contains information only about that area. The level 2
link-state database contains information about the level 2 system and each of the level 1 systems in the
area. A level 1/2 router contains information about both level 1 and level 2 databases. A level 1/2 router
advertises information about its level 1 area toward the other level 1/2 or level 2 (only) routers.
Packets with destinations outside the level 1 area are forwarded toward the closest level 1/2 router which,
in turn, forwards the packets to the destination area.
Sometimes, the shortest path to an outside destination is not through the closest level 1/2 router or the only
level 1/2 system to forward packets out of an area is not operational. Route leaking provides a mechanism
to leak level 2 information to level 1 systems to provide routing information about inter-area routes. A level
1 router then has more options to forward packets.
See Configuring route leaking from level 2 to level 1 areas for information about how to configure route
leaking.

4.8.7 Configuring route leaking from level 2 to level 1 areas
This topic describes how to configure policies to leak routes from level 2 to level 1.
Prerequisites
o Review the guidelines in Guidelines for configuring route leaking from level 2 to level 1 areas.
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o In the classic CLI, when configuring policy-options you must use the begin command to enter edit mode

and the commit command to save the configuration.

About this task

This task describes how to configure policies, including a prefix list and policy statement, to leak routes

from level 2 to level 1 areas.

Procedure
Step 1. Use the commands in the following contexts to configure a policy to leak routes from level 2 into
level 1 areas:
+ MD-CLI
Note: Use the commit command to save the configuration.

» classic CLI

Note: Use the begin command to enter edit mode for the policy-options

configuration and the commit command to save the configuration.

Example
MD-CLI

[ex:/configure policy-options]
A:admin@node-2# info
prefix-list "loops" {
prefix 10.1.1.0/24 type longer {

}
}
policy-statement "leak" {
entry 10 {
from {
level 2
prefix-list "loops"
}
to {
level 1
}
action {
action-type accept
}
}
}
Example
classic CLI

A:node-2>config>router>policy-options# info
prefix-list "loops"
prefix 10.1.1.0/24 longer
exit
policy-statement "leak"
entry 10
from
prefix-list "loops"
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level 2
exit
to

level 1
exit
action accept
exit

Step 2. Use the following command to apply the policy statement created in step 1 to leak routes from
level 2 info level 1 systems on the node.

+ MD-CLI

configure router isis export-policy
» class CLI

configure router isis export

Example
MD-CLI

[ex:/configure router "Base" isis 0]
A:admin@node-A# info
authentication-key "auth-key= hash2"
authentication-type password

area-address [49.0180.0001 49.0180.0002 49.0180.0003]
authentication-check false
export-policy "leak"

Example
classic CLI

A:node-A>config>router>isis# info

area-id 49.0180.0001

area-id 49.0180.0002

area-id 49.0180.0003
authentication-key "//auth-key" hash
authentication-type password

no authentication-check

export "leak"

Step 3. After exporting the policy, use the commands in the following context to create a policy
to redistribute external IS-IS routes from level 1 systems into the level 2 backbone (see
Redistributing external IS-IS routers).

+ MD-CLI

configure policy-options prefix-list
configure policy-options policy-statement entry
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» classic CLI

configure router policy-options prefix-list
configure router policy-options policy-statement entry

Example
MD-CLI

[ex:/configure policy-options]
A:node-AC# info
prefix-list "loops" {
prefix 10.1.1.0/24 type longer {

}
}
policy-statement "leak" {
entry 10 {
from {
level 2
prefix-list ["loops"]
}
to {
level 1
}
action {
action-type accept
}
}
}
policy-statement "isis-ext" {
entry 10 {
from {
external true
}
to {
level 2
}
action {
action-type accept
}
}
}
Example
classic CLI

A:node-AC>config>router>policy-options# info
prefix-list "loops"
prefix 10.1.1.0/24 longer
exit
policy-statement "leak"
entry 10
from
prefix-list "loop"
level 2
exit
to
level 1
exit
action accept
exit
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exit
exit
policy-statement "isis-ext"
entry 10
from
external
exit
to
level 2
exit
action accept
exit
exit
exit

4.8.8 Redistributing external IS-IS routers

IS-IS does not redistribute level 1 external routes into level 2 by default. You must explicitly apply the policy
to redistribute external IS-IS routes. Use the commands in the following context to create and apply a
policy to redistribute external IS-IS routes:

+ MD-CLI

Note: Use the commit command to save the configuration.

configure policy-options prefix-list
configure policy-options policy-statement entry

« class CLI

Note: Use the begin command to enter edit mode for the policy-options configuration and the
commit command to save the configuration.

configure router policy-options prefix-list
configure router policy-options policy-statement entry

See Route policies for more information about creating and using route policies.

The following example shows a policy-statement configuration.

Example: MD-CLI

[ex:/configure policy-options]
A:node-AC# info
prefix-list "loops" {
prefix 10.1.1.0/24 type longer {

}
}
policy-statement "isis-ext" {
entry 10 {
from {
external true
)
to {
level 2
)
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action {
action-type accept
}
}
}
policy-statement "leak" {
entry 10 {
from {
level 2
prefix-list ["loops"]
}
to {
level 1
}
action {
action-type accept
}

}
Example: classic CLI

A:node-AC>config>router>policy-options# info
prefix-list "loops"
prefix 10.1.1.0/24 longer

exit
policy-statement "leak"
entry 10
from
prefix-list "loops"
level 2
exit
to
level 1
exit
action accept
exit
exit
exit
policy-statement "isis-ext"
entry 10
from
external
exit
to
level 2
exit
action accept
exit
exit
exit

4.8.9 Specifying MAC addresses for all IS-IS routers

Use the following commands to specify a MAC address for all L1 1S-IS routers.

configure router isis all-11lisis
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configure service vprn isis all-11lisis
Use the following commands to specify the MAC address for all L2 1S-IS routers.

configure router isis all-12isis
configure service vprn isis all-12isis
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5 BGP

This chapter provides information to configure BGP.

5.1 BGP overview

Border Gateway Protocol (BGP) is an inter-Autonomous System routing protocol. An Autonomous System
(AS) is a set of routers managed and controlled by a common technical administration. BGP-speaking
routers establish BGP sessions with other BGP-speaking routers and use these sessions to exchange
BGP routes. A BGP route provides information about a network path that can reach an IP prefix or other
type of destination. The path information in a BGP route includes the list of ASes that must be traversed to
reach the route source; this allows inter-AS routing loops to be detected and avoided. Other path attributes
that may be associated with a BGP route include the Local Preference, Origin, Next-Hop, Multi-Exit
Discriminator (MED) and Communities. These path attributes can be used to implement complex routing
policies.

The primary use of BGP was originally Internet IPv4 routing but multiprotocol extensions to BGP have
greatly expanded its applicability. Now BGP is used for many purposes, including:

» Internet IPv6 routing
* inter-domain multicast support
» L3 VPN signaling (unicast and multicast)

» L2 VPN signaling (BGP autodiscovery for LDP-VPLS, BGP-VPLS, BGP-VPWS, multisegment
pseudowire routing, EVPN)

» setup of inter-AS MPLS LSPs
+ distribution of flow specification rules (filters/ACLS)

The next sections provide information about BGP sessions, BGP network design, BGP messages and
BGP path attributes.

5.2 BGP sessions

A BGP session is a TCP connection formed between two BGP routers over which BGP messages are
exchanged. The three types of BGP sessions are as follows:

* internal BGP (IBGP)
» external BGP (EBGP)
» confederation external BGP (confed-EBGP)

An IBGP session is formed when the two BGP routers belong to the same Autonomous System (AS).
Routes received from an IBGP peer are not advertised to other IBGP peers unless the router is a route
reflector. The two routers that form an IBGP session are usually not directly connected. Figure 19: BGP
sessions shows an example of two Autonomous Systems that use BGP to exchange routes. In this
example, the router ALA-A forms IBGP sessions with ALA-B and ALA-C.
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An EBGP session is formed when the two BGP routers belong to different Autonomous Systems. Routes
received from an EBGP peer can be advertised to any other peer. The two routers that form an EBGP
session are often directly connected but multihop EBGP sessions are also possible. When a route is
advertised to an EBGP peer the Autonomous System numbers of the advertising router are added to the
AS Path attribute. In the example of Figure 19: BGP sessions, the router ALA-A forms an EBGP session
with ALA-D.

Figure 19: BGP sessions

EBGP

OSRGO53

A confederation EBGP session is formed when the two BGP routers belong to different member
Autonomous Systems of the same confederation. See BGP confederations for more information about
BGP confederations.

SR OS supports both statically configured and dynamic (unconfigured) BGP sessions. Dynamic sessions
are allowed when they are detected by either of the following mechanisms:

» The source IP address of an incoming BGP TCP connection matches an IP prefix associated with
dynamic BGP sessions. Use the following command to configure this prefix.

configure router bgp group dynamic-neighbor match prefix

* An ICMPV6 router advertisement message is received from a potential BGP router on an interface listed
as a dynamic-neighbor interface. Use the following command to configure an interface for dynamic
neighbors.

configure router bgp group dynamic-neighbor interface

Use the following command to configure a statically configured BGP session:
+ MD-CLI

configure router bgp neighbor
» classic CLI
configure router bgp group neighbor

This command accepts either an IPv4 or IPv6 address, which allows the session transport to be IPv4 or
IPv6. By default, the router is the active side of TCP connections to statically configured remote peers,
meaning that as soon as a session leaves the Idle state, the router attempts to set up an outgoing TCP
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connection to the remote neighbor in addition to listening on TCP port 179 for an incoming connection from
the peer. If required, a statically configured BGP session can be configured for passive mode so that the
router only listens for an incoming connection and does not attempt to set up the outgoing connection.

The source IP address used to set up the TCP connection to the statically configured or dynamic peer can
be configured explicitly. Use the following command to configure the source IP address at the group level.

configure router bgp group local-address

Use the following command to configure the source IP address at the neighbor level:
+ MD-CLI

configure router bgp neighbor local-address
» classic CLI
configure router bgp group neighbor local-address

If the local-address command is not configured, the source IP address is determined as follows:

» If the neighbor’s IP address belongs to a local subnet, the source IP address is this router’s IP address
on that subnet.

+ If the neighbor’s IP address does not belong to a local subnet, the source IP address is this router’s
system IP address.

In addition, it is possible to configure the local address with the name of the router interface. To configure
the BGP local address to use the router interface’s IP address information, the local-address command is
used in conjunction with the configured router interface name. Configuring the router interface as the local
address is available at both the group level and the neighbor level.

When the router interface is configured as the local address, BGP inherits the address from the interface
as follows:

+ BGPv4 sessions

The primary IPv4 address configured on the interface is used as the local address.
+ BGPvV6 sessions

The primary IPv6 address configured on the interface is used as the local address.

If the corresponding IPv4 or IPv6 address is not configured on the router interface, the BGP sessions that
have this interface set as the local address are kept down until an interface address is configured on the
router interface.

If the primary IPv4 or IPv6 address is changed on the router interface and that interface is being used
as the local address for BGP, then BGP bounces the link. This removes all routes advertised using the
previous address and starts advertising those routes again using the newly configured IP address.

5.2.1 BGP session states

A BGP session is in one of the following states at any given moment in time:
+ Idle

This is the state of a BGP session when it is administratively disabled with the shutdown command,
indicated with (Shutdown). In this state, no incoming TCP connection is accepted from the peer. When
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the session is administratively enabled, it transitions out of the /dle state immediately. When the session
is restarted automatically, it may not leave the /dle state immediately if damp-peer-oscillations is
configured. The damp-peer-oscillations holds a session in the /dle state for exponentially increasing
amounts of time if the session is unstable and resets frequently.

 Connect

This is the state of a BGP session when the router, acting in Active mode, is attempting to establish an
outbound TCP connection with the remote peer.

* Active

This is the state of a BGP session when the router is listening for an inbound TCP connection attempt
from the remote peer.

+ OpenSent

This is the state of a BGP session when the router has sent an OPEN message to its peer in reaction to
successful setup of the TCP connection and is waiting for an OPEN message from the peer.

* OpenConfirm

This is the state of a BGP session after the router has received an acceptable OPEN message from the
peer and sent a KEEPALIVE message in response and is waiting for a KEEPALIVE message from the
peer. TCP connection collision procedures may be performed at this stage. See RFC 4271, A Border
Gateway Protocol 4 (BGP-4), for more information.

» Established

This is the state of a BGP session after the router has received a KEEPALIVE message from the peer.
In this state, BGP can advertise and withdraw routes by sending UPDATE messages to its peer.

5.2.2 Detecting BGP session failures

If a router suspects that its peer at the other end of an established session has experienced a complete
failure of both its control and data planes, the router will divert traffic away from the failed peer as quickly
as possible to minimize traffic loss. The router can use various mechanisms to detect such failures,
including:

+ BGP session hold timer expiry. See Keepalive message for more information about this mechanism.
* peer tracking

« BFD

» fast external failover

When any of these mechanisms is triggered, the session immediately returns to the /dle state and a new
session is attempted. Peer tracking and BFD are described in more detail in the following sections.

5.2.2.1 Peer tracking

When peer tracking is enabled on a session, the neighbor IP address is tracked in the routing table. If a
failure occurs and there is no longer any IP route matching the neighbor address, or else if the longest
prefix match (LPM) route is rejected by the configurable peer-tracking-policy, then after a 1-second
delay, the session is taken down. By default, peer-tracking is disabled on all sessions. The default peer-
tracking policy allows any type of route to match the neighbor IP address, except aggregate routes and
LDP shortcut routes.
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BFD is a more effective mechanism for tracking peer reachability and should be preferred over the use of
peer tracking if the peer supports BFD.

Note: Peer tracking should be used with caution. Peer tracking can tear a session down even if
/ the loss of connectivity is short-lived — for example, while the IGP protocol is reconverging. The

use of next-hop tracking, which is always enabled, is recommended for effective handling of such
temporary connectivity issues.
5.2.2.2 Bidirectional Forwarding Detection

SR OS supports setting up an asynchronous-mode BFD session to a BGP neighbor, so that the failure of

the BFD session triggers an immediate teardown of the BGP session. When BFD is enabled on a BGP

session, a one-hop or multihop BFD session is set up using the neighbor IP address, and the BFD settings

are derived from the BFD configuration of the interface associated with the address. For multihop sessions,

this is usually the system interface. With a 10 ms transit interval and a multiplier of 3, BFD can detect peer

failure in as quickly as 30 ms.

By default, BGP only reacts to BFD sessions transitioning from up to down and does not wait for the BFD

session to come back up to reestablish the affected BGP session or to consider the address of the peer (as

a BGP next hop) reachable. However, when BFD Strict-Mode is active, that is, both sides have advertised

the associated BGP capability and BFD is configured appropriately on each side, BGP blocks the BGP

session from transitioning to established until the BFD session to the peer is up.

Strict-BFD cannot be used to control BGP session-state changes, but the user can use the next-hop-

reachability command to configure the BGP next-hop resolution process to keep a next hop unresolved

for as long as the associated BFD session stays down, and not to recover automatically based on route or

tunnel reachability. When the next-hop-reachability command is enabled, routes received from one peer

with a BGP next-hop address equal to the address of another peer are not affected by the BFD session to

the other peer. The next-hop-reachability command only affects routes belonging to the following address

families:

+ IPv4

+ IPv6

* IPv4 VPN

+ IPv6 VPN

» labeled unicast IPv4

» labeled unicast IPv6

« EVPN

* IPv4 multicast

+ IPv6 multicast

* IPv4 VPN multicast

» IPv6 VPN multicast

5.2.2.3 Fast external failover
Fast external failover applies only to single-hop EBGP sessions. When fast external failover is enabled on
a single-hop EBGP session and the interface associated with the session goes down the BGP session is
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5.2.3

5.2.3.1
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immediately taken down as well, even if other mechanisms such as the hold-timer have not yet indicated a
failure.

High availability BGP sessions

A BGP session reset can be very disruptive — each router participating in the failed session must delete the
routes it received from its peer, recalculate new best paths, update forwarding tables (depending on the
types of routes), and send route withdrawals and advertisements to other peers. Consequently, session
resets should be avoided as much as possible, and when a session reset cannot be avoided, the disruption
to the network should be minimized.

To support these objectives, the BGP implementation in SR OS supports two key features:
» BGP high availability (HA)
+ BGP graceful restart (GR)

BGP HA refers to the capability of a router with redundant CPMs to keep established BGP sessions up
whenever a planned or unplanned CPM switchover occurs. A planned CPM switchover can occur during
In-Service Software Upgrade (ISSU). An unplanned CPM switchover can occur if there is an unexpected
failure of the primary CPM.

BGP HA is always enabled on routers with redundant CPMs; it cannot be disabled. BGP HA keeps the
standby CPM in-sync with the primary CPM, with respect to BGP and associated TCP state, so that the
standby CPM is ready to take over for the primary CPM at any time. The primary CPM is responsible for
building and sending the BGP messages to peers but the standby CPM reliably receives a copy of all
outgoing UPDATE messages so that it has a synchronized view of the RIB-OUT.

BGP graceful restart

Some BGP routers do not have redundant control plane processor modules or do not support BGP HA with
the same quality or coverage as the 7705 SAR Gen 2. When dealing with such routers or specific error
conditions, BGP graceful restart (GR) is a good option for minimizing the network disruption caused by a
control plane reset.

BGP GR assumes that the router restarting its BGP sessions has the ability and architecture to continue
packet forwarding during the control plane reset. If this is the case, the peers of the restarting router act as
helpers and “hide” the control plane reset from the rest of the network so that forwarding continues without
interruption. Forwarding based on stale routes and hiding the “staleness” from other routers is acceptable
because the duration of the control plane outage during reset is expected to be relatively short (a few
minutes). To use BGP GR during a session, both routers must advertise the BGP GR capability during the
OPEN message exchange.

Enable BGP GR on one or more BGP sessions by configuring the graceful-restart command in the global,
group, or neighbor context. The command supports GR mode for the following active families:

* IPv4 unicast
» |Pv6 unicast
* VPN-IPv4

* VPN-IPv6

» Label-IPv4

+ Label-IPv6
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» Layer 2-VPN (VPLS with BGP signaling)

» route target (RTC)

+ flow-IPv4 (IPv4 FlowSpec)

» flow-IPv6 (IPv6 FlowSpec)

Helper mode is activated when one of the following events affects an Established session:
» TCP socket error

* new inbound TCP connection from the peer

* hold timer expiry

* peer unreachable

» BFD down

» sent or received NOTIFICATION messages, only if notifications are enabled using the following
commands, and the peer set the “N” bit in its GR capability, and the NOTIFICATION is not a 'Cease’
with subcode 'Hard Reset'"

— MD-CLI

configure router bgp graceful-restart gr-notification
configure router bgp group graceful-restart gr-notification
configure router bgp neighbor graceful-restart gr-notification

— classic CLI

configure router bgp graceful-restart enable-notification
configure router bgp group graceful-restart enable-notification
configure router bgp group neighbor graceful-restart enable-notification

As soon as the failure is detected, the helping 7705 SAR Gen 2 router marks all the routes received from
the peer as stale and starts a restart timer. The stale state is not factored into the BGP decision process,
and it is not made visible to other routers in the network. The restart timer derives its initial value from
the Restart Time carried in the last GR capability of the peer. The default advertised Restart Time is 300
seconds, but it can be changed using the restart-time command.

When the restart timer expires, helping stops if the session is not yet re-established. If the session is re-
established before the restart timer expires, and the new GR capability from the restarting router indicates
that the forwarding state has been preserved, helping continues and the peers exchange routes per the
normal procedure.

When each router has advertised all its routes for a specific address family, the router sends an End-of-
RIB marker (EOR) for the address family. The EOR is a minimal UPDATE message with no reachable or
unreachable NLRI for the AFI or SAFI. When the helping router receives an EOR, it deletes all remaining
stale routes of the AFI or SAFI that were not refreshed in the most recent set of UPDATE messages. The
maximum amount of time that routes can remain stale before being deleted (if they are not refreshed) is
configured using the stale-routes-time command.

Note: If a second reset occurs before GR has successfully completed, the router always aborts
4 the GR helper process, regardless of what caused the failure.
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5.2.3.2 BGP long-lived graceful restart

5.2.3.2.1
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SR OS supports Long-Lived Graceful Restart (LLGR). LLGR is supported for the same address families as
normal GR, as described in BGP graceful restart.

The LLGR procedures adhere to RFC 9494. LLGR is intended to handle more serious and longer-term
outages than ordinary GR.

SR OS routers support LLGR in the context of both the restarting router (that experienced a restart or
failure) and the helper or receiving router (that is a peer of the failed router). Both functionalities are
enabled and disabled at the same time by adding the long-lived command under a graceful-restart
configuration context.

When long-lived is applied to a session (and capability negotiation is not disabled), the OPEN message
sent to the peer includes both the GR capability and the LLGR capability. Both capabilities list the same set
of AFI/SAFI.

LLGR operations

If a BGP session protected by LLGR goes down because of a restart or failure of the peer, the SR OS
router activates GR+LLGR helper mode for all the protected AFI/SAFI. In GR+LLGR helper mode, the
received routes of a specific AFI/SAFI are retained as stale routes for a maximum duration of:

restart-time + L GR-stale-time
where:

» restart-time is signaled in the GR capability of the peer (but overridden, if necessary, by a locally
configured helper-override-restart-time command)

* LLGR-stale-time is signaled in the LLGR capability of the peer (but overridden, if necessary, by a locally
configured helper-override-stale-time command)

While the restart timer is running, the SR OS router acts in the normal GR helper role. When the restart
timer elapses, the LLGR phase begins. When LLGR starts, the following operations occur:

1. The LLGR-stale-time starts to count down.
2. Stale routes marked with the NO_LLGR community are immediately deleted.

3. Remaining stale routes are not preferred. The BGP best path selection algorithm is rerun with a new
first step that prefers valid, non-stale LLGR routes over any stale LLGR routes.

4. If a de-preferenced stale route remains, the best and valid NH-reachable path for the NLRI is
readvertised, with an added LLGR_STALE community, to peers that signaled support for the LLGR
capability. The route may be withdrawn or readvertised toward peers that do not support LLGR,
subject to the configuration of the advertise-stale-to-all-neighbors command and without-no-export
command option.

LLGR ends for a specific AFI/SAFI when the LLGR stale time reaches zero. At that time, all remaining stale
routes of the AFI/SAFI are deleted. The LLGR stale time is not stopped by reestablishment of the session
with the failed peer; it continues until the EoR marker is received for the AFI/SAFI.

Stale routes may be deleted before the expiration of the LLGR stale time. If the session with the failed peer
comes back up and one of the following is true, the stale routes should be deleted immediately:

» the GR or LLGR capability is missing
» the AFI/SAFI is missing from the LLGR capability

© 2025 Nokia. 155

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 BGP

5.2.3.2.2

524

5.2.4.1

5.2.4.2

3HE 21584 AAAA TQZZA 01

» the F bit is equal to 0 for the AFI/SAFI

Receiving routes with LLGR_STALE community

When a router running SR OS Release 15.0.R4 or later receives a BGP route of any AFI/SAFI, with the
LLGR_STALE community, the decision process considers the route less preferred than any valid, non-stale
LLGR route for that NLRI. This logic applies even if the router is not configured as long-lived. If a route with
an LLGR_STALE community is selected as the best path, then it is advertised to peers according to the
configuration of the advertise-stale-to-all-neighbors command,; if this command is absent (or the long-
lived context is absent), then the route is advertised only to peers that advertised the LLGR capability.

BGP session security

TCP MD5 authentication

The operation of a network can be compromised if an unauthorized system is able to form or hijack a

BGP session and inject control packets by falsely representing itself as a valid neighbor. This risk can

be mitigated by enabling TCP MD5 authentication on one or more of the sessions. When TCP MD5
authentication is enabled on a session every TCP segment exchanged with the peer includes a TCP option
(19) containing a 16-byte MD5 digest of the segment (more specifically the TCP/IP pseudo-header, TCP
header and TCP data). The MD5 digest is generated and validated using an authentication key that must
be known to both sides. If the received digest value is different from the locally computed one then the TCP
segment is dropped, thereby protecting the router from spoofed TCP segments.

TTL security mechanism

The TTL security mechanism (GTSM) relies on a simple concept to protect BGP infrastructure from
spoofed IP packets. It recognizes the fact that the vast majority of EBGP sessions are established between
directly-connected routers and therefore the IP TTL values in packets belonging to these sessions should
have predictable values. If an incoming packet does not have the expected IP TTL value it is possible that
it is coming from an unauthorized and potentially harmful source.

TTL security is enabled using the ttl-security command. This command requires a minimum TTL value
to be specified. When TTL security is enabled on a BGP session the IP TTL values in packets that are
supposedly coming from the peer are compared (in hardware) to the configured minimum value and if
there is a discrepancy the packet is discarded and a log is generated. TTL security is used most often on
single-hop EBGP sessions but it can be used on multihop EBGP and IBGP sessions as well.

To enable TTL security on a single-hop EBGP session, configure ttl-security and multihop to a value of
255. To enable TTL security on a multihop EBGP session, configure ttl-security and multihop to match

the expected TTL of (255 - hop count). The TTL value for both EBGP peers must be manually configured
to the same value, as there is no TTL negotiation.

Note: IP packets sent to an IBGP peer are originated with an IP TTL value of 64. IP packets to
4 an EBGP peer are originated with an IP TTL value of 1, except if multihop is configured; in that
case, the TTL value is taken from the multihop command.
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BGP address family support for different session types
When the base router has a neighbor identified by an IPv4 address, and therefore the transport of the BGP
session uses IPv4 TCP, all MP-BGP address families available in SR OS are supported by that session.

When the base router has a neighbor identified by an IPv6 address, and therefore the transport of the BGP
session uses IPv6 TCP, the following MP-BGP address families are supported:

* ipv4

* ipv6

* mcast-ipv4
*  mcast-ipv6
* vpn-ipv4

*  Vpn-ipv6

* evpn

» flow-ipv6

* label-ipv4

* label-ipv6

* bgp-Is

When a VPRN has a neighbor identified by an IPv4 address, and therefore the transport is IPv4 TCP, the
following MP-BGP address families are supported:

* ipv4

* ipv6

* mcast-ipv4
* mcast-ipv6
» flow-ipv4

» flow-ipv6

» label-ipv4

When a VPRN has a neighbor identified by an IPv6 address, and therefore the transport is IPv6 TCP, the
following MP-BGP address families are supported:

* ipv4

* ipv6

* mcast-ipv4
* mcast-ipv6
+ flow-ipv6

BGP groups

In SR OS, every neighbor (and therefore BGP session) is configured under a group. A group is a CLI
construct that saves configuration effort when multiple peers have a similar configuration; in this situation
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the common configuration commands can be configured once at the group level and need not be repeated
for every neighbor. A single BGP instance can support many groups and each group can support many
peers. Most SR OS commands that are available at the neighbor level are also available at the group
level.

BGP design concepts

BGP assumes that all routers within an Autonomous System (AS) can reach destinations external to the
AS using efficient, loop-free intra-AS forwarding paths. This generally requires that all routers within the
AS have a consistent view of the best path to every external destination. This is especially true when each
BGP router in the AS makes its own forwarding decisions based on its own BGP routing table. The basic
BGP specification does not store any intra-AS path information in the AS Path attribute. As a result, basic
BGP has no way to detect routing loops within an AS that arise from inconsistent best path selections.

The preceding BGP issues can be managed using the following solutions:

» Create a full-mesh of iBGP sessions within the AS, as shown in the following figure. This configuration
ensures routing consistency but does not scale well because the number of sessions increases
exponentially with the number of BGP routers in the AS.

» Use BGP route reflectors in the AS. BGP route reflectors allow for routing consistency with only a partial
mesh of iBGP sessions within the AS. See Route reflection for more information.

» Create a confederation of ASs. See BGP confederations for more information.

Figure 20: Fully meshed BGP configuration

7705 SAR SAR-A SAR-F

@ EBGP peering

SAR-C SAR-D

sw4370
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5.3.1 Route reflection

In a standard BGP configuration a BGP route learned from one IBGP peer is not re-advertised to another
IBGP peer. This rule exists because of the assumption of a full IBGP mesh within the AS. As discussed in
the previous section a full IBGP mesh imposes specific scaling challenges. BGP route reflection eliminates
the need for a full IBGP mesh by allowing routers configured as route reflectors to re-advertise routes from
one IBGP peer to another IBGP peer.

A route reflector provides route reflection service to IBGP peers called clients. Other IBGP peers of the
RR are called non-clients. An RR and its client peers form a cluster. A large AS can be sub-divided into
multiple clusters, each identified by a unique 32-bit cluster ID. Each cluster contains at least one route
reflector which is responsible for redistributing routes to its clients. The clients within a cluster do not need
to maintain a full IBGP mesh between each other; they only require IBGP sessions to the route reflectors
in their cluster. If the clients within a cluster are fully meshed, consider using the following commands to
disable client reflection of routes. The non-clients in an AS must be fully meshed with each other.

+ MD-CLI

configure router bgp client-reflect
configure router bgp neighbor client-reflect
configure router bgp group client-reflect

» classic CLI

configure router bgp disable-client-reflect
configure router bgp group neighbor disable-client-reflect
configure router bgp group disable-client-reflect

Figure 21: BGP configuration with route reflectors depicts the same network as Figure 20: Fully meshed
BGP configuration but with route reflectors deployed to eliminate the IBGP mesh between SR-B, SR-C,
and SR-D. SR-A, configured as the route reflector, is responsible for reflection routes to its clients SR-B,
SR-C, and SR-D. SR-E and SR-F are non-clients of the route reflector. As a result, a full mesh of IBGP

sessions must be maintained between SR-A, SR-E and SR-F.
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Figure 21: BGP configuration with route reflectors
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A router becomes a route reflector whenever it has one or more client IBGP sessions. Use the BGP
cluster command to create a client IBGP session, which also indicates the cluster ID of the client. The
typical practice is to use the router ID as the cluster ID, although this is not necessary.

Basic route reflection operation (without Add-Path configured) is summarized as follows.

3HE 21584 AAAA TQZZA 01

If the best and valid path for an NLRI is learned from a client and client reflection of routes is not
disabled, advertise that route to all clients, non-clients, and EBGP peers (as allowed by policy). If the
client that advertised the best and valid path is a neighbor to which the split-horizon command (at the
BGP group or neighbor level) applies, the route is not advertised back to the sending client. In the route
that is reflected to clients and non-clients, the route reflector does the following:

— adds an ORIGINATOR_ID attribute if it did not already exist; the ORIGINATOR_ID indicates the BGP
identifier (router ID) of the client that originated the route

— prepends the cluster ID of the client that advertised the route and then the cluster ID of the client
receiving the route (if applicable) to the CLUSTER_LIST attribute, creating the attribute if it did not
previously exist

If the best and valid path for an NLRI is learned from a client and client reflection of routes is disabled,
advertise that route to all clients in other clusters, non-clients, and EBGP peers (as allowed by policy).
In the route that is reflected to clients in other clusters and non-clients, the router reflector does the
following:

— adds an ORIGINATOR_ID attribute if it did not already exist; the ORIGINATOR_ID indicates the BGP
identifier (router ID) of the client that originated the route

— prepends the cluster ID of the client receiving the route to the CLUSTER _LIST attribute, creating the
attribute, if it did not previously exist

If the best and valid path for an NLRI is learned from a non-client, advertise that route to all clients and
EBGP peers (as allowed by policy). In the route that is reflected to clients, the router reflector does the
following:

— adds an ORIGINATOR_ID attribute if it did not already exist; the ORIGINATOR_ID indicates the BGP
identifier (router ID) of the non-client that originated the route
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— prepends the cluster ID of the client receiving the route to the CLUSTER_LIST attribute, creating the
attribute if it did not previously exist

+ If the best and valid path for an NLRI is learned from an EBGP peer, advertise that route to all clients,
non-clients and other EBGP peers (as allowed by policy). The ORIGINATOR_ID and CLIUSTER_LIST
attributes are not added to the route.

+ If the best and valid path for an NLRI is locally originated by the RR (for example, it was learned through
means other than BGP), it advertises that route to all clients, non-clients and EBGP peers (as allowed
by policy). The ORIGINATOR_ID and CLUSTER_LIST attributes are not added to the route.

The ORIGINATOR _ID and CLUSTER_LIST attributes allow BGP to detect the looping of a route within the
AS. If any router receives a BGP route with an ORIGINATOR _ID attribute containing its own BGP identifier,
the route is considered invalid. In addition, if a route reflector receives a BGP route with a CLUSTER_LIST
attribute containing a locally configured cluster ID, the route is considered invalid. Invalid routes are not
installed in the route table and not advertised to other BGP peers.

BGP confederations

BGP confederations are another alternative for avoiding a full mesh of BGP sessions inside an AS. A BGP
confederation is a group of ASs managed by a single technical administration that appears as a single AS
to BGP routers outside the confederation; the single externally visible AS is called the confederation ID.
Each AS in the group is called a “member AS.” The AS number (ASN) of each member AS is visible only
within the confederation. For this reason, member ASNs are often private ASNs.

Within a confederation, eBGP-type sessions can be set up between BGP routers in different member

ASs. These confederation-eBGP sessions avoid the need for a full mesh between routers in different
member ASs. Within each member AS, the BGP routers must be fully meshed with iBGP sessions or route
reflectors must be used to ensure routing consistency.

In SR OS, a confederation-eBGP session is formed when the ASN of the peer is different from the local
ASN, and the peer ASN appears as a member AS in the confederation command. The confederation
command specifies the confederation ID and up to 15 member ASs that are part of the confederation.

When a route is advertised to a confederation-eBGP peer, the advertising router prepends its local ASN,
which is its member ASN, to a confederation-specific sub-element in the AS_PATH that is created, if it does
not already exist. The extensions to the AS_PATH are used for loop detection but do not influence best-
path selection (that is, do not increase the AS-path length used in the BGP decision process). By default,
the MED, NEXT_HOP, and LOCAL_PREF attributes in the received route are propagated unchanged. The
ORIGINATOR_ID and CLUSTER_LIST attributes are not included in routes to confederation-eBGP peers.

When a route is advertised to an eBGP peer outside the confederation, the advertising router removes all
member AS elements from the AS_PATH and prepends its confederation ID, instead of its local or member
ASN.

BGP messages

BGP protocol operation relies on the exchange of BGP messages between peers. The following message
types are supported: Open message, Update message, Keepalive message, Notification message, and
Route Refresh message.

The minimum BGP message length is 19 bytes and the maximum is 4096 bytes. BGP messages appear
as a stream of bytes to the underlying TCP transport layer, and so there is no direct association between a
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BGP message and a TCP segment. One TCP segment can include parts of one or more BGP messages.
Immediately after session setup, the initial value for the maximum TCP segment size that can be sent
toward a specific peer is the minimum of:

+ the MSS option value in the TCP SYN received from the peer, when the connection was established
+ the IP MTU of the initial outgoing interface used to route packets to the peer, minus 40 bytes (IPv4) or
minus 60 bytes (IPv6)
» the TCP MSS value in the BGP configuration of the peer, if there is a configuration and it specifies a
value instead of the ip-stack option
As time elapses, the maximum sending segment size can fall below the initial value if path MTU discovery
(PMTUD) is active on the session. PMTUD lowers the segment size when ICMP unreachable or packet-
too-big messages are received. These messages indicate that the IP MTU of the link could not forward the
unfragmentable packet and this IP MTU minus 40 (IPv4) or minus 60 (IPv6) bytes sets the new maximum
segment size value.
5.4.1 Open message
After a TCP connection is established between two BGP routers the first message sent by each one is an
Open message. If the received Open message is acceptable a Keepalive message confirming the Open is
sent back. For more information, see BGP session states.
An Open message contains the following information:
* Version
The current BGP version number is 4.
* Autonomous system number
The 2-byte AS of the sending router. If the sending router has an ASN greater than 65535, this field has
the special value 23456 (AS_TRANS). On 7705 SAR Gen 2 routers, the ASN in the Open message is
based on the confederation ID (if the peer is external to the confederation), the global AS (configured
using the autonomous-system command) or a session-level override of the global AS called the local
AS (configured using the local-as command). More details about the use of local-AS are described
in the section titled Using local AS for ASN migration. More details about 4-byte AS numbers are
described in the section titled 4-Octet ASNs.
* Hold time
The proposed maximum time BGP waits between successive messages (Keepalive and/or Update)
from its peer before closing the connection. The actual hold time is the minimum of the configured
hold-time for the session and the hold-time in the peer's Open message. If this minimum is below the
threshold configured with the following command option, the connection attempt is rejected:
— MD-CLI
configure router bgp hold-time minimum-hold-time
configure router bgp group hold-time minimum-hold-time
configure router bgp neighbor hold-time minimum-hold-time
configure service vprn bgp group hold-time minimum-hold-time
configure service vprn bgp neighbor hold-time minimum-hold-time
configure service vprn bgp hold-time minimum-hold-time
— classic CLI
configure router bgp hold-time min
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configure router bgp group hold-time min

configure router bgp group neighbor hold-time min
configure service vprn bgp group hold-time min
configure service vprn bgp group neighbor hold-time min
configure service vprn bgp hold-time min

Note: Changes to the configured hold-time trigger a session reset.

BGP identifier
The router ID of the BGP speaker. In Open messages, the BGP ID is derived from following:
1. The router ID configured under BGP.

2. If the router ID is not configured under BGP, the BGP ID comes from the configuration under the
configure router or configure service vprn context.

3. If the router ID is not configured for the router or service VPRN, the system interface IPv4 address is
used.

Note: A change of the router ID in the configure router bgp context causes all BGP sessions
4 to be reset immediately while other changes resulting in a new BGP identifier only take effect
after BGP is shutdown and re-enabled.

Options

Each of the option capabilities is TLV-encoded with a unique type code. The only optional capability that
has been defined is the optional type. The optional type supports the process of BGP advertisement
(see BGP advertisement for more information). The BGP router terminates the session if it receives an
Open message with an unsupported optional type.

Unless you disable the capability negotiation using the following command, the router always sends an
optional type in its Open message:

— MD-CLI

configure router bgp group capability-negotiation false
configure router bgp neighbor capability-negotiation false

— classic CLI

configure router bgp group disable-capability-negotiation
configure router bgp group neighbor disable-capability-negotiation

5.4.1.1 Changing the autonomous system number

If the AS number is changed at the router level (configure router), the new AS number is not used until
the BGP instance is restarted either by administratively disabling and enabling the BGP instance or by
rebooting the system with the new configuration.

On the other hand, if the AS number is changed in the BGP configuration (configure router bgp), the
effects are as follows.

3HE 21584 AAAA TQZZA 01

A change of the local-AS at the global level causes the BGP instance to restart with the new local AS
number.
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» A change of the local-AS at the group level causes BGP to re-establish sessions with all peers in the
group using the new local AS number.

* A change of the local-AS at the neighbor level causes BGP to re-establish the session with the new
local AS number.

5.4.1.2 Changing a confederation number

Changing the confederation value on an active BGP instance does not restart the protocol. The change
takes effect when the BGP protocol is (re) initialized.

5.4.1.3 BGP advertisement

BGP advertisement allows a BGP router to indicate to a peer, using the optional type, the features that it
supports so that they can coordinate and use only the features that both support. Each capability is TLV-
encoded with a unique optional type code. SR OS supports the following capability codes:

» multiprotocol BGP (code 1)

» route refresh (code 2)

» outbound route filtering (code 3)
» graceful restart (code 64)

* 4-octet AS number (code 65)

* add-path (code 69)

5.4.2 Update message

Update messages are used to advertise and withdraw routes. An Update message provides the following
information:

» withdrawn routes length
The length of the withdrawn routes field that is described next (may be 0).
+ withdrawn routes
IPv4 prefixes that are no longer considered reachable by the advertising router.
+ total path attribute length
The length of the path attributes field that is discussed next (may be 0).
+ path attributes

The path attributes presented in variable length TLV format. The path attributes apply to all the NLRI in
the UPDATE message.

* network layer reachability information (NLRI)
IPv4 prefixes that are considered reachable by the advertising router.

For fast routing convergence, as many NLRI as possible are packed into a single Update message. This
requires identifying all the routes that share the same path attribute values.

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 164

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 BGP

5.4.3 Keepalive message

After a session is established, each router sends periodic Keepalive messages to its peer to test that

the peer is still alive and reachable. If no Keepalive or Update message is received from the peer for the
negotiated hold-time duration, the session is terminated. The period between one Keepalive message and
the next is 1/3 of the negotiated hold-time duration or the value configured with the keepalive command,
whichever is less. If the active hold-time or keepalive interval is zero, Keepalive messages are not sent.
The default hold-time is 90 seconds and the default keepalive interval is 30 seconds.

A peer (reachability) failure is often detected through faster mechanisms than hold-timer expiry, as
described in Detecting BGP session failures.

5.4.4 Notification message

When a non-recoverable error related to a particular session occurs a Notification message is sent to the
peer and the session is terminated (or restarted if GR is enabled for this scenario; see BGP graceful restart
for more details). The Notification message provides the following information:

* error code

Indicates the type of error: message header error, Open message error, Update message error, Hold
timer expired, Finite State Machine error, or Cease.

* error subcode

Provides more specific information about the error. The meaning of the subcode is specific to the error
code.

5.4.4.1 Update message error handling

The approach to handling UPDATE message errors has evolved. The original BGP protocol specification
called for all UPDATE message errors to be handled the same way, by sending a notification to the peer
and immediately closing the BGP session. This error handling approach was motivated by the goal to
ensure protocol “correctness” above all else. But it ignored several important points, including:

* Not all UPDATE message errors truly have the same severity. If the NLRI cannot be extracted and
parsed from an UPDATE message then this is indeed a “critical” error. But other errors such as incorrect
attribute flag settings, missing mandatory path attributes, incorrect next-hop length/format, and so on,
can be considered “non-critical” and handled differently.

» Session resets are extremely costly in terms of their impact on the stability and performance of the
network. For many types of UPDATE message errors, a session reset does not solve the problem
because the root cause remains (for example, software error, hardware error or misconfiguration). If a
session reset is absolutely necessary, then the operator should have some control over the timing.

» Some degree of protocol “incorrectness” is tolerable for a short period of time as long as the network
operator is fully aware of the issue. In this context, “incorrectness” typically means a BGP RIB
inconsistency between routers in the same AS. Such inconsistency has become less and less of an
issue over time as edge-to-edge tunneling of IP traffic (for example, BGP shortcuts, IP VPN) has
reduced the number of deployments where IP traffic is forwarded hop-by-hop.

In recognition of these points, the IETF's IDR working group documented a revised set of error handling
procedures in RFC 7606, and gradually all BGP implementations have moved toward the implementation
of this RFC. All peers, regardless of update-fault-tolerance configuration, are automatically covered by

3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 165

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 BGP

the procedures documented in RFC 7606. If absolutely necessary, it is possible to disable the RFC 7606
procedures on specific BGP sessions by configuring legacy-mode to true and removing the update-fault-
tolerance configuration on these sessions. However, this is not recommended for most situations.

configure router bgp error-handling legacy-mode
configure service vprn bgp error-handling legacy-mode

If legacy-mode is set to true, the update-fault-tolerance command allows the user to decide whether
the router should apply RFC 7606 or legacy error-handling procedures to UPDATE message errors. If
the update-fault-tolerance command is configured, noncritical errors are handled using the “treat-as-
withdraw” or “attribute-discard” approach to error handling. These approaches do not cause a session
reset. If the update-fault-tolerance command is not configured, legacy procedures apply and all errors
(critical and non critical) trigger a session reset.

If the legacy-mode is configured to true, and the update-fault-tolerance configuration is removed from a
BGP session, the BGP session is reset if a non critical error was already encountered.

5.4.5 Route Refresh message

A BGP router can send a Route Refresh message to its peer only if both have advertised the route refresh
capability (code 2). The Route Refresh message is a request for the peer to re-send all or some of its
routes associated with a particular pair of AFI/SAFI values. AFI/SAFI values are the same ones used in the
MP-BGP capability (see the section titled Multi-protocol BGP attributes).

7705 SAR Gen 2 routers only send Route Refresh messages for AFI/SAFI associated with VPN routes that
carry Route Target (RT) Extended Communities, such as VPN-IPv4, VPN-IPv6, L2-VPN, MVPN-IPv4 and
MVPN-IPv6 routes. By default, routes of these types are discarded if, at the time they are received, there

is no VPN that imports any of the route targets they carry. If at a later time a VPN is added or reconfigured
(in terms of the route targets that it imports), a Route Refresh message is sent to all relevant peers, so that
previously discarded routes can be relearned.

Note: Route Refresh messages are not sent for VPN-IPv4 and VPN-IPv6 routes if mp-bgp-
keep is configured; in this situation received VPN-IP routes are kept in the RIB-IN regardless of
whether they match a VRF import policy.

5.5 BGP path attributes

Path attributes are fundamental to BGP. A BGP route for a specific NLRI is distinguished from other BGP
routes for the same NLRI by its set of path attributes. Each path attribute describes a specific property of
the path and is encoded as a TLV in the Path Attributes field of the Update message. The type field of the
TLV identifies the path attribute and the value field carries data specific to the attribute type. There are four
different categories of path attributes:

* well-known mandatory

These attributes must be recognized by all BGP routers and must be present in every Update message
that advertises reachable NLRI toward a specific type of neighbor (eBGP or iBGP).

+ well-known discretionary
These attributes must be recognized by all BGP routers but are not required in every Update message.

+ optional transitive
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These attributes are allowed to be unrecognized by some BGP routers. If a BGP router does not
recognize an attribute, the router accepts it, passes it on to other BGP peers, and sets the Partial bit to
1 in the attribute flags byte.

+ optional non-transitive
These attributes are allowed to be unrecognized by some BGP routers. If a BGP router does not
recognize one of these attributes, it is quietly ignored and not passed on to other BGP peers.
SR OS supports the following path attributes:
*  ORIGIN (well-known mandatory)
* AS_PATH (well-known mandatory)
+ NEXT_HOP (well-known, required only in Update messages with IPv4 prefixes in the NLRI field)
* MED (optional non-transitive)
+ LOCAL_PREF (well-known, required only in Update messages sent to IBGP peers)
+ ATOMIC_AGGR (well-known discretionary)
+ AGGREGATOR (optional transitive)
+ COMMUNITY (optional transitive)
* ORIGINATOR_ID (optional non-transitive)
» CLUSTER_LIST (optional non-transitive)
*+ MP_REACH_NLRI (optional non-transitive)
*+ MP_UNREACH_NLRI (optional non-transitive)
+ EXT_COMMUNITY (optional transitive)
* AS4_PATH (optional transitive)
+ AS4 _AGGREGATOR (optional transitive)
+ CONNECTOR (optional transitive)
* PMSI_TUNNEL (optional transitive)
+ TUNNEL_ENCAPSULATION (optional transitive)
» AIGP (optional non-transitive)
» BGP-LS (optional non-transitive)
+ LARGE_COMMUNITY (optional transitive)
5.5.1 Origin
The ORIGIN path attribute indicates the origin of the path information. There are three supported values:
+ IGP (0)
« EGP (1)
* Incomplete (2)
When a router originates a VPN-IP prefix (from a non-BGP route), it sets the value of the ORIGIN attribute
to IGP. When a router originates a BGP route for an IP prefix by exporting a non-BGP route from the
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routing table, it sets the value of the ORIGIN attribute to Incomplete. Route policies (BGP import and
export) can be used to change the ORIGIN value.

5.5.2 AS path

The AS_PATH attribute provides the list of autonomous systems (ASs) through which the routing
information has passed. The AS_PATH attribute is composed of segments. Up to four different segment
types may be present in an AS_PATH attribute:

- AS_SET
. AS_SEQUENCE

- AS_CONFED_SET

- AS_CONFED_SEQUENCE

The AS_SET and AS_CONFED_SET segment types result from route aggregation.
AS_CONFED_SEQUENCE contains an ordered list of member ASs through which the route has passed
inside a confederation. AS_SEQUENCE contains an ordered list of ASs (including confederation IDs)
through which the route has passed on its way to the local AS/confederation.

The AS numbers (ASNs) in the AS_PATH attribute are all 2-byte values or all 4-byte values (if the 4-octet
ASN capability was announced by both peers).

A BGP router always prepends its ASN to the AS_PATH attribute when advertising a route to an EBGP
peer. The specific details are as follows:

+  When a route is advertised to an eBGP peer and the advertising router is not part of a confederation the
following applies.

— The global AS (configured using the autonomous-system command) is prepended to the AS_PATH
if local-as is not configured.

— The local AS followed by the global AS are prepended to the AS_PATH if local-as is configured.

— Only the local AS (not the global AS) is prepended to the AS_PATH if the following command is
configured:

+ MD-CLI
configure router bgp local-as prepend-global-as false
+ classic CLI

configure router bgp local-as no-prepend-global-as
— Some or all private and reserved ASNs (64512 to 65535 and 4200000000 to 4294967295 inclusive)
can be removed or replaced from the AS_PATH if the remove-private command is configured.
*  When a route is advertised to an eBGP peer outside a confederation, the following applies:
— The confederation ID is prepended to the AS_PATH if local-as is not configured.

— The local AS followed by the confederation ID are prepended to the AS_PATH if local-as is
configured (the no-prepend-global-as option has no effect in this scenario).

— Member ASNs are removed from the AS_PATH as described in BGP confederations.

— Some or all private and reserved ASNs (64512 to 65535 and 4200000000 to 4294967295 inclusive)
can be removed or replaced from the AS_PATH if the remove-private command is configured.
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*  When a route is advertised to a confederation-eBGP peer, the following applies:

— If the route came from an eBGP peer and local-as was configured on this session (without the
private option) this local ASN is prepended to the AS_PATH in a regular AS_SEQUENCE segment.

— The global AS (configured using the autonomous-system command) is prepended, as a member
AS, to the AS_PATH if local-as is not configured.

— The local AS followed by the global AS are prepended, as member AS, to the AS_PATH if local-as
is configured.

— Only the local AS is prepended, as a member AS, to the AS_PATH if local-as no-prepend-global-
as is configured.

— Some or all private and reserved ASNs (64512 to 65535 and 4200000000 to 4294967295 inclusive)
can be removed or replaced from the AS_PATH if the remove-private command is configured.

»  When a route is advertised to an iBGP peer, the following applies:

— No information is added to the AS_PATH if the route is locally originated or if it came from an iBGP
peer.

— The local ASN is prepended to the AS_PATH if the route came from an eBGP peer and local-as is
configured without the private option.

— The local ASN is prepended, as a member AS, to the AS_PATH if the route came from a
confederation-EBGP peer and local-as is configured without the private option.

— Some or all private and reserved ASNs (64512 to 65535 and 4200000000 to 4294967295 inclusive)
can be removed or replaced from the AS_PATH if the remove-private command is configured.

BGP import policies can be used to prepend an ASN multiple times to the AS_PATH, whether the route is
received from an iBGP, eBGP, or confederation-eBGP peer. The AS path prepend action is also supported
in BGP export policies applied to these types of peers, regardless of whether the route is locally originated
or not. AS path prepending in export policies occurs before the global or local ASs (if applicable) are added
to the AS_PATH.

When a BGP router receives a route containing one of its own ASNs (local or global or confederation

ID) in the AS_PATH, the route is normally considered invalid because of an AS path loop. However,

SR OS provides the loop-detect command, which allows this check to be bypassed. If it is known that
advertising specific routes to an eBGP peer will result in an AS path loop condition and yet there is no loop
(assured by other mechanisms, such as the Site of Origin (SOO) extended community), as-override can
be configured on the advertising router instead of disabling loop detection on the receiving router. The
as-override command replaces all occurrences of the peer AS in the AS_PATH with the local AS of the
advertising router.

5.5.2.1 AS override

The AS override feature can be used in VPRN scenarios where a customer is running BGP as the PE-CE
protocol and some or all of the CE locations are in the same AS. With normal BGP, two sites in the same
AS are unable to reach each other directly because there is an apparent loop in the AS path.
When as-override is configured on a PE-CE eBGP session, the PE rewrites the customer ASN in the AS
path with the VPRN ASN as the route that is advertised to the CE.
See Using local AS for ASN migration for information about using the local-as feature for AS overrides.
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5.5.2.2 Using local AS for ASN migration

This BGP feature facilitates the process of changing the ASN of all routers in a network. The ASN change
may be necessary if a network operator merges with or acquires another network operator and, as a result,
the two BGP networks are consolidated into one AS.

For example, suppose the operator of the ASN 64500 network merges with the operator of the ASN
64501 network. The new merged entity decides to renumber ASN 64501 routers as ASN 64500 routers to
manage the consolidated network as one AS. The following sequence of steps are performed for the ASN
migration.

1. Change the global AS of the route reflectors that were part of ASN 64501 to the new value 64500.
2. Change the global AS of the RR clients that were part of ASN 64501 to the new value 64500.
3. Configure the following command on every EBGP session of each RR client migrated in step 2:

+ MD-CLI

configure router bgp local-as as-number 64501
configure router bgp local-as prepend-global-as false
configure router bgp local-as private true

» classic CLI
configure router bgp local-as 64501 private no-prepend-global-as

This migration procedure has several advantages. First, customers, settlement-free peers, and transit
providers of the previous ASN 64501 network still perceive that they are peering with ASN 64501 and can
delay switching to ASN 64500 until the time is convenient for them. Second, the AS path lengths of the
routes exchanged with the eBGP peers are unchanged so that best path selections are preserved.

5.5.2.3 4-Octet ASNs

When BGP was developed, it was assumed that 16-bit (2-octet) ASNs would be sufficient for global
Internet routing. In theory, a 16-bit ASN allows for 65536 unique ASs, but some of these values are
reserved (0 and 64000-65535). Of the assignable space, less than 10% remains available. When a new
ASN is needed, it is now simpler to obtain a 4-octet AS number. 4-octet ASNs have been available since
2006. A 32-bit (4-octet) ASN allows for 4,294,967,296 unique values (some of which are reserved).

When 4-octet ASNs became available, it was recognized that not all routers would immediately support the
ability to parse 4-octet AS numbers in BGP messages. Two optional transitive attributes, AS4 _PATH and
AS4_AGGREGATOR, were introduced to allow a gradual migration.

A BGP router that supports 4-octet AS humbers advertises this capability in its OPEN message. The
capability information includes the AS number of the sending BGP router, encoded using 4 bytes (recall the
ASN field in the OPEN message is limited to 2 bytes). By default, OPEN messages sent by 7705 SAR Gen
2 routers always include the 4-octet ASN capability. You can change this using the following command:

+ MD-CLI

configure router bgp asn-4-byte false
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» classic CLI

configure router bgp disable-4byte-asn

If a BGP router and its peer have both announced the 4-octet ASN capability, the ASNs in the AS_PATH
and AGGREGATOR attributes are always encoded as 4-byte values in the Update messages they send
to each other. These Update messages should not contain the AS4 PATH and AS4_AGGREGATOR path
attributes.

If a router participating in a session announces the 4-octet ASN capability and the other router does not,
the ASNs in the AS_PATH and AGGREGATOR attributes are encoded as 2-byte values in the Update
messages they send to each other.

When a 7705 SAR Gen 2 router advertises a route to a peer that did not announce the 4-octet ASN
capability.

« Ifany ASNs in the AS_PATH attribute cannot be represented using 2 bytes (because they have
a value greater than 65535), they are substituted with the special value 23456 (AS_TRANS) and
an AS4_PATH attribute is added to the route if it is not already present. The AS4_PATH attribute
has the same encoding as the AS_PATH attribute that would be sent to a 4-octet ASN-capable
router (that is, each AS number is encoded using 4 octets), but it does not carry segments of type
AS_CONFED_SEQUENCE or AS_CONFED_SET.

» Ifthe ASN in the AGGREGATOR attribute cannot be represented using 2 bytes (because its value
is greater than 655395), it is substituted with the special value 23456 and an AS4_AGGREGATOR
attribute is added to the route if it is not already present. The AS4_AGGREGATOR is the same as the
AGGREGATOR attribute that would be sent to a 4-octet ASN-capable router (that is, the AS number is
encoded using 4 octets).

When a 7705 SAR Gen 2 router receives a route with an AS4_PATH attribute it attempts to reconstruct
the full AS path from the AS4_PATH and AS_PATH attributes, regardless of whether the 4byte ASN is
disabled or not. The reconstructed path is the AS path displayed in BGP show commands. If the length of
the received AS4_PATH is N and the length of the received AS_PATH is N+t, then the reconstructed AS
path contains the t leading elements of the AS_PATH followed by all the elements in the AS4_PATH.

Next-hop

The NEXT_HOP attribute indicates the IPv4 address of the BGP router that is the next hop to reach the
IPv4 prefixes in the NLRI field. If the Update message advertises routes other than IPv4 unicast routes, the
next hop of these routes is encoded in the MP_REACH_NLRI attribute; see Multi-protocol BGP attributes
for more information.

The rules for deciding which next-hop address types to accept in a received BGP route and which next-hop
address types to advertise as a BGP next hop depend on the address family.

Unlabeled IPv4 unicast routes

By default, IPv4 routes are advertised with IPv4 next hops, but on IPv6-TCP transport sessions, they

can be advertised with IPv6 next hops if the advertise-ipv6-next-hops command (with the ipv4 option)
applies to the session. To receive IPv4 routes with IPv6 next-hop addresses from a peer, the extended-
nh-encoding command (with the ipv4 option) must be applied to the session. This advertises the
corresponding RFC 8950, Advertising IPv4 Network Layer Reachability Information with an IPv6 Next Hop,
capability to the peer.
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Whenever next-hop-self applies to an IPv4 route, the next hop is set as follows:

+ If the advertised routes are for an IPv4 transport peer (that is, the neighbor address is IPv4), the BGP
next hop is the IPv4 local address used to set up the session.

+ If the peer toward which the routes are advertised is an IPv6 transport peer (that is, the neighbor
address is IPv6) and the advertise-ipv6-next-hops command (with the ipv4 option) applies to the
session, and if the peer toward which the routes are advertised has opened the session by announcing
an extended NH encoding capability for AFI =1, SAFI = 1, and next-hop AFI = 2, the BGP next-hop is
the IPv6 local address used to set up the session. Otherwise, for all other cases, the BGP next hop is
the IPv4 address of the system interface. If the system interface does not have an IPv4 address, the
route is not advertised unless an export policy sets a valid IPv4 next hop.

When an IPv4 BGP route is advertised to an EBGP peer, next-hop-self always applies except if the third-
party-nexthop command is applied. Configuring third-party-nexthop allows an IPv4 route received from
one EBGP peer to be advertised to another EBGP that is in the same IP subnet with an unchanged BGP
next-hop.

When an IPv4 BGP route is readvertised to an iBGP or confederation-eBGP peer, the advertising router
does not modify the BGP next hop unless one of the following applies:

+ The BGP next-hop-self command is applied to the iBGP or confederation-eBGP peer. This causes
next-hop-self to be applied to all IPv4 routes advertised to the peer, regardless of the peer type from
which they were received (iBGP, confederation-eBGP, or eBGP).

» IPv4 routes are matched and accepted by a route policy entry, and this entry has a next-hop-self
action. This applies next-hop-self to only those routes matched by the policy entry.

» IPv4 routes are matched and accepted by route policy entry, and this entry has a next-hop ip-address
action. This changes the BGP next hop of only the matched routes to the ip-address if the ip-address
is an IPv4 address or if the jp-address is an IPv6 address and the necessary conditions exist. The
advertise-ipv6-next-hops command is configured appropriately and the peer opens the session with
the correct RFC 8950 capability.

When an IPv4 BGP route is locally originated and advertised to an iBGP or confederation-eBGP peer, the
BGP next hop is, by default, copied from the next hop of the route that was imported into BGP, with certain
exceptions (for example, black-hole next hop). When a static route with indirect next hop is readvertised
as a BGP route, the BGP next hop is a copy of the indirect address. However, with route table import
policies, BGP can be instructed to take the resolved next hop of the static route as the BGP next hop
address.

5.5.3.2 Unlabeled IPv6 unicast routes

SR OS routers never send or receive IPv6 routes with 32-bit IPv4 next-hop addresses.

When an IPv6 BGP route is advertised to an EBGP peer, next-hop-self always applies (except if the third-
party-nexthop command is applied, as described in the following note). Next-hop-self results in one of the
following outcomes.

» If the eBGP session uses IPv4 transport, the BGP next hop encodes the local address used to set up
the session as an IPv4-compatible IPv6 address (all zeros in the first 96 bits followed by the 32 bit IPv4
local address).

+ If the eBGP session uses IPv6 transport, the BGP next hop is the local address used to set up the
session, and this cannot be overridden, even by BGP export policy.
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Note: Configuring third-party-nexthop allows an IPv6 route received from one EBGP peer to be
/ advertised to another EBGP that is in the same IP subnet with an unchanged BGP next-hop.

When an IPv6 BGP route is readvertised to an iBGP or confederation-eBGP peer, the advertising router
does not modify the BGP next hop by default; however, this can be changed as follows:

» If the BGP next-hop-self command is applied to the iBGP peer or confederation-eBGP peer, this
changes the BGP next hop to the local address used to set up the session (if the transport to the peer
is IPv6) or to an IPv4-compatible IPv6 address derived from the IPv4 local address used to set up the
session (if the transport to the peer is IPv4). This command applies to all routes advertised to the peer,
regardless of the peer type from which they were received (iBGP, confed-eBGP, or eBGP).

» If IPv6 routes are matched and accepted by an export policy applied to an iBGP or confederation-eBGP
session, and the matching policy entry has a next-hop-self action, this changes the BGP next hop
of only the matched routes to the local address used to setup the session (if the transport to the peer
is IPv6) or to an IPv4-compatible IPv6 address derived from the IPv4 local address used to setup the
session (if the transport to the peer is IPv4).

» If IPv6 routes are matched and accepted by an export policy applied to an iBGP or confederation-eBGP
session, and the matching policy entry has a next-hop ip-address action, this changes the BGP next
hop of only the matched routes to ip-address, but only if ip-address is an IPv6 address. If ip-address is
an IPv4 address, the matched routes are treated as though they were rejected by the policy entry.

When an IPv6 BGP route is locally originated and advertised to an iBGP or confederation-eBGP peer, the
BGP next hop is, by default, copied from the next hop of the route that was imported into BGP, with certain
exceptions (for example, black-hole next hop). When a static route with indirect next hop is readvertised
as a BGP route, the BGP next hop is a copy of the indirect address; however, with route table import
policies BGP can be instructed to take the resolved next hop of the static route as the BGP next hop
address.

5.5.3.3 VPN-IPv4 routes
SR OS routers can send and receive VPN-IPv4 routes with IPv4 next-hops. They can also be configured
(using the extended-nh-encoding command) to receive VPN-IPv4 routes with IPv6 next-hop addresses
from selected BGP peers by signaling the corresponding Extended NH Encoding BGP capability to those
peers during session setup. If the capability is not advertised to a peer, such routes are not accepted from
that peer. Also, if the SR OS router does not receive an Extended NH Encoding capability advertisement
for [NLRI AFI=1, NLRI SAFI=128, next-hop AFI=2] from a peer, it does not advertise VPN-IPv4 routes with
IPv6 next-hops to that peer.
When a VPN-IPv4 BGP route is advertised to an EBGP peer, the next-hop-self command applies in the
following cases:
» The following command is configured:
— MD-CLI
configure router bgp inter-as-vpn
— classic CLI
configure router bgp enable-inter-as-vpn
» The following command and the next-hop-self command are configured toward the EBGP peer:
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— MD-CLI
configure router bgp subconfed-vpn-forwarding
— classic CLI
configure router bgp enable-subconfed-vpn-forwarding

Otherwise, there is no change to the next-hop and the next-hop-self command results in one of the
following outcomes:

» If the EBGP session uses IPv4 transport, the BGP next-hop is taken from the value of the local address
used to set up the session.

» If the EBGP peer has opened an IPv6-transport session by advertising an extended NH encoding
capability with (NLRI AFI=1, NLRI SAFI=128, next-hop AFI=2) and, in the configuration of the local
router, the session is associated with an advertise-ipv6-next-hops vpn-ipv4 command, then the BGP
next-hop is set to the value of the IPv6 local address used to set up the session. Otherwise, the BGP
next-hop is set to the IPv4 address of the system interface.

If inter-AS-VPN is enabled, the next-hop-self command applies automatically if a VPN-IPv4 BGP route

is received from an EBGP peer and readvertised to an IBGP or confederation-EBGP peer. If the inter-AS-
VPN is not enabled, but subconfederation VPN forwarding is enabled, the next-hop-self command can be
set manually toward any IBGP or confederation-EBGP peer with the same label-swap forwarding behavior
as provided by the inter-AS-VPN command. In either case, the next-hop-self command results in one of
the following outcomes.

» If the IBGP or confederation-EBGP session uses IPv4 transport, then the BGP next-hop is taken from
the value of the local address used to set up the session.

+ If the IBGP or confederation-EBGP peer has opened an |IPv6-transport session by advertising an
extended NH encoding capability with (NLRI AFI=1, NLRI SAFI=128, next-hop AFI=2) and, in the
configuration of the local router, the session is associated with an advertise-ipv6-next-hops vpn-
ipv4 command, then the BGP next-hop is set to the value of the IPv6 local address used to set up the
session. Otherwise, the BGP next-hop is set to the IPv4 address of the system interface.

When a VPN-IPv4 BGP route is reflected from one IBGP peer to another IBGP peer, the RR does not
modify the next-hop by default. However, if the next-hop-self command is applied to the IBGP peer
receiving the route and the following command is enabled, a next-hop-self and label swap behavior can be
provided:

+ MD-CLI
configure router bgp rr-vpn-forwarding
+ classic CLI
configure router bgp enable-rr-vpn-forwarding

Alternatively, the same behavior can be achieved by configuring the following command and setting the
next-hop-self command toward the targeted IBGP peer:

+ MD-CLI

configure router bgp subconfed-vpn-forwarding
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5.5.34
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» classic CLI
enable-subconfed-vpn-forwarding

In either case, next-hop-self results in one of the following outcomes:

» If the IBGP session receiving the reflected route uses IPv4 transport, the BGP next-hop is taken from
the value of the local address used to set up the session.

+ If the IBGP session receiving the reflected route has opened an IPv6-transport session by advertising
an extended NH encoding capability with (NLRI AFI=1, NLRI SAFI=128, next-hop AFI=2) and, in the
configuration of the local router, the session is associated with an advertise-ipv6-next-hops vpn-
ipv4 command, then the BGP next-hop is set to the value of the IPv6 local address used to set up the
session. Otherwise, the BGP next-hop is set to the IPv4 address of the system interface.

When a VPN-IPv4 BGP route is reflected from one IBGP peer to another IBGP peer, the following
command is configured, and the VPN-IPv4 route is matched and accepted by an export policy entry with a
next-hop IP address action, the BGP next-hop of the matched routes changes to the next-hop IP address:

+ MD-CLI
configure router bgp rr-vpn-forwarding
+ classic CLI
configure router bgp enable-rr-vpn-forwarding

The exception to this is if the next-hop IP address is an IPv6 address and the receiving IBGP peer did not
advertise an extended NH encoding capability with (NLRI AFI=1, NLRI SAFI=128, next-hop AFI=2), or in
the configuration of the local router, the session is not associated with an advertise-ipv6-next-hops vpn-
ipv4 command. In this case, the route is treated as though it was rejected by the policy entry.

VPN-IPVv6 routes

SR OS routers never send or receive VPN-IPv6 routes with 32-bit IPv4 next-hop addresses.

When a VPN-IPv6 BGP route is advertised to an EBGP peer, the next-hop-self command applies in the
following cases:

» The following command is configured:
— MD-CLI

configure router bgp inter-as-vpn
— classic CLI
configure router bgp enable-inter-as-vpn

» The following command and the next-hop-self command are configured toward the EBGP peer:
— MD-CLI

configure router bgp subconfed-vpn-forwarding
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— classic CLI
configure router bgp enable-subconfed-vpn-forwarding

Otherwise, there is no change to the next-hop. The next-hop-self command results in one of the following
outcomes:

» If the EBGP session uses IPv4 transport, then the BGP next-hop is set to the IPv4 local address used to
set up the session but encoded as an IPv4-mapped IPv6 address (for example, with the IPv4 address in
the least significant 32 bits of a ::FFFF/96 prefix).

» If the EBGP session uses IPv6 transport and it is associated with an advertise-ipv6-next-hops vpn-
ipv6 command, the BGP next-hop is set to the value of the IPv6 local address used to set up the
session. Otherwise, the BGP next-hop is set to the IPv4 address of the system interface encoded as
an IPv4-mapped IPv6 address (for example, with the IPv4 address in the least significant 32 bits of
a ::FFFF/96 prefix).

If inter-AS-VPN is enabled, the next-hop-self command applies automatically if a VPN-IPv6 BGP route is
received from an EBGP peer and re-advertised to an IBGP or confederation-EBGP peer. If inter-AS-VPN
is not enabled, but the subconfederation VPN forwarding is enabled, the next-hop can be set manually
toward any IBGP or confederation EBGP peer, with the same label-swap forwarding behavior as provided
by the inter-AS-VPN configuration. In either case, the next-hop-self command results in one of the
following outcomes.

» If the IBGP or confederation EBGP session uses IPv4 transport, then the BGP next-hop is set to the
IPv4 local address used to set up the session but encoded as an IPv4-mapped IPv6 address (for
example, with the IPv4 address in the least significant 32 bits of a ::FFFF/96 prefix).

» If the IBGP or confederation EBGP session uses IPv6 transport and it is associated with an advertise-
ipv6-next-hops vpn-ipvé command, the BGP next-hop is set to the value of the IPv6 local address
used to set up the session. Otherwise, the BGP next-hop is set to the IPv4 address of the system
interface encoded as an IPv4-mapped IPv6 address (for example, with the IPv4 address in the least
significant 32 bits of a ::FFFF/96 prefix).

When a VPN-IPv6 BGP route is reflected from one IBGP peer to another IBGP peer, the RR does not
modify the next-hop by default. However, if the next-hop-self command is applied to the IBGP peer
receiving the route and the following command is configured, a next-hop-self command and label swap
behavior can be provided:

+ MD-CLI
configure router bgp rr-vpn-forwarding
» classic CLI
configure router bgp enable-rr-vpn-forwarding

Alternatively, the same behavior can be achieved by configuring the following command and setting the
next-hop-self command toward the targeted IBGP peer:

+ MD-CLI

configure router bgp subconfed-vpn-forwarding
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» classic CLI
configure router bgp enable-subconfed-vpn-forwarding

In either case, the next-hop-self command results in one of the following outcomes:

» If the IBGP session receiving the reflected route uses IPv4 transport then the BGP next-hop is set to
the IPv4 local-address used to set up the session but encoded as an IPv4-mapped IPv6 address (for
example, with the IPv4 address in the least significant 32 bits of a ::FFFF/96 prefix).

+ If the IBGP session receiving the reflected route uses IPv6 transport and it is associated with an
advertise-ipv6-next-hops vpn-ipv6é command, the BGP next-hop is set to the value of the IPv6 local
address used for set up of the session. Otherwise, the BGP next-hop is set to the IPv4 address of the
system interface encoded as an IPv4-mapped IPv6 address (for example, with the IPv4 address in the
least significant 32 bits of a ::FFFF/96 prefix).

When a VPN-IPv6 BGP route is reflected from one IBGP peer to another IBGP peer, the following
command is configured, and the VPN-IPv6 route is matched and accepted by an export policy entry with a
next-hop IP address action, the BGP next-hop of the matched routes changes to the next-hop IP address,
if the IP address is specified as a 128-bit IPv6 address. If the IP address is specified as a 32-bit IPv4
address, the BGP next-hop changes to an IPv4-mapped IPv6 address encoding IP address.

+ MD-CLI
configure router bgp rr-vpn-forwarding
» classic CLI

configure router bgp enable-rr-vpn-forwarding

Label-IPv4 routes

SR OS routers can always send and receive label-IPv4 routes with IPv4 next hops. They can also be
configured (using the extended-nh-encoding command) to receive label-IPv4 routes with IPv6 next hop
addresses from selected BGP peers by signaling the corresponding extended NH encoding BGP capability
to those peers during session setup. If the capability is not advertised to a peer then such routes will not be
accepted from that peer. Also, if the SR OS router does not receive an extended NH encoding capability
advertisement for [NLRI AFI=1, NLRI SAFI=4, next-hop AFI=2] from a peer, it will not advertise label-IPv4
routes with IPv6 next hops to that peer.

When a label-IPv4 BGP route is advertised to an eBGP peer, next-hop-self applies unless the eBGP
session has next-hop-unchanged enabled for the label-ipv4 address family. Next-hop-self results in one
of the following outcomes:

» If the eBGP session uses IPv4 transport, the BGP next hop is taken from the value of the local address
used to set up the session.

» If the eBGP peer opened an IPv6 transport session by advertising an extended NH encoding capability
with (NLRI AFI=1, NLRI SAFI=4, next-hop AFI=2) and, in the configuration of the local router, the
session is associated with an advertise-ipv6-next-hops label-ipv4 command, the BGP next hop is set
to the value of the IPv6 local address used for setup of the session. Otherwise, the BGP next hop is set
to the IPv4 address of the system interface.

When a label-IPv4 BGP route is received from an eBGP peer and readvertised to an iBGP or
confederation-eBGP peer, next-hop-self applies unless the iBGP or confederation-eBGP session has
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next-hop-unchanged enabled for the label-IPv4 address family. Next-hop-self results in one of the
following outcomes:

» If the iBGP or confederation-eBGP session uses IPv4 transport, the BGP next hop is taken from the
value of the local address used to set up the session.

+ If the iBGP or confederation-eBGP peer opened an IPv6 transport session by advertising an extended
NH encoding capability with (NLRI AFI=1, NLRI SAFI=4, next-hop AFI=2) and, in the configuration of
the local router, the session is associated with an advertise-ipv6-next-hops label-ipv4 command, the
BGP next hop is set to the value of the IPv6 local address used for setup of the session. Otherwise, the
BGP next hop is set to the IPv4 address of the system interface

When a label-IPv4 BGP route is reflected from one iBGP peer to another iBGP peer, the RR does not
modify the next hop by default. However, if the next-hop-self command is applied to the IBGP peer
receiving the route, this results in one of the following outcomes:

» If the iBGP session receiving the reflected route uses IPv4 transport, the BGP next hop is taken from
the value of the local address used to setup the session.

+ If the iBGP session receiving the reflected route opened an IPv6 transport session by advertising
an extended NH encoding capability with (NLRI AFI=1, NLRI SAFI=4, next-hop AFI=2) and, in the
configuration of the local router, the session is associated with an advertise-ipv6-next-hops label-
ipv4 command then the BGP next hop is set to the value of the IPv6 local address used for setup of the
session. Otherwise, the BGP next hop is set to the IPv4 address of the system interface.

When a label-IPv4 BGP route is reflected from one iBGP peer to another iBGP peer and the label-IPv4
route is matched and accepted by an export policy entry with a next-hop ip-address action, this changes
the BGP next hop of the matched routes to ip-address, except if ip-address is an IPv6 address and

the receiving iBGP peer did not advertise an extended NH encoding capability with (NLRI AFI=1, NLRI
SAFI=128, next-hop AFI=2) or, in the configuration of the local router, the session is not associated with an
advertise-ipv6-next-hops label-ipv4 command. In this case, the route is treated as though it was rejected
by the policy entry.

Label-IPv6 routes

SR OS routers never send or receive label-IPv6 routes with 32-bit IPv4 next-hop addresses.

When a label-IPv6 BGP route is advertised to an EBGP peer, the next-hop-self command applies unless
the EBGP session has the next-hop-unchanged command enabled for the label-ipv6 address family. The
next-hop-self command results in one of the following outcomes:

» If the EBGP session uses IPv4 transport, then the BGP next-hop is taken from the value of the local
address used to set up the session and encoded as an IPv4-mapped IPv6 address.

» If the EBGP peer opened an IPv6 transport session and it is associated with an advertise-ipv6-next-
hops label-ipv6 command then the BGP next-hop is set to the value of the IPv6 local address used for
set up of the session. Otherwise, the BGP next-hop is set to the IPv4 address of the system interface
encoded as an IPv4-mapped IPv6 address.

When a label-IPv6 BGP route is received from an EBGP peer and re-advertised to an IBGP or
confederation-EBGP peer, next-hop-self applies unless the IBGP or confederation-EBGP session has the
next-hop-unchanged command enabled for the label-IPv6 address family. The next-hop-self command
results in one of the following:

+ If the IBGP or confederation-EBGP session uses IPv4 transport, then the BGP next-hop is taken
from the value of the local address used to setup the session and encoded as an IPv4-mapped IPv6
address.
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+ If the IBGP or confederation-EBGP peer opened an IPv6 transport session and it is associated with an
advertise-ipv6-next-hops label-ipv6 command then the BGP next-hop is set to the value of the IPv6
local address used for set up of the session. Otherwise, the BGP next-hop is set to the IPv4 address of
the system interface encoded as an IPv4-mapped IPv6 address.

5.5.3.7 Next-hop resolution

To use a BGP route for forwarding, a BGP router must know how to reach the BGP next hop of the route.
The process of determining the local interface or tunnel used to reach the BGP next hop is called next-hop
resolution. This process depends on the type of route (the AFI/SAFI) and various configuration settings.

The following process applies to the next-hop resolution of IPv4 and IPv6 (unlabeled) unicast routes:

When an IPv4 or IPv6 route is received with an IPv4-mapped IPv6 address as a next hop, BGP next-
hop resolution is based on the embedded IPv4 address, which is matched with either IPv4 routes or
IPv4 tunnels, depending on the configuration. The IPv4-mapped IPv6 address is never interpreted as an
IPv6 address and is not matched with IPv6 routes or IPv6 tunnels.

By default, BGP routes are ineligible to resolve a BGP next hop. Use the following command to enable
the use of BGP routes to resolve BGP next hops.

configure router bgp next-hop-resolution use-bgp-routes

A maximum of four levels of recursion are supported.

The LPM route matching the BGP next-hop address is the only route considered for resolving the next
hop. If the LPM route is ineligible to resolve the next hop, the BGP route is unresolved.

A VPN-leak route leaked from another router instance is eligible to resolve a BGP next hop, provided
that it corresponds to a static route with direct next hops.

If the LPM route is rejected by the next-hop resolution policy configured by the user, the BGP next hop
is unresolved, and all routes with that next hop are considered invalid and not advertised to peers.

BGP shortcuts are described in Next-hop resolution of BGP unlabeled IPv4 unicast routes to tunnels .

The following process applies to the next-hop resolution of VPN-IPv4 and VPN-IPv6 routes:

When an VPN-IPv4 or VPN-IPV6 route is received with an IPv4-mapped IPv6 address as the next hop,
BGP next-hop resolution is based on the embedded IPv4 address, and this IPv4 address is matched to
IPv4 routes or IPv4 tunnels, depending on the configuration. The IPv4-mapped IPv6 address is never
interpreted as an IPv6 address to be compared to IPv6 routes or IPv6 tunnels.

If the VPN-IP route is imported into a VPRN, the next-hop is resolved to a tunnel based on the auto-
bind-tunnel configuration of the importing VPRN. For more information, see the 7705 SAR Gen 2 Layer
3 Services Guide: IES and VPRN.

If the next hop entry in the tunnel table that resolves the VPN-IP route is rejected by the user-configured
next-hop-resolution vpn-family-policy, the BGP next hop is unresolved and all the VPN-IP routes
with that next hop are considered invalid.

If the VPN-IP route is received from an IBGP or EBGP peer, and the router is a next-hop-self RR or a
model-B ASBR, the order of resolution is as follows:

1. local (interface) route

2. longest prefix-match static route, excluding default static routes, but only if allow-static is configured
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3. tunnel, based on the transport-tunnel resolution-filter options for family VPN; see Next-hop
resolution of BGP labeled routes to tunnels for more information

» The following process applies to the next-hop resolution of EVPN routes:

— If an EVPN ES route is imported, the next hop is resolved to any tunnel in the tunnel table. In case
there is no entry matching the next hop in the tunnel table, a route matching the next hop in the route
table also resolves the next hop.

» If the resolving route in the tunnel table or the route table is rejected by a user-configured next-
hop-resolution vpn-family-policy, the ES route next hop is unresolved.

» If the ES route next hop is unresolved, the PE that advertised the route is not considered as a
candidate for Designated Forwarder (DF) election.

— The imported AD per-ES and AD per-EVI routes are always shown as resolved and valid, regardless
of the next-hop resolution or the configuration of a next-hop-resolution vpn-family-policy.

» In the case of DF election, the router always considers the advertising PE a valid candidate, even
if the AD routes next hops are unresolved.

+ However, if the AD per-EVI next hop is unresolved, EVPN traffic is not sent to the advertising PE.
This is true for EVPN VPWS or multi-homing aliasing or backup procedures.

* A matching tunnel-table entry can resolve the next-hop of an AD per-EVI route in an EVPN-MPLS
service. A route-table entry (other than a shortcut) can resolve the AD per-EVI route next-hop in
an EVPN-VXLAN service.

— For any other imported EVPN service route, including IP prefix, IPv6 prefix, MAC/IP routes, the next
hop is resolved as follows:

* In EVPN-MPLS services, the next hop is resolved to a tunnel based on the auto-bind-tunnel
configuration of the importing service.

* In EVPN-VXLAN services, the next hop is resolved to a route in the route-table. That route
cannot be a shortcut route.

+ If the next-hop entry in the tunnel table or route table that resolves the EVPN service route is
rejected by the user-configured next-hop-resolution vpn-family-policy, the BGP next hop is
unresolved and all the EVPN routes with that next hop are considered invalid.

» The following process applies to the next-hop resolution of label-unicast IPv4 routes and label-unicast
IPV6 routes:

— When a BGP-LU route is received with an IPv4-mapped IPv6 address as next-hop, BGP next-hop
resolution is based on the embedded IPv4 address and this IPv4 address is matched to IPv4 routes
or IPv4 tunnels, depending on the configuration. The IPv4-mapped IPv6 address is never interpreted
as an IPv6 address to be compared to IPv6 routes or IPv6 tunnels.

— If the BGP-LU route is received by a control-plane-only RR and the following commands are
configured:

+ MD-CLI

configure router bgp route-table-install false
configure router bgp next-hop-resolution labeled-routes rr-use-route-table

» classic CLI

configure router bgp disable-route-table-install
configure router bgp next-hop-resolution labeled-routes rr-use-route-table
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In this case the order of the resolution is as follows:
— the local route
— the longest prefix-match static route, excluding default static routes

Use this route to resolve the BGP next-hop if it is a static route with blackhole next-hop.

For other types of static routes, use this route to resolve the next-hop only if allow-static is
configured. If it is another type of static route, use it to resolve the next-hop only if allow-static
is configured.

— the longest prefix-match IGP route

— If a label-unicast IPv4 route or label-unicast IPv6 route with a label (other than explicit-null) is
received from an IBGP or EBGP peer and the router is not an RR with the rr-use-route-table
command configured, the order of resolution is as follows:

1.
2.

local route
longest prefix-match static route, excluding default static routes

Use this route to resolve the BGP next-hop if it is a static route with a blackhole next-hop. If it is
another type of static route, use it to resolve the next-hop only if allow-static is configured.

tunnel, based on the transport-tunnel resolution-filter options for family label-ipv4 or label-ipv6,
depending on the situation

See Next-hop resolution of BGP labeled routes to tunnels for more information.

— If a label-unicast IPv6 route with an IPv6 explicit-null label is received from an IBGP or EBGP peer
and the router is not an RR with the rr-use-route-table command configured, the order of resolution
is as follows:

1.
2.

local route
longest prefix-match static route, excluding default static routes

Use this route to resolve the BGP next-hop if it is a static route with a blackhole next-hop. If it is
another type of static route, use it to resolve the next-hop only if allow-static is configured.

tunnel, based on the transport-tunnel resolution-filter options for family label-ipv4
See Next-hop resolution of BGP labeled routes to tunnels for more information.

— if the following command is enabled and the longest prefix length route that matches the next-hop is
a BGP IPv4 unlabeled, BGP IPv6 unlabeled, or other 6PE route with an explicit-null label.

configure router bgp next-hop-resolution labeled-routes use-bgp-routes label-ipv6-
explicit-null

Use that route, subject to the following conditions:

3HE 21584 AAAA TQZZA 01

the resolving route cannot be a leaked route

an unlabeled IPv4 route or IPv6 route is ineligible to resolve the next-hop of a label-unicast IPv6
route if the unlabeled route has any of its own BGP next-hops resolved by an IGP route or a
6over4 route

the label-unicast IPv6 route can be recursively resolved by other label-unicast IPv6 routes with
explicit-null so that the final route has up to four levels of recursion
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5.5.3.7.1 Next-hop resolution of BGP unlabeled IPv4 unicast routes to tunnels

To enable the next-hop resolution of unlabeled IPv4 routes using tunnels in the tunnel table of the router,
use the commands in the following context to configure the IPv4 family.

configure router bgp next-hop-resolution shortcut-tunnel family

The family context provides commands to specify the resolution mode (any, disabled or filter) and set
tunnel types that are eligible for use when filter mode is selected.

If the resolution mode is set to disabled, the next hops of unlabeled IPv4 routes can only be resolved by
route table lookup.

If there are multiple tunnel options for the BGP next hop because of either the resolution any or
resolution filter configuration, the selection of the resolving tunnel is determined by factors such as the
route color, admin-tag-policy, tunnel-table preference, and LDP FEC prefix length.

If disallow-igp is enabled and no resolving tunnel is found in the tunnel table, no attempt is made to
resolve the IPv4 BGP route using route table lookup.

The available tunneling options for IPv4 shortcuts are as follows:
* bgp

This refers to IPv4 and IPv6 tunnels created by receiving BGP label-unicast IPv4 routes for /32 IPv4
prefixes and BGP label-unicast IPv6 routes for /128 IPv6 prefixes.

— MD-CLI
configure router bgp label-allocation label-ipv6 explicit-null false
— classic CLI

configure router bgp label-allocation label-ipv6 disable-explicit-null

* Idp

This refers to LDP FEC prefixes imported into the tunnel table. For resolution purposes, BGP selects
the LDP FEC that is the longest-prefix-match (LPM) of the BGP next-hop address.

s rsvp

This refers to RSVP tunnels in the tunnel table. This option allows BGP to use the best metric RSVP
LSP to the address of the BGP next-hop. This address can correspond to the system interface or to
another loopback interface of the remote BGP router. In the case of multiple RSVP LSPs with the same
lowest metric, BGP selects the LSP with the lowest tunnel ID.

* sr-isis

This refers to segment routing tunnels (shortest path) to destinations reachable by the IS-IS protocol.
This option allows BGP to use the segment routing tunnel in the tunnel table submitted by the lowest
preference IS-IS instance or, in case of a tie, the lowest numbered IS-IS instance.

» sr-ospf

This refers to segment routing tunnels (shortest path) to destinations reachable by the OSPF protocol.
This option allows BGP to use the segment routing tunnel in the tunnel table submitted by the lowest
preference OSPF instance or, in case of a tie, the lowest numbered OSPF instance.

» sr-policy
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This refers to segment routing policies that are statically configured in the local router or learned via
BGP routes (AFI 1/SAFI 73). For BGP to resolve the next hop of an IPv4 route using an SR policy, the
highest numbered color-extended community attached to the IPv4 route must match the color of the SR
policy. If the CO bits of this color-extended community have the value 00, the BGP next hop of the route
must exactly match the endpoint of the SR policy.

* sr-te

This refers to traffic engineered (TE) segment routing tunnels. This option allows BGP to use the best
metric SR-TE tunnel to the address of the BGP next hop. In the case of multiple SR-TE tunnels with the
same lowest metric, BGP selects the tunnel with the lowest tunnel ID.

5.5.3.7.2 Next-hop resolution of BGP unlabeled IPv6 unicast routes to tunnels

To enable the next-hop resolution of unlabeled IPv6 routes using tunnels in the tunnel-table of the router,
use the commands in the following context to configure the IPv6 family.

configure router bgp next-hop-resolution shortcut-tunnel

If the next-hop of the IPv6 BGP route contains an IPv4-mapped IPv6 address, the shortcut-tunnel
configuration applies to the use of IPv4 tunnels and IPv4 routes that match the embedded IPv4 address in
the BGP next-hop. If the BGP next-hop is any other IPv6 address the shortcut-tunnel configuration applies
to the use of IPv6 tunnels and IPv6 routes that match the full address of the BGP next-hop.

The family ipv6 context contains commands to specify the resolution mode (any, disabled or filter)
and the set of tunnel types that are eligible for use if the filter mode, configured using resolution filter, is
selected.

If there are multiple tunnel options for the BGP next hop because of either the resolution any or
resolution filter configuration, the selection of the resolving tunnel is determined by factors such as the
route color, admin-tag-policy, tunnel-table preference, and LDP FEC prefix length.

If the resolution mode is set to disabled, the next hops of unlabeled IPv6 routes can only be resolved by
route table lookup.

If disallow-igp is enabled and no resolving tunnel is found in the tunnel table, no attempt is made to
resolve the IPv6 BGP route using route table lookup.

The available tunneling options for IPv6 BGP routes with IPv4-mapped IPv6 next hops are as follows:
* bgp

This refers to IPv4 tunnels created by receiving BGP label-unicast IPv4 routes for /32 IPv4 prefixes.
* Idp

This refers to /32 and shorter length LDP FEC prefixes imported into the tunnel table. For resolution
purposes, BGP selects the LDP FEC that is the longest-prefix-match (LPM) of the BGP next-hop
address.

s rsvp

This refers to RSVP tunnels in the tunnel table. This option allows BGP to use the best metric RSVP
LSP to the address of the BGP next hop. This address can correspond to the system interface or to
another loopback interface of the remote BGP router. In the case of multiple RSVP LSPs with the same
lowest metric, BGP selects the LSP with the lowest tunnel ID.

e sr-isis
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This refers to segment routing tunnels (shortest path) to destinations reachable by the 1S-IS protocol.
This option allows BGP to use the segment routing tunnel in the tunnel table submitted by the lowest
preference I1S-IS instance or, in case of a tie, the lowest numbered IS-IS instance.

+ sr-ospf

This refers to segment routing tunnels (shortest path) to destinations reachable by the OSPF protocol.
This option allows BGP to use the segment routing tunnel in the tunnel table submitted by the lowest
preference OSPF instance or, in case of a tie, the lowest numbered OSPF instance.

» sr-policy

This refers to segment routing policies that are statically configured in the local router or learned via
BGP routes (AFI 1/SAFI 73). For BGP to resolve the next hop of an IPv4 route using an SR policy, the
highest numbered color-extended community attached to the IPv4 route must match the color of the SR
policy. If the CO bits of this color-extended community have the value 00, the BGP next hop of the route
must exactly match the endpoint of the SR policy.

* sr-te

This refers to TE segment routing tunnels. This option allows BGP to use the best metric SR-TE tunnel
to the address of the BGP next hop. In the case of multiple SR-TE tunnels with the same lowest metric,
BGP selects the tunnel with the lowest tunnel ID.

5.5.3.7.3 Next-hop resolution of BGP labeled routes to tunnels

Use the commands in the following context to configure next-hop resolution of BGP labeled routes.
configure router bgp next-hop-res labeled-routes transport-tunnel

The transport-tunnel context provides separate control for the different types of BGP label routes:
+ label-IPv4

» label-IPv6

* VPN routes (which includes both VPN-IPv4 and VPN-IPVv6 routes)

By default, all labeled routes resolve to LDP (even if the preceding CLI commands are not configured in the
system).

If the resolution option is set to disabled, the default binding to LDP tunnels resumes. If resolution is set
to any, the supported tunnel type selection is based on TTM preference. The order of preference of TTM
tunnels is the following:

1. RSVP

SR-TE

LDP

segment routing OSPF

o >N

segment routing 1S-IS
6. UDP

The rsvp option instructs BGP to search for the best metric RSVP LSP to the address of the BGP next
hop. The address can correspond to the system interface or to another loopback used by the BGP instance
on the remote node. The LSP metric is provided by MPLS in the tunnel table. In the case of multiple RSVP
LSPs with the same lowest metric, BGP selects the LSP with the lowest tunnel ID.
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The Idp option instructs BGP to search for an LDP LSP with a FEC prefix corresponding to the address of
the BGP next hop.

The bgp option instructs BGP to search for a BGP tunnel in TTM with a prefix matching the address of the

BGP next-hop. A label-unicast IPv4 route cannot be resolved by another label-unicast IPv4 or IPv6 route. A
label-unicast IPv6 route cannot be resolved by another label-unicast IPv6 route, but it can be resolved by a
label-unicast IPv4 route.

When the sr-isis or sr-ospf option is enabled, an SR tunnel to the BGP next hop is selected in the TTM
from the lowest preference IS-IS or OSPF instance. If many instances have the same lowest preference,
the lowest numbered IS-IS or OSPF instance is chosen.

The sr-te value launches a search for the best metric SR-TE LSP to the address of the BGP next hop. The
LSP metric is provided by MPLS in the tunnel table. In the case of multiple SR-TE LSPs with the same
lowest metric, BGP selects the LSP with the lowest tunnel ID.

The udp command instructs BGP to look for an MPLSoUDP tunnel to the address of the BGP next-hop.

If one or more explicit tunnel types are specified using the resolution-filter option, only these tunnel types
are selected again following the TTM preference. The resolution command must be set to filter to activate
the list of tunnel-types configured in resolution-filter.

5.5.3.8 Next-hop tracking

In SR OS, next-hop resolution is not a one-time event. If the IP route or tunnel used to resolve a BGP next
hop is withdrawn because of a failure or configuration change, an attempt is made to re-resolve the BGP
next hop using the next-best route or tunnel. If there are no more eligible routes or tunnels to resolve the
BGP next hop, the BGP next hop becomes unresolved. The continual process of monitoring and reacting
to resolving route or tunnel changes is called next-hop tracking. In SR OS, next-hop tracking is event-
driven as opposed to timer-driven; this provides the best possible convergence performance.

5.5.3.9 Next-hop indirection

SR OS supports next-hop indirection for most types of BGP routes. Next-hop indirection means BGP next
hops are logically separated from resolved next hops in the forwarding plane (IOMs). This separation
allows routes that share the same BGP next hops to be grouped so that when there is a change to the
way a BGP next hop is resolved, only one forwarding plane update is needed as opposed to one update
for every route in the group. The convergence time after the next-hop resolution change is uniform and

not linear with the number of prefixes; that is, next-hop indirection is a technology that supports prefix
independent convergence (PIC). SR OS uses next-hop indirection whenever possible; there is no option to
disable the functionality.

5.5.3.10 Entropy label for RFC 8277 BGP labeled routes

The router supports the MPLS entropy label, as specified in RFC 6790, on RFC 8277 BGP labeled routes.
LSR nodes in a network can load-balance labeled packets in a more granular way than by hashing on the
standard label stack. For more information, see the 7705 SAR Gen 2 MPLS Guide.

Entropy Label Capability (ELC) signaling is not supported for labeled routes representing BGP tunnels.
Instead, ELC is configured at the head end LER using the following command.

configure router bgp override-tunnel-elc
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This command causes the router to ignore any advertisements for ELC that may or may not be received
from the network, and instead to assume that the whole domain supports entropy labels.

5.5.4 MED

The Multi-Exit Discriminator (MED) attribute is an optional attribute that can be added to routes advertised
to an eBGP peer to influence the flow of inbound traffic to the AS. The MED attribute carries a 32-bit metric
value. A lower metric is better than a higher metric when MED is compared by the BGP decision process.
Unless the always-compare-med command is configured, the MED is compared only if the routes come
from the same neighbor AS. By default, if a route is received without a MED attribute, it is evaluated by

the BGP decision process as though it had a MED containing the value 0; however, this can be changed
so that a missing MED attribute is handled the same as a MED with the maximum value. SR OS always
removes the received MED attribute when advertising the route to an eBGP peer.

5.5.4.1 Deterministic MED

Deterministic MED is an optional enhancement to the BGP decision process that causes BGP to group
paths that are equal up to the MED comparison step based on the neighbor AS. BGP compares the best
path from each group to arrive at the overall best path. This change to the BGP decision process makes
best path selection completely deterministic in all cases. Without deterministic-med, the overall best path
selection is sometimes dependent on the order of route arrival because of the rule that MED cannot be
compared in routes from different neighbor AS.

Note: When BGP routes are leaked into a target BGP RIB, they are not grouped (in a
/ deterministic MED context) with routes learned by that target RIB, even if the neighbor AS
happens to be the same.

5.5.5 Local preference

The LOCAL_PREF attribute is a well-known attribute that should be included in every route advertised to
an iBGP or confederation-eBGP peer. It is used to influence the flow of outbound traffic from the AS. The
local preference is a 32-bit value and higher values are more preferred by the BGP decision process. The
LOCAL_PREF attribute is not included in routes advertised to eBGP peers (if the attribute is received from
an eBGP peer, it is ignored).

In SR OS the default local preference is 100, but this can be changed with the local-preference command
or by using route policies. If a LOCAL_PREF attribute must be added to a route because it does not have
one (for example, because it was received from an eBGP peer), the value is the configured or default
local-preference, unless overridden by policy.

5.5.6 Route aggregation path attributes

An aggregate route is a configured IP route that is activated and installed in the routing table when it has
at least one contributing route. A route (R) contributes to an aggregate route (S1) if all of the following
conditions are true:

» the prefix length of (R) is greater than the prefix length of (S1)
» the prefix bits of (R) match the prefix bits of (S1) up to the prefix length of (S1)
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there is no other active aggregate route (S2) with a longer prefix length than (S1) that meets the
previous two conditions

(R) is actively used for forwarding and is not an aggregate route

(R) is accepted by the route policy that is associated with (S1); if there is no configured route policy then
(R1) is by default considered accepted

When an aggregate route is activated by a router, it is not installed in the forwarding table by default. In
general, it is advisable to specify the black-hole next-hop option for an aggregate route so that when it

is activated, it is installed in the forwarding table with a black-hole next-hop; this avoids the possibility of
creating a routing loop. SR OS also supports the option to program an aggregate route into the forwarding
table with an indirect next-hop. In this case, packets that match the aggregate route, but not a more-
specific contributing route, are forwarded toward the indirect next-hop instead of being discarded.

An active aggregate route can be advertised to a BGP peer (by exporting it into BGP), which can avoid the
need to advertise the more-specific contributing routes to the peer, reducing the number of routes in the
peer AS and improving overall scalability. When a router advertises an aggregate route to a BGP peer the
attributes in the route are set as follows:
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The ATOMIC_AGGREGATE attribute is included in the route if at least one contributing route has

the ATOMIC_AGGREGATE attribute or the aggregate route was formed without the as-set option

and at least one contributing route has a non-empty AS_PATH. The ATOMIC_AGGREGATE attribute
indicates that some of the ASNs present in the AS paths of the contributing routes are missing from the
advertised AS_PATH.

The AGGREGATOR attribute is added to the route. This attribute encodes, by default, the global ASN
(or confederation ID) and router ID (BGP identifier) of the router that formed the aggregate, but these
values can be changed on a per-aggregate route basis using the aggregator command option. The
ASN in the AGGREGATOR attribute is either 2 bytes or 4 bytes (if the 4-octet ASN capability was
announced by both peers). The router ID in the aggregate routes advertised to a particular set of peers
can be set to 0.0.0.0 using the aggregator-id-zero command.

The BGP next hop is set to the local address used with the peer receiving the route regardless of the
BGP next hops of the contributing routes.

The ORIGIN attribute is based on the ORIGIN attributes of the contributing routes, as described in RFC
4271.

The information in the AS_PATH attribute depends on the as-set option of the aggregate route:

— If the as-set option is not specified the AS_PATH of the aggregate route starts as an empty AS path
and has elements added per the description in AS path.

— If the as-set option is specified and all the contributing routes have the same AS_PATH then the
AS_PATH of the aggregate route starts with that common AS_PATH and has elements added per
the description in AS path.

— If the as-set option is specified and some of the contributing routes have different AS paths the
AS_PATH of the aggregate route starts with an AS_SET and/or an AS_CONFED_SET and then
adds elements per the description in AS path.

The COMMUNITY attribute contains all the communities from all the contributing routes unless the
discard-component-communities option is configured for the aggregate route. It also contains the
communities associated directly with the aggregate route itself (up to 12 per aggregate route).

No MED attribute is included by default.
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Note: SR OS does not require all the contributing routes to have the same MED value.

5.5.7 Community attributes

A BGP route can be associated with one or more communities. There are three categories of BGP
communities:

standard communities
Each standard community is 4 bytes in length, all packed into a path attribute with type code 8.
extended communities

Each extended community is 8 bytes in length, with potentially many possible subtypes, all packed into
a path attribute with type code 16.

large communities
Each large community is 12 bytes in length, all packet into a path attribute with type code 32.

5.5.7.1 Standard communities

In a standard community, the first two bytes usually encode the ASN of the administrative entity

that assigned the value in the last two bytes. In SR OS, a standard community value is configured

using the format <asnum:comm-value>; the colon is a required separator character. In route policy
applications, multiple standard community values can be matched with a regular expression in the format
<regex1>:<regex2>, where regex1 and regex2 are two regular expressions that are evaluated one
numerical digit at a time.

The following well-known standard communities are recognized and supported by SR OS routers:
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NO_EXPORT

When a route carries this community, it must not be advertised outside a confederation boundary (for
example, to eBGP peers).

NO_ADVERTISE
When a route carries this community, it must not be advertised to any other BGP peer.
NO_EXPORT_SUBCONFED

When a route carries this community, it must not be advertised outside a member AS boundary (for
example, to confed-eBGP peers or eBGP peers.

LLGR_STALE

When a route carries this community, it indicates that the route was propagated by a router that is a
long-lived graceful restart helper and normally (in the absence of LLGR) the route would have been
withdrawn.

NO_LLGR

When a route carries this community, it indicates that the route should not be retained and used past
the normal graceful restart window of time.

BLACKHOLE
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When a route carries this community, it indicates that the route should be installed into the FIB with a
blackhole next hop.

Standard communities can be added to or removed from BGP routes using BGP import and export
policies. When a BGP route is locally originated by exporting a static or aggregate route into BGP, and
the static or aggregate route has one or more standard communities, these community values are
automatically added to the BGP route. This may affect the advertisement of the locally originated route if
one of the well-known communities is associated with the static or aggregate route.

To remove all the standard communities from all routes advertised to a BGP peer, use the following
command:

+ MD-CLI
configure router bgp send-communities standard false
+ classic CLI

configure router bgp disable-communities standard

Extended communities

Extended communities serve specialized roles. Each extended community is eight bytes. The first one or
two bytes identifies the type or subtype and the remaining six or seven bytes identify a value. The common
extended communities supported by SR OS include the following:

» Transitive 2-octet AS-specific
— Route target (type 0x0002)
— Route origin (type 0x0003)
— OSPF domain ID (type 0x0005)
— Source AS (type 0x0009)
— L2VPN identifier (type 0x000A)
» Non-transitive 2-octet AS-specific
— Link bandwidth (0x4004)
+ Transitive 4-octet AS-specific
— Route target (type 0x0202)
— Route origin (type 0x0203)
— OSPF domain ID (type 0x0205)
— Source AS (type 0x0209)
» Transitive IPv4-address-specific
— Route target (type 0x0102)
— Route origin (type 0x0103)
— OSPF domain ID (type 0x0105)
— L2VPN identifier (type 0x010A)
— VREF route import (type 0x010B)

© 2025 Nokia.

Use subject to Terms available at: www.nokia.com/terms.

189



Unicast Routing Protocols Guide Release 25.3.R2 BGP

5.5.7.3

3HE 21584 AAAA TQZZA 01

* Transitive opaque

— OSPF route type (type 0x0306)

— Color extended community (type 0x030B)
* Non-transitive opaque

— BGP origin validation state (type 0x4300)
» Transitive experimental

— FlowSpec traffic rate (type 0x8006)

— FlowSpec traffic action (type 0x8007)

— FlowSpec redirect (type 0x8008)

— FlowSpec traffic-remarking (0x8009)

— Layer 2 info (type 0x800A)
» Transitive FlowSpec

— FlowSpec interface-set (type 0x0702)
* Non-transitive FlowSpec

— FlowSpec interface-set (type 0x4702)

Extended communities can be added to or removed from BGP routes using BGP import and export
policies. When a BGP route is locally originated by exporting a static or aggregate route into BGP, and
the static or aggregate route has one or more extended communities, these community values are
automatically added to the BGP route.

Note: While it may not make sense to add certain types of extended communities to routes of
certain address families, SR OS allows such actions.

To remove all the extended communities from all routes advertised to a BGP peer, use the following
command:
« MD-CLI

configure router bgp send-communities extended false
» classic CLI

configure router bgp disable-communities extended

Large communities

Each large community is a 12-byte value, formed from the logical concatenation of the following three 4-
octet values:

» Global Administrator part
* Local Data part 1
* Local Data part 2

The Global Administrator is a four-octet namespace identifier, which should be an ASN assigned by
IANA. The Global Administrator field is intended to allow different ASs to define large communities without
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collision. Local Data Part 1 is a four-octet operator-defined value and Local Data Part 2 is another four-
octet operator-defined value.

In SR OS, a large community value is configured using the format <ext-asnum>:<ext-comm-val>:<ext-
comme-val>; the colon is a required separator character between each of the 4-byte values. In route policy
applications, it is possible to match multiple large community values with a regular expression in the format
<regex1>&<regex2>&<regex3>, where regex1, regex2 and regex3 are three regular expressions, each
evaluated one numerical (decimal) digit at a time.

Large communities can be added to or removed from BGP routes using BGP import and export policies.
When a BGP route is locally originated by exporting a static or aggregate route into BGP, and the static or
aggregate route has one or more large communities, these community values are automatically added to
the BGP route.

To remove all the large communities from all routes advertised to a BGP peer, use the following command:
+ MD-CLI

configure router bgp send-communities large false
» classic CLI

configure router bgp disable-communities large

Route reflection attributes

The ORIGINATOR _ID and CLUSTER_LIST are optional non-transitive attributes that play a role in route
reflection, as described in Route reflection.

Multi-protocol BGP attributes

As described in the BGP chapter overview, the uses of BGP have increased beyond Internet IPv4 routing
due to its support for multi-protocol extensions, or multi-protocol BGP (MP-BGP). MP-BGP allows BGP
peers to exchange routes for NLRI other than IPv4 prefixes, for example IPv6 prefixes, Layer 3 VPN
routes, Layer 2 VPN routes, and so on. A BGP router that supports MP-BGP indicates the types of
routes it wants to exchange with a peer by including the corresponding address family identifier (AFI) and
subsequent address family identifier (SAFI) values in the MP-BGP capability of its OPEN message. The
two peers forming a session do not need to indicate support for the same address families; provided that
there is one AFI or SAFI in common, the session will establish and routes associated with all the common
AFI1 or SAFI can be exchanged between the peers.

The list of AFI and SAFI advertised in the MP-BGP capability is controlled by the family commands.
The AFls and SAFIs supported by the SR OS and the method of configuring AFI and SAFI support is
summarized in the following table.

Table 6: Multiprotocol BGP support in SR OS

Name AFI SAFIl | Configuration commands

IPv4 unicast 1 1 family ipv4

IPv4 multicast 1 2 family mcast-ipv4
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Name AFI SAFI | Configuration commands
IPv4 labeled unicast 1 4 family label-ipv4
NG-MVPN IPv4 1 5 family mvpn-ipv4
MDT-SAFI 1 66 family mdt-safi
VPN-IPv4 1 128 family vpn-ipv4
VPN-IPv4 multicast 1 129 family mcast-vpn-ipv4
RT constrain 1 132 family route-target
IPv4 flow-spec 1 133 family flow-ipv4

IPv6 unicast 2 1 family ipv6

IPv6 multicast 2 2 family mcast-ipv6
IPv6 labeled unicast 2 4 family label-ipv6
NG-MVPN IPv6 2 5 family mvpn-ipv6
VPN-IPv6 2 128 family vpn-ipv6

IPv6 flow-spec 2 133 family flow-ipv6
Multisegment PW 25 6 family ms-pw

L2 VPN 25 65 family 12-vpn

EVPN 25 70 family evpn

To advertise reachable routes of a particular AFI or SAFI, a BGP router includes a single
MP_REACH_NLRI attribute in the Update message. The MP_REACH_NLRI attribute encodes the AFI, the
SAFI, the BGP next hop, and all the reachable NLRI. To withdraw routes of a particular AFI or SAFI, a BGP
router includes a single MP_UNREACH_NLRI attribute in the Update message. The MP_UNREACH_NLRI
attribute encodes the AFI, SAFI, and all withdrawn NLRI. While it is valid to advertise and withdraw IPv4
unicast routes using the MP_REACH_NLRI and MP_UNREACH_NLRI attributes, SR OS always uses the
IPv4 fields of the Update message to convey reachable and unreachable IPv4 unicast routes.

4-Octet AS attributes

The AS4_PATH and AS4_AGGREGATOR path attributes are optional transitive attributes that support
the gradual migration of routers that can understand and parse 4-octet ASNs. See 4-Octet ASNs for
information about the use of these attributes.

AIGP metric

The accumulated IGP (AIGP) metric is an optional non-transitive attribute that can be attached to selected
routes (using route policies) to influence the BGP decision process to prefer BGP paths with a lower end-
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to-end IGP cost, even when the compared paths span more than one AS or IGP instance. AIGP is different
from MED in several important ways:

* AIGP is not intended to be transitive between completely distinct autonomous systems (only across
internal AS boundaries).

* AIGP is always compared in paths that have the attribute, regardless of whether or not they come from
different neighbor AS.

» AIGP is more important than MED in the BGP decision process (See BGP decision process).

» AIGP is automatically incremented every time there is a BGP next-hop change so that it can track the
end-to-end IGP cost. All arithmetic operations on MED attributes must be done manually (for example,
using route policies).

In the SR OS implementation, AIGP is supported only in the base router BGP instance and only for the
following types of routes:

+ IPv4
* label-IPv4
+ IPv6
* label-IPv6

The AIGP attribute is only sent to peers configured with the aigp command. If the attribute is received
from a peer that is not configured for aigp or if the attribute is received in a non-supported route type the
attribute is discarded and not propagated to other peers (but it is still displayed in BGP show commands).

When a 7705 SAR Gen 2 receives a route with an AIGP attribute and it re-advertises the route to an
AIGP-enabled peer without any change to the BGP next-hop the AIGP metric value is unchanged by the
advertisement (RIB-OUT) process. But if the route is re-advertised with a new BGP next-hop the AIGP
metric value is automatically incremented by the route table (or tunnel table) cost to reach the received
BGP next-hop and/or by a statically configured value (using route policies).

BGP routing information base

The entire set of BGP routes learned and advertised by a BGP router make up its BGP Routing Information
Base (RIB). Conceptually, the BGP RIB can be divided into 3 parts:

+ RIB-IN
+ LOC-RIB
+ RIB-OUT

The RIB-IN (or Adj-RIBs-In as defined in RFC 4271) holds the BGP routes that were received from peers
and that the router decided to keep, or store in its memory.

The LOC-RIB contains modified versions of the BGP routes in the RIB-IN. The path attributes of a RIB-
IN route can be modified using BGP import policies. All of the LOC-RIB routes for the same NLRI are
compared in a procedure called the BGP decision process that results in the selection of the best path for
each NLRI. The best paths in the LOC-RIB are the ones that are actually ‘usable’ by the local router for
forwarding, filtering, auto-discovery, and so on.

The RIB-OUT (or Adj-RIBs-Out as defined in RFC 4271) holds the BGP routes that were advertised to
peers. Normally, a BGP route is not advertised to a peer (in the RIB-OUT) unless it is ‘used’ locally, but
there are exceptions. BGP export policies modify the path attributes of a LOC-RIB route to create the path
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attributes of the RIB-OUT route. A particular LOC-RIB route can be advertised with different path attribute
values to different peers so there can exist a 1:N relationship between LOC-RIB and RIB-OUT routes.

The following sections describe many important BGP features in the context of the RIB architecture
described above.

5.6.1 RIB-IN features

SR OS implements the following features related to RIB-IN processing:
+ UPDATE message fault tolerance; this is described in the section titled Update message error handling
+ BGP import policies

5.6.1.1 BGP import policies

The import command is used to apply one or more policies (up to 15) to a neighbor, group or to the
entire BGP context. The import command that is most specific to a peer is the one that is applied. An
import policy command applied at the neighbor level takes precedence over the same command applied
at the group or global level. An import policy command applied at the group level takes precedence
over the same command specified on the global level. The import policies applied at different levels are
not cumulative. The policies listed in an import command are evaluated in the order in which they are

specified.
Note: The import command can reference a policy before it has been created (as a policy-
4 statement). Use the following command to configure a policy statement:
+ MD-CLI

configure policy-options policy-statement
+ classic CLI

configure router policy-options policy-statement

When an IP route is rejected by an import policy, it is still maintained in the RIB-IN so that a policy change
can be made later on without requiring the peer to re-send all its RIB-OUT routes. This is sometimes called
soft reconfiguration inbound and requires no specific configuration in SR OS.

When a VPN route is rejected by an import policy or not imported by any services it is deleted from the
RIB-IN. For VPN-IPv4 and VPN-IPv6 routes this behavior can be changed by configuring the following
command:

+ MD-CLI

configure router bgp mp-bgp-keep true
» classic CLI

configure router bgp mp-bgp-keep

This mp-bgp-keep command maintains rejected VPN-IP routes in the RIB-IN so that a Route Refresh
message does not have to be issued when there is an import policy change.
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5.6.2 LOC-RIB features

SR OS implements the following features related to LOC-RIB processing:

BGP decision process

BGP route installation in the route table
BGP route installation in the tunnel table
BGP fast reroute

QoS Policy Propagation via BGP (QPPB)
policy accounting

route flap damping (RFD)

These features are discussed in the following sections.

5.6.2.1 BGP decision process

When a BGP router has multiple paths in its RIB for the same NLRI, its BGP decision process is
responsible for deciding the best path. This best path can be used by the local router and advertised to
other BGP peers.

On 7705 SAR Gen 2 routers, the BGP decision process orders received paths based on the following
sequence of comparisons. If there is a tie between paths at any step, BGP proceeds to the next step.

1.
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Select a valid route over an invalid route. If a BGP route is invalid because its next hop is not resolved,
it may still be advertisable if there are no valid routes. For example, an unresolved route can be
reflected by a route reflector if it is not trying to set next-hop-self.

Prefer a route for which the following command does not apply over a route for which the following
command has been specified:

+ MD-CLI
configure router bgp route-table-install false
+ classic CLI
configure router bgp disable-route-table-install

Prefer a non-stale route over a stale route (in the context of long-lived graceful restart).

A default route generated by the send-default command is less preferred than a default route
programmed by other means.

Select the route with the lowest origin validation state, where Valid<Not-Found<Invalid.

Select the route with the numerically lowest route-table preference. For VPN-IP routes, this also
considers the number of VPRNSs that imported the route.

Select the route with the highest local preference.

Select the route with an AIGP metric. If they both have an AIGP metric, select the route with the
lowest sum of:

a. AIGP metric value stored with the LOC-RIB copy of the route
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b. route-table or tunnel-table cost between the calculating router and the BGP next hop in the
received route

9. Select the route with the shortest AS path. AS numbers in AS_CONFED_SEQ and
AS_CONFED_SET elements do not count toward the AS path length. This step is skipped if as-path-
ignore is configured for the address family.

10. Select the route with the lowest Origin (IGP<EGP<Incomplete).

11. Select the route with the lowest MED. The following considerations apply:

+ By default, MED is only compared between routes from the same neighbor Autonomous System
(AS) (ignoring confederation sub ASNs). This default can be changed by configuring the strict-as
option of the relevant always-compare-med command to false.

+ By default, a missing MED is considered equivalent to a MED of 0. This default can be changed by
configuring the missing-med-infinity option of the relevant always-compare-med command.

* The relevant always-compare-med configuration for a route comparison depends on the types of
routes that are involved.

— When comparing BGP VPN routes (with the same Route Distinguisher [RD] or different RDs),
the always-compare-med configuration in the base router BGP configuration applies.

— When comparing a BGP PE-CE route with a BGP VPN route that has been imported into a
VPRN, the always-compare-med configuration in the VPRN BGP configuration applies.

12. Select the route with the lowest owner type (BGP < BGP-label < BGP-VPN).

13. Prefer routes learned from EBGP peers over routes learned from IBGP and confed-EBGP peers.

14. Select the route with the lowest route-table or tunnel-table cost to the NEXT_HOP. This step is
skipped if ignore-nh-metric is configured, or if the routes are associated with different RIBs. For VPN-
IP routes received by a router without any configured VPRN services, next-hop cost is determined
from the route-table cost.

15. Select the route with the lowest next-hop type. Resolutions made in the route table are preferred to
resolutions made in the tunnel table. This step is skipped if ignore-nh-metric is configured, or if the
routes are associated with different RIBs.

16. Select the route received from the peer with the lowest router ID; this comes from the
ORIGINATOR_ID attribute (if present) or the BGP identifier of the peer (received in its OPEN
message). If ignore-router-id is configured, keep the current best path and skip the remaining steps.

17. Select the route with the shortest CLUSTER_LIST length.

18. Select the route received from the peer with the lowest IP address.

19. For VPN-IP routes imported into a VPRN, select the route with the lowest route-distinguisher value.

5.6.2.2 BGP route installation in the route table

Each BGP RIB with IP routes (unlabeled IPv4, labeled-unicast IPv4, unlabeled IPv6, and labeled-unicast

IPv6) submits its best path for each prefix to the common IP route table, unless the following command is

configured:

+ MD-CLI
configure router bgp route-table-install false
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» classic CLI
configure router bgp disable-route-table-install

The selective-label-ipv4-install command can also prevent the installation.

The best path is selected by the BGP decision process. The default preference for BGP routes submitted
by the label-IPv4 and label-IPv6 RIBs (these appear in the route table and FIB as having a BGP-LABEL
protocol type) can be modified by using the label-preference command. The default preference for BGP
routes submitted by the unlabeled IPv4 and IPv6 RIBs can be modified by using the preference command.

Note: The following BGP instance level command can be configured on control-plane route
/ reflectors that are not involved in packet forwarding (that is, those that do not modify the BGP
next hop):
+ MD-CLI

configure router bgp route-table-install false
+ classic CLI
configure router bgp disable-route-table-install

This command improves performance and scalability.

The policy action to disable the installation of all IPv4, label IPv4, IPv6, and label IPv6 routes

into the route table and tunnel table associated with the BGP instance can be applied to BGP
routes matching a peer import policy. This policy action helps to conserve FIB space on a router
that is in the datapath, for example, a router that should advertise BGP routes with itself as next
hop even though it has not installed those routes into its own forwarding table. Use the following
command to configure the policy action so that the matching policy entries are not installed in the
route table:

* MD-CLI

configure policy-options policy-statement entry action route-table-install false
configure policy-options policy-statement default-action route-table-install false

« classic CLI

configure router policy-options policy-statement entry action disable-route-table-
install

configure router policy-options policy-statement default-action disable-route-table-
install

Selecting the no-install command option with the following command behaves similarly to the preceding
policy action for BGP-LU routes on a next-hop-self router.

configure router bgp selective-label-ip

For information about route table entry installation on BGP-LU routes, see Selective download of labeled
unicast routes on next-hop-self routers.

If a BGP RIB has multiple BGP paths for the same IPv4 or IPv6 prefix that qualify as the best path up to

a specific point in the comparison process, a specified number of these multipaths can be submitted to
the common IP route table. This is called BGP multipath and must be explicitly enabled using one or more
commands in the following context:
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+ MD-CLI

configure router bgp multipath
configure service vprn bgp multipath

» classic CLI

configure router bgp multi-path
configure service vprn bgp multi-path

These commands specify the maximum number of BGP paths, including the overall best path, that each
BGP RIB can submit to the route table for any particular IPv4 or IPv6 prefix. If ECMP, with a limit of n, is
enabled in the base router instance, then up to n paths are selected for installation in the IP FIB. In the
datapath, traffic matching the IP route is load-shared across the ECMP next hops based on a per-packet
hash calculation.

By default, the hashing is not sticky, meaning that when one or more of the ECMP BGP next hops fail, all
traffic flows matching the route are potentially moved to new BGP next hops. If required, a BGP route can
be marked for sticky ECMP behavior using the following commands:

+ MD-CLI

configure policy-options policy-statement entry action sticky-ecmp
configure policy-options policy-statement default-action sticky-ecmp

» classic CLI

configure router policy-options policy-statement entry action sticky-ecmp
configure router policy-options policy-statement default-action sticky-ecmp

With the sticky-ecmp action in route policies configured, BGP next hop failures are handled by moving
only the affected traffic flows to the remaining next hops as evenly as possible. If new ECMP BGP next
hops become available for a marked BGP, then route flows are moved as evenly as possible onto the

resultant set of next hops. For more information about sticky ECMP, see BGP support for sticky ECMP.

A BGP route to an IPv4 or IPv6 prefix is a candidate for installation as an ECMP next hop only if it meets
all of the following criteria:

+ The multipath route must be the same type of route as the best path (same AFI/SAFI and, in some
cases, same next-hop resolution method).

» The multipath route must tie with the best path for all criteria of greater significance than next-hop cost,
except for criteria that are configured to be ignored.

» If the best path selection reaches the next-hop cost comparison, the multipath route must have the
same next-hop cost as the best route, unless unequal-cost is configured.

» The multipath route must not have the same BGP next hop as the best path or any other multipath
route.

* The multipath route must not cause the ECMP limit of the routing instance to be exceeded. Use the
configure router ecmp command to configure the ECMP limit of the routing instance.

+ The multipath route must not cause the applicable maximum paths limit to be exceeded.

» The multipath route must have the same neighbor AS in its AS path as the best path if restrict is set to
same-neighbor-as.

By default, any path with the same AS path length as the best path, regardless of the neighbor AS, is
eligible to be considered a multipath.
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» The route must have the same AS path as the best path if restrict is set to exact-as-path.

By default, any path with the same AS path length as the best path, regardless of the AS numbers, is
eligible to be considered a multipath.

SR OS also supports IBGP multipath. In some topologies, a BGP next hop is resolved by an IP route that
has multiple ECMP next hops. When the following command is not configured, only one of the ECMP next
hops is programmed as the next hop of the BGP route in the IOM.

configure router bgp ibgp-multipath
configure service vprn bgp ibgp-multipath

When ibgp-multipath is configured, the IOM attempts to use all the ECMP next hops of the resolving route
in the forwarding state. Although the name of the ibgp-multipath command implies that it is specific to
IBGP-learned routes, this is not the case. It also applies to routes learned from any multihop BGP session
including routes learned from multihop EBGP peers.

Consider the following:

+ MD-CLI
The mutipath command and ibgp-multipath commands are not mutually exclusive and work together.

» classic CLI
The multi-path and ibgp-multipath commands are not mutually exclusive and work together.

The first context enables ECMP load-sharing across different BGP next hops (corresponding to different
BGP routes) while the ibgp-multipath enables ECMP load-sharing across the next hops of IP routes that
resolve the BGP next hops.

Finally, ibgp-multipath does not control traffic load sharing toward a BGP next hop that is resolved by a
tunnel, as when dealing with BGP shortcuts or labeled routes (VPN-IP, label-IPv4, or label-IPv6). When a
BGP next hop is resolved by a tunnel that supports ECMP, the load-sharing of traffic across the ECMP next
hops of the tunnel is automatic.

SR OS supports direct resolution of a BGP next hop to multiple RSVP-TE or SR-TE tunnels. In addition,

a BGP next hop can be resolved by multiple LDP ECMP next hops that each correspond to a separate
LDP-over-RSVP or LDP-over-SRTE tunnel. It is also possible for a BGP next hop to be resolved by an IGP
shortcut route that has multiple RSVP-TE or SR-TE tunnels as its ECMP next hops.

BGP support for sticky ECMP

Each sticky ECMP route uses a maximum of 16 distribution buckets to apportion flows onto the available
next hops. Figure 22: Sticky ECMP flow distribution as next hops are removed (part 1), Figure 23: Sticky
ECMP flow distribution as next hops are removed (part 2), and Figure 24: Sticky ECMP flow distribution as
next hops are removed (part 3) provide examples of the distribution of flows over multiple BGP next hops
as next hops are removed.
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Figure 22: Sticky ECMP flow distribution as next hops are removed (part 1)
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Figure 23: Sticky ECMP flow distribution as next hops are removed (part 2)
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Figure 24: Sticky ECMP flow distribution as next hops are removed (part 3)
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The following table lists the sticky ECMP flow distribution as next hops are removed for 1.1.1.1/32.
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Table 7: Sticky ECMP flow distribution as next hops are removed for 1.1.1.1/32
Initial sticky ECMP ECMP distribution ECMP distribution for
distribution for 1.1.1.1/32 | for 1.1.1.1/32 if next 1.1.1.1/32 if next hop 2
in Figure 22: Sticky ECMP | hop 3 fails in Figure subsequently fails in
flow distribution as next 23: Sticky ECMP flow Figure 24: Sticky ECMP
hops are removed (part 1) | distribution as next flow distribution as
hops are removed (part | next hops are removed
2) (part 3)
Bucket NH Bucket NH Bucket NH
00 1 00 1 00 1
01 2 01 2 01 1
02 3 02 1 02 1
03 1 03 1 03 1
04 2 04 2 04 1
05 3 05 2 05 1
06 1 06 1 06 1
07 2 07 2 07 1
08 3 08 1 08 1
09 1 09 1 09 1
10 2 10 2 10 1
11 3 11 2 11 1
12 1 12 1 12 1
13 2 13 2 13 1
14 3 14 1 14 1
15 1 15 1 15 1
16 2 16 2 16 1
17 3 17 2 17 1
18 1 18 1 18 1
19 2 19 2 19 1
20 3 20 1 20 1
21 1 21 1 21 1
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Initial sticky ECMP ECMP distribution ECMP distribution for

distribution for 1.1.1.1/32 | for 1.1.1.1/32 if next 1.1.1.1/32 if next hop 2

in Figure 22: Sticky ECMP | hop 3 fails in Figure subsequently fails in

flow distribution as next 23: Sticky ECMP flow Figure 24: Sticky ECMP

hops are removed (part 1) | distribution as next flow distribution as
hops are removed (part | next hops are removed
2) (part 3)

Bucket NH Bucket NH Bucket NH

22 2 22 2 22 1

23 3 23 2 23 1

24 1 24 1 24 1

25 2 25 2 25 1

26 3 26 1 26 1

27 1 27 1 27 1

28 2 28 2 28 1

29 3 29 2 29 1

30 1 30 1 30 1

31 2 31 2 31 1

32 3 32 1 32 1

33 1 33 1 33 1

34 2 34 2 34 1

35 3 35 2 35 1

36 1 36 1 36 1

37 2 37 2 37 1

38 3 38 1 38 1

39 1 39 1 39 1

40 2 40 2 40 1

41 3 41 2 41 1

42 1 42 1 42 1

43 2 43 2 43 1

44 3 44 1 44 1
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Initial sticky ECMP
distribution for 1.1.1.1/32
in Figure 22: Sticky ECMP
flow distribution as next
hops are removed (part 1)

ECMP distribution

for 1.1.1.1/32 if next
hop 3 fails in Figure
23: Sticky ECMP flow
distribution as next
hops are removed (part

ECMP distribution for
1.1.1.1/32 if next hop 2
subsequently fails in
Figure 24: Sticky ECMP
flow distribution as
next hops are removed

2)

(part 3)

Bucket NH Bucket NH Bucket NH
45 1 45 1 45 1
46 2 46 2 46 1
47 3 47 2 47 1
48 1 48 1 48 1
49 2 49 2 49 1
50 3 50 1 50 1
51 1 51 1 51 1
52 2 52 2 52 1
53 3 53 2 53 1
54 1 54 1 54 1
55 2 55 2 55 1
56 3 56 1 56 1
57 1 57 1 57 1
58 2 58 2 58 1
59 3 59 2 59 1
60 1 60 1 60 1
61 2 61 2 61 1
62 3 62 1 62 1
63 1 63 1 63 1

Figure 25: Sticky ECMP flow distribution as next hops are added (part 1), Figure 26: Sticky ECMP flow
distribution as next hops are added (part 2), and Figure 27: Sticky ECMP flow distribution as next hops are
added (part 3) provide an example of the distribution of flows over multiple BGP next hops as next hops
are added.
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Figure 25: Sticky ECMP flow distribution as next hops are added (part 1)
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Figure 26: Sticky ECMP flow distribution as next hops are added (part 2)
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Figure 27: Sticky ECMP flow distribution as next hops are added (part 3)
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The following table lists the sticky ECMP flow distribution as next hops are added for 1.1.1.1/32:
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10.1.2.2 B aml Anycast 1.1.1.1/32
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Table 8: Sticky ECMP flow distribution as next hops are added for 1.1.1.1/32
Initial sticky ECMP ECMP distribution for ECMP distribution for
distribution for 1.1.1.1/32 |[1.1.1.1/32 if next hop 2 |1.1.1.1/32 if next hop 3
in Figure 25: Sticky ECMP | becomes available in additionally becomes
flow distribution as next Figure 26: Sticky ECMP | available in Figure
hops are added (part 1) flow distribution as next | 27: Sticky ECMP flow
hops are added (part 2) | distribution as next
hops are added (part 3)
Bucket NH Bucket NH Bucket NH
00 1 00 1 00 1
01 1 01 2 01 2
02 1 02 1 02 3
03 1 03 2 03 2
04 1 04 1 04 1
05 1 05 2 05 3
06 1 06 1 06 1
07 1 07 2 07 2
08 1 08 1 08 3
09 1 09 2 09 2
10 1 10 1 10 1
11 1 11 2 11 3
12 1 12 1 12 1
13 1 13 2 13 2
14 1 14 1 14 3
15 1 15 2 15 2
16 1 16 1 16 1
17 1 17 2 17 3
18 1 18 1 18 1
19 1 19 2 19 2
20 1 20 1 20 3
21 1 21 2 21 2
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Initial sticky ECMP ECMP distribution for ECMP distribution for
distribution for 1.1.1.1/32 |[1.1.1.1/32 if next hop 2 |1.1.1.1/32 if next hop 3
in Figure 25: Sticky ECMP | becomes available in additionally becomes
flow distribution as next Figure 26: Sticky ECMP | available in Figure
hops are added (part 1) flow distribution as next | 27: Sticky ECMP flow
hops are added (part 2) | distribution as next
hops are added (part 3)
Bucket NH Bucket NH Bucket NH
22 1 22 1 22 1
23 1 23 2 23 3
24 1 24 1 24 1
25 1 25 2 25 2
26 1 26 1 26 3
27 1 27 2 27 2
28 1 28 1 28 1
29 1 29 2 29 3
30 1 30 1 30 1
31 1 31 2 31 2
32 1 32 1 32 3
33 1 33 2 33 2
34 1 34 1 34 1
35 1 35 2 35 3
36 1 36 1 36 1
37 1 37 2 37 2
38 1 38 1 38 3
39 1 39 2 39 2
40 1 40 1 40 1
41 1 41 2 41 3
42 1 42 1 42 1
43 1 43 2 43 2
44 1 44 1 44 3
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Initial sticky ECMP ECMP distribution for ECMP distribution for

distribution for 1.1.1.1/32 |[1.1.1.1/32 if next hop 2 |1.1.1.1/32 if next hop 3

in Figure 25: Sticky ECMP | becomes available in additionally becomes

flow distribution as next Figure 26: Sticky ECMP | available in Figure

hops are added (part 1) flow distribution as next | 27: Sticky ECMP flow
hops are added (part 2) | distribution as next

hops are added (part 3)

Bucket NH Bucket NH Bucket NH

45 1 45 2 45 2

46 1 46 1 46 1

47 1 47 2 47 3

48 1 48 1 48 1

49 1 49 2 49 2

50 1 50 1 50 3

51 1 51 2 51 2

52 1 52 1 52 1

53 1 53 2 53 3

54 1 54 1 54 1

55 1 55 2 55 2

56 1 56 1 56 3

57 1 57 2 57 2

58 1 58 1 58 1

59 1 59 2 59 3

60 1 60 1 60 1

61 1 61 2 61 2

62 1 62 1 62 3

63 1 63 2 63 2

5.6.2.4 Weighted ECMP for BGP routes

In some cases, the ECMP BGP next-hops of an IP route correspond to paths with very different
bandwidths and it makes sense for the ECMP load-balancing algorithm to distribute traffic across the
BGP next-hops in proportion to their relative bandwidths. The bandwidth associated with a path can be
signaled to other BGP routers by including a link-bandwidth extended community in the BGP route. The
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link-bandwidth extended community is optional and non-transitive and encodes an autonomous system
(AS) number and a bandwidth.

The SR OS implementation supports the link-bandwidth extended community in routes associated with
the following address families: IPv4, IPv6, label-IPv4, label-IPv6, VPN-IPv4, and VPN-IPv6. The router
automatically performs weighted ECMP for an IP BGP route when all of the ECMP BGP next-hops of the
route include a link-bandwidth extended community. The relative weight of traffic sent to each BGP next-
hop is visible in the output of the following commands:

+ MD-CLI

show router route-table extensive
show router fib family extensive

» classic CLI

show router route-table extensive
show router fib extensive

A route with a link-bandwidth extended community can be received from any IBGP peer. If such a route is
received from an EBGP peer, the link-bandwidth extended community is stripped from the route unless an
accept-from-ebgp command applies to that EBGP peer. However, a link-bandwidth extended community
can be added to routes received from a directly connected (single hop) EBGP peer, potentially replacing
the received Extended Community. This is accomplished using the add-to-received-ebgp command,
which is available in group and neighbor configuration contexts.

When a route with a link-bandwidth extended community is advertised to an EBGP peer, the link-bandwidth
extended community is removed by default. However, transitivity across an AS boundary can be allowed
by configuring the send-to-ebgp command.

When a route with a link-bandwidth extended community is advertised to a peer using next-hop-self,
the Extended Community is usually removed if it was not added locally (that is, by policy or add-to-
received-ebgp command). However, in the special case that a route is readvertised (with next-hop-
self) toward a peer covered by the scope of an aggregate-used-paths command, and the readvertising
router has installed multiple ECMP paths toward the destination each associated with a link-bandwidth
extended community, the route is readvertised with a link-bandwidth extended community encoding the
total bandwidth of all the used multipaths.

The link-bandwidth extended community associated with a BGP route can be displayed using the following
command.

show router bgp routes

For the bandwidth value, the system automatically converts the binary value in the extended community to
a decimal number in units of Mb/s (1 000 000 b/s).

Weighted ECMP across the BGP next-hops of an IP BGP route is supported in combination with ECMP at
the level of the route or tunnel that resolves one or more of the ECMP BGP next-hops. This ECMP at the
resolving level can also be weighted ECMP when the following conditions all apply:

» the BGP next-hop is resolved by an IP route (OSPF, IS-IS, or static) with MPLS LSP ECMP next-hops
* ibgp-multipath is configured under BGP

» configure router weighted-ecmp is configured
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5.6.2.5

BGP route installation in the tunnel table

BGP can install the received label-unicast routes as tunnels in the tunnel table. In SR OS, the tunnel table
is used to resolve a BGP next-hop to a tunnel when required by the configuration or the type of route (see
Next-hop resolution). BGP tunnels play a key role in the following solutions:

* inter-AS model C
» Carrier Supporting Carrier (CSC)
+ seamless MPLS

BGP tunnels have a preference of 10 in the tunnel table, compared to 9 for LDP tunnels and 7 for RSVP
tunnels. If the router configuration allows all types of tunnels to resolve a BGP next-hop, an RSVP LSP is
preferred over an LDP tunnel, and an LDP tunnel is preferred over a BGP tunnel.

See Label-IPv4 tunnels and Label-IPv6 tunnels for more information about BGP-LU tunnels.

5.6.2.5.1 Label-IPv4 tunnels
A label-IPv4 is automatically added as a BGP tunnel entry to the tunnel table if all of the following
conditions are met:
» the label-IPv4 route is the best BGP path for the /32 IPv4 prefix
+ the label-IPv4 route has the numerically lowest preference value among all routes (regardless of the
protocol) for the /32 IPv4 prefix
» the disable-route-table-install command does not apply to the route
» the selective-label-ipv4-install command does not prevent the installation of the route
If multipath and ECMP are configured so that they apply to label IPv4 routes, a BGP tunnel can be installed
in the tunnel table with multiple ECMP next-hops, each one corresponding to a path through a different
BGP next-hop. The multipath selection process described in BGP route installation in the route table also
applies to this case.
5.6.2.5.2 Label-IPv6 tunnels
A label-IPv6 is automatically added as a BGP tunnel entry to the tunnel table if all of the following
conditions are met:
» the label-IPv6 route is the best BGP path for a /128 IPv6 prefix is a label-IPv6 route (AFI 2, SAFI 4)
» the label-IPv6 route has the numerically lowest preference value among all routes (regardless of
protocol) for the /128 IPv6 prefix
» The following command does not apply to the route:
— MD-CLI
configure router bgp route-table-install false
— classic CLI
configure router bgp disable-route-install
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» The following command is configured:
— MD-CLI

configure router bgp label-allocation label-ipv6 explicit-null false
— classic CLI
configure router bgp label-allocation label-ipv6 disable-explicit-null

If multipath and ECMP are configured so that they apply to label IPv6 routes, a BGP tunnel can be installed
in the tunnel table with multiple ECMP next-hops, each one corresponding to a path through a different
BGP next-hop.

When the following command is configured, the label-IPv6 routes used for ECMP toward an IPv6
destination cannot be a mix of routes with regular label values and routes with special (IPv6 explicit null)
label values:

+ MD-CLI
configure router bgp label-allocation label-ipv6 explicit-null false
» classic CLI

configure router bgp label-allocation label-ipv6 disable-explicit-null

5.6.2.6 Selective download of labeled unicast routes on next-hop-self routers

When a router is configured to perform next-hop-self for labeled unicast routes, the router must swap and
advertise learned labeled unicast routes to downstream routers because there is no way for next-hop-self
routers to know which BGP-LU routes are in use by downstream routers at a specific time. Additionally, a
new service may resolve to a new labeled unicast route on a downstream router at any time. A next-hop-
self router is required to readvertise all learned labeled routes downstream after best route selection.

A next-hop-self router may have local services that resolve to a subset of learned labeled unicast routes.
In this case, it is possible to enable selective download of labeled unicast routes to datapath tables. Only
the labeled unicast routes used by local services can be downloaded to the datapath.

Use the following command to install labeled unicast routes in local datapath tables that are used for
NHLFE resolution by local services.

configure router bgp selective-label-ip no-install

This process is dynamic. When additional labeled unicast routes are called by services, they are
automatically downloaded to the datapath tables. After a labeled unicast route is downloaded to a
datapath, the route can also be used by IP shortcuts for next-hop resolution.

Use the following command to install labeled unicast routes to the RTM for NHLFE resolution by IP
shortcuts and continue with selective install for local services. This option is used to extend the no-install
mode via downloading all the labeled unicast routes to the RTM for IP next-hop resolution. The RTM is
fully populated by labeled unicast routes, and services continue to trigger the download of only the required
labeled unicast routes to the LTN.

configure router bgp selective-label-ip route-table-install-only
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Labeled unicast routes required for NHLFE resolution are handled selectively. That is, local services that
require resolution to a labeled unicast route trigger the download.

The selective-label-ip command does not impact how labeled unicast routes are readvertised
downstream.

In the following figure, the router performs next-hop-self for labeled unicast routes and readvertises all
learned labeled unicast routes to access the network (such as ACC routers, including the 7250 IXR-e).

Figure 28: Next-hop-self for BGP-LU routes
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The following figure shows the logical view of the BGP-LU NHS component from the example in the
preceding figure.

Figure 29: Next-hop-self for BGP-LU routes (detailed view)
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Enabling selective-label-ip install saves datapath table space that can be used by other applications.

Note: This command is supported for labeled unicast for both IPv4 and IPv6 routes.

5.6.2.7 BGP fast reroute

BGP fast reroute is a feature that brings together indirection techniques in the forwarding plane and
pre-computation of BGP backup paths in the control plane to support fast reroute of BGP traffic around
unreachable/failed BGP next-hops. BGP fast reroute is supported with IPv4, label-IPv4, IPv6, label-IPv6,
VPN-IPv4 and VPN-IPv6 routes. The scenarios supported by the base router BGP context are described in
Table 9: BGP fast reroute scenarios (base context).
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See the VPRN section of the 7705 SAR Gen 2 Layer 3 Services Guide: IES and VPRN for more
information about BGP fast reroute information specific to IP VPNSs.

Table 9: BGP fast reroute scenarios (base context)
Ingress Primary route Backup route Prefix independent
packet convergence
IPv4 IPv4 route with next-hop A IPv4 route with next-hop B resolved | Yes
resolved by an IPv4 route or any by an IPv4 route or any shortcut
shortcut tunnel tunnel
IPv4 Label-IPv4 route with next-hop A | Label-IPv4 route with next-hop B Yes
resolved by any transport tunnel resolved by any transport tunnel
IPv4 Label-IPv4 route with next-hop A | Label-IPv4 route with next-hop B Yes
resolved by a local route resolved by a local route
IPv4 Label-IPv4 route with next-hop A | Label-IPv4 route with next-hop B Yes
resolved by a static route resolved by a static route
IPv6 IPv6 route with next-hop A IPv6 route with next-hop B resolved | Yes
resolved by an IPv6 route by an IPv6 route
IPv6 Label-IPv6 route with next-hop A | Label-IPv6 route with next-hop B Yes
resolved by any transport tunnel resolved by any transport tunnel
IPv6 Label-IPv6 route with next-hop A | Label-IPv6 route with next-hop B Yes
resolved by a local route resolved by a local route
IPv6 Label-IPv6 route with next-hop A | Label-IPv6 route with next-hop B Yes
resolved by a static route resolved by a static route

5.6.2.7.1 Calculating backup paths
In SR OS, fast reroute is optional and must be enabled by using either the BGP backup-path command or
the route-policy install-backup-path command. Typically, only one approach is used.

+ MD-CLI
configure router bgp backup-path
configure policy-options policy-statement default-action install-backup-path
configure policy-options policy-statement entry action install-backup-path
» classic CLI
configure router bgp backup-path
configure router policy-options policy-statement default-action install-backup-path
configure router policy-options policy-statement entry action install-backup-path
The backup-path command in the base configure router bgp context is used to control fast reroute on
a per-RIB basis (IPv4, label-IPv4, IPv6, and label-IPv6). When the command specifies a particular family,
BGP attempts to find a backup path for every prefix learned by the associated BGP RIB.
3HE 21584 AAAA TQZZA 01 © 2025 Nokia. 212

Use subject to Terms available at: www.nokia.com/terms.



Unicast Routing Protocols Guide Release 25.3.R2 BGP

5.6.2.7.2

The install-backup-path command marks a BGP route as requesting a backup path. It only takes effect
in BGP import and VRF import policies. If only some prefixes need backup paths, do not use the backup-
path command. Instead use the install-backup-path command to mark only those prefixes that require
extra protection.

In general, a prefix supports ECMP paths or a backup path, but not both. The backup path is the best path
after the primary path and any paths with the same BGP next-hop as the primary path have been removed.

Failure detection and switchover to the backup path

When BGP fast reroute is enabled the IOM reroutes traffic onto a backup path based on input from
BGP. When BGP decides that a primary path is no longer usable it notifies the IOM and affected traffic is
immediately switched to the backup path.

The following events trigger failure notifications to the IOM and reroute of traffic to backup paths.
* The peer IP address is unreachable and the peer-tracking is enabled.

+ The BFD session associated with BGP peer goes down.

» The BGP session terminated with peer (for example, send/receive NOTIFICATION).

» There is no longer any route (allowed by the next-hop resolution policy, if configured) that can resolve
the BGP next-hop address.

» The LDP tunnel that resolves the next-hop goes down. This could happen because there is no longer
any IP route that can resolve the FEC, or the LDP session goes down, or the LDP peer withdraws its
label mapping.

* The RSVP tunnel that resolves the next-hop goes down. This could happen because a ResvTear
message is received, or the RESV state times out, or the outgoing interface fails and is not protected by
FRR or a secondary path.

» The BGP tunnel that resolves the next-hop goes down. This could happen because the BGP label-IPv4
route is withdrawn by the peer or else becomes invalid because of an unresolved next-hop.

5.6.2.8 QoS policy propagation through BGP

The QoS Policy Propagation through BGP (QPPB) is a feature that allows a QoS treatment (forwarding
class and optionally priority) to be associated with a BGP IPv4, label-IPv4, IPv6, or label-IPv6 route that
is installed in the routing table. This is done so that when traffic arrives on a QPPB-enabled IP interface
and its source or destination IP address matches a BGP route with QoS information, the packet is handled
according to the QoS of the matching route. SR OS supports QPPB on the following types of interfaces:
» base router network interfaces
* |ES and VPRN SAP interfaces
» |ES and VPRN spoke SDP interfaces
+ |ES and VPRN subscriber interfaces
QPPB is enabled on an interface using the qos-route-lookup command. There are separate commands
for IPv4 and IPv6 so QPPB can be enabled in one mode, source, destination, or none, for IPv4 packets
arriving on the interface, and a different mode source, destination, or none, for IPv6 packets arriving on the
interface.
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Note: The source-based QPPB is not supported on subscriber interfaces.

Different BGP routes for the same IP prefix can be associated with different QPPB information. If these
BGP routes are combined in support of ECMP or BGP fast reroute then the QPPB information becomes
next-hop specific. If these LOC-RIB routes are combined in support of ECMP or BGP fast reroute then

the QPPB information becomes next-hop specific. This means that in destination QPPB mode the QoS
assigned to a packet depends on the BGP next-hop that is selected for that particular packet by the ECMP
hash or fast reroute algorithm. In source QPPB mode the QoS assigned to a packet comes from the first
BGP next-hop of the IP route matching the source address.

BGP policy accounting and policing

Policy accounting is a feature that allows “classes” to be associated with specific IPv4 or IPv6 routes, static
or BGP learned, when they are installed in the routing table. This is done for the following reasons.

» To collect “per-interface, per-class” traffic statistics on policy accounting-enabled interfaces of the router.
This is supported by all FP2 and later generation cards and systems.

» To implement “per-interface, per-FP, per-class” traffic policing on policy accounting-enabled interfaces of
the router. This is only supported for destination classes and only by FP4 cards and systems. The rate
limit is applied per-interface, per-FP, per-class, when the IP interface is a distributed interface such as
R-VPLS, LAG, or spoke SDP, that spans multiple complexes. Otherwise, for a simple interface, the rate
limit is applied per-interface per-class.

For both applications the following IP interface types are supported:
» base router network interfaces

* |IES and VPRN SAP interfaces

» |ES and VPRN spoke SDP interfaces

» |IES and VPRN subscriber interfaces (with some limitations)

* |IES and VPRN R-VPLE interfaces

Policy accounting, and policing (if needed and supported), is enabled on an interface using the policy-
accounting command. The name of a policy accounting template must be specified as an argument

of this command. SR OS supports up to 1024 different templates. Each policy accounting template can
have a list of source classes, a list of destination classes, and a list of policers. See the 7705 SAR Gen

2 Classic CLI Command Reference Guide for information about the maximum supported values. Each
source class, destination class, and policer, in their respective list, has an index number. Source class
indexes and destination class indexes have a global meaning. In other words, a destination-class index 5
in one template refers to the same set of routes as a destination-class index 5 in another policy accounting
template. Policer indexes have a local scope to the enclosing template. In one template, destination-class
index 5 could use policer index 2 and in another template destination-class index 5 could use policer index
62. If a destination class has an associated policer then incoming traffic on each IP interface on which the
template is applied is rate-limited based on that policer if the destination IP address matches a route with
that destination class.

Policy accounting templates containing one or more source class identifiers cannot be applied to
subscriber interfaces.

The policy accounting template tells the IOM the number of statistics and policer resources to use for each
interface. These resources are derived from two pools that are sized per-FP. The first pool consists of
policer statistics indexes. Every policy-accounting interface on a card or FP uses one of these resources
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for every source and destination class index listed in the template referenced by the interface. These
are basic resources needed for statistics collection. Use the following command to configure the total
reservation at the FP level.

configure card fp ingress policy-accounting

The second pool (FP4 cards only) consists of policer index resources. Every policy-accounting interface on
a complex uses one of these resources for every destination class associated with a policer in the template
referenced by the interface. Use the following command to configure the total reservation of this second
resource at the FP level.

configure card fp ingress policy-accounting policers

The total number of the above two resources, per FP, must be less than or equal to 128000. In addition, the
second resource pool size must be less than or equal to the size of the first resource pool.

It is possible to increase or decrease the size of either resource sub-pool at any time. A decrease can
cause some interfaces (randomly selected) to immediately lose their resources and stop counting or
policing some traffic that was previously being counted or policed.

If the policy accounting is enabled on a spoke-SDP or R-VPLS interface, all FPs in the system should have
a reservation for each of the configured resources. If not, the output of the following command reports that
the statistics are possibly incomplete.

show router interface policy-accounting

Through route policy or configuration mechanisms, a BGP or static route for an IP prefix can have a source
class index (1 to 255), a destination class index (1 to 255) or both. When an ingress packet on a policy
accounting-enabled interface [I1] is forwarded by the IOM and its destination address matches a BGP or
static route with a destination class index [D], and [D] is listed in the relevant policy accounting template,
then the packets-forwarded and IP-bytes-forwarded counters for [D] on interface [I1] are incremented
accordingly. If [D] is also associated with a policer (FP4 only), the packet is also subjected to rate limiting.
The policer statistics displayed by the following command include Layer 2 encapsulation and is different
from the destination-class byte-level statistics.

show router interface policy-accounting

When an ingress packet on a policy accounting-enabled interface [I2] is forwarded by the IOM and its
source address matches a BGP or static route with a source class index [S], and [S] is listed in the relevant
policy accounting template, the packets-forwarded and IP-bytes-forwarded counters for [S] on interface [12]
are incremented accordingly. Policing based on the source class is unsupported.

It is possible that different BGP or static routes for the same IP prefix (through different next hops) are
associated with different class information. If these routes are combined in support of ECMP or fast reroute
then the destination class of a packet depends on the next hop that is selected for that particular packet by
the ECMP hash or fast reroute algorithm. If the source address of a packet matches a route with multiple
next hops its source class is derived from the first next hop of the matching route.

Route flap damping

Route Flap Damping (RFD) is a mechanism supported by 7705 SAR Gen 2 routers, as well as other BGP
routers, that was designed to help improve the stability of Internet routing by mitigating the impact of route
flaps. Route flaps describe a situation where a router alternately advertises a route as reachable and
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then unreachable or as reachable through one path and then another path in rapid succession. Route
flaps can result from hardware errors, software errors, configuration errors, unreliable links, and so on.
However, not all perceived route flaps represent a true problem; when a best path is withdrawn the next-
best path may not be immediately known and may trigger a number of intermediate best path selections
(and corresponding advertisements) before it is found. These intermediate best path selections may travel
at different speeds through different routers because of the effect of the min-route-advertisement interval
(MRAI) and other factors. RFD does not handle this type of situation particularly well and for this and other
reasons many Internet service providers do not use RFD.

In SR OS route flap damping is configurable; by default, it is disabled. It can be enabled on EBGP and
confed-EBGP sessions by including the damping command in their group or neighbor configuration. The
damping command has no effect on IBGP sessions. When a route of any type (any AFI/SAFI) is received
on a non-IBGP session that has damping enabled:

+ If the route changes from reachable to unreachable because of a withdrawal by the peer then damping
history is created for the route (if it does not already exist) and in that history the Figure of Merit (FOM),
an accumulated penalty value, is incremented by 1024.

» If areachable route is updated by the peer with new path attribute values, then the FOM is incremented
by 1024.

* In SR OS, the FOM has a hard upper limit of 21540 (not configurable).

» The FOM value is decayed exponentially as described in RFC 2439. The half-life of the decay is 15
minutes by default, however a BGP import policy can be used to apply a non-default damping profile
to the route, and the half-life in the non-default damping profile can have any value between 1 and 45
minutes.

» Use the following command to display the FOM value at the last time of update.
show router bgp damping detail

The time of last update can be up to 640 seconds ago; SR OS does not calculate the current FOM
every time the show command is entered.

*  When the FOM reaches the suppress limit, which is 3000 by default, but can be changed to any value
between 1 and 20000 in a non-default damping profile, the route is suppressed, meaning it is not used
locally and not advertised to peers. The route remains suppressed until either the FOM exponentially
decays to a value less than or equal to the reuse threshold or the max-suppress time is reached.

The default values for the reuse and max-suppress time can be changed. See the 7705 SAR Gen 2
Classic CLI Command Reference Guide for possible values.

5.6.3 RIB-OUT features

SR OS implements the following features related to RIB-OUT processing:
» BGP export policies

» outbound route filtering (ORF)

* RT constrained route distribution

» configurable min-route-advertisement (MRAI)

» advertise-inactive

* best-external
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* add-path
» split-horizon

These features are discussed in the following sections.

5.6.3.1 BGP export policies

The export command is used to apply one or more policies (up to 15) to a neighbor, group or to the
entire BGP context. The export command that is most specific to a peer is the one that is applied. An
export policy command applied at the neighbor level takes precedence over the same command applied
at the group or global level. An export policy command applied at the group level takes precedence
over the same command specified on the global level. The export policies applied at different levels are
not cumulative. The policies listed in an export command are evaluated in the order in which they are

specified.
Note: The export command can reference a policy before it has been created (as a policy
4 statement). Use the following command to configure a policy statement:
 MD-CLI

configure policy-options policy-statement
» classic CLI

configure router policy-options policy-statement

The most common uses for BGP export policies are as follows:

» To locally originate a BGP route by exporting (or redistributing) a non-BGP route that is installed in the
route table and actively used for forwarding. The non-BGP route is most frequently a direct, static or
aggregate route (exporting IGP routes into BGP is generally not recommended).

» To block the advertisement of specific BGP routes toward specific BGP peers. The routes may be
blocked on the basis of IP prefix, communities, and so on.

» To modify the attributes of BGP routes advertised to specific BGP peers. The following path attribute
modifications are possible using BGP export policies:

— Change the ORIGIN value.

— Add a sequence of AS numbers to the start of the AS_PATH. When a route is advertised to an
EBGP peer the addition of the local-AS/global-AS numbers to the AS_PATH is always the final step
(done after export policy).

— Replace the AS_PATH with a new AS_PATH. When a route is advertised to an EBGP peer the
addition of the local-AS/global-AS numbers to the AS_PATH is always the final step (done after
export policy).

— Prepend an AS number multiple times to the start of the AS_PATH. When a route is advertised to an
EBGP peer, the addition of the local-AS/global-AS numbers to the AS_PATH is always the final step
(done after export policy). The add/replace action on the AS_PATH supersedes the prepend action if
both are specified in the same policy entry.

— Change the NEXT_HOP to a specific IP address. When a route is advertised to an EBGP peer, the
next hop cannot be changed from the local-address.

— Change the NEXT_HOP to the local-address used with the peer (next-hop-self).
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— Add a value to the MED. If the MED attribute does not exist, it is added.

— Subtract a value from the MED. If the MED attribute does not exist, it is added with a value of 0. If
the result of the subtraction is a negative number, the MED metric is set to 0.

— Set the MED to a particular value.

— Set the MED to the cost of the IP route (or tunnel) used to resolve the BGP next-hop.
— Set LOCAL_PREF to a particular value when advertising to an IBGP peer.

— Add, remove or replace standard communities.

— Add, remove or replace extended communities.

— Add a static value to the AIGP metric when advertising the route to an AIGP-enabled peer with a
modified BGP next hop. The static value is incremental to the automatic adjustment of the LOC-RIB
AIGP metric to reflect the distance between the local router and the received BGP next hop.

— Increment the AIGP metric by a fixed amount when advertising the route to an AIGP-enabled peer
with a modified BGP next hop. The static value is a substitute for the dynamic value of the distance
between the local router and the received BGP next hop.

The vpn-apply-export command allows BGP export policies to match VPN-IP routes. When this command
is enabled, a VPN-IP route can match both a VRF export policy entry and a BGP export policy entry. VRF
export policies can add VPN-IP routes to the Base BGP process, but cannot remove VPN-IP routes from
the LOC-Rib or RIB-OUT. A VPN-IP route received from another BGP peer can be filtered by BGP export
policies only while vpn-apply-export is enabled.

5.6.3.2 Outbound route filtering

Outbound Route Filtering (ORF) is a mechanism that allows one router, the ORF-sending router, to signal
to a peer, the ORF-receiving router, a set of route filtering rules (ORF entries) that the ORF-receiving router
should apply to its route advertisements toward the ORF-sending router. The ORF entries are encoded in
Route Refresh messages.

The use of ORF on a session must be negotiated — that is, both routers must advertise the ORF capability
in their Open messages. The ORF capability describes the address families that support ORF, and for each
address family, the ORF types that are supported and the ability to send/receive each type. 7705 SAR Gen
2 routers support ORF type 3, which is ORF based on Extended Communities. It is supported for only the
following address families:

* VPN-IPv4
* VPN-IPv6
+ MVPN-IPv4
* MVPN-IPv6

In SR OS, the send/receive capability for ORF type 3 is configurable (with the send-orf and accept-orf
commands), but the setting applies to all supported address families.

SR OS support for ORF type 3 allows a PE router that imports VPN routes with a particular set of Route
Target Extended Communities to indicate to a peer (for example, a route reflector) that it only wants

to receive VPN routes that contain one or more of these Extended Communities. When the PE router
wants to inform its peer about a new RT Extended Community, it sends a Route Refresh message to the
peer containing an ORF type 3 entry instructing the peer to add a permit entry for the 8-byte extended
community value. When the PE router wants to inform its peer about a RT Extended Community that is no
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longer needed, it sends a Route Refresh message to the peer containing an ORF type 3 entry instructing
the peer to remove the permit entry for the 8-byte extended community value.

In SR OS, the type-3 ORF entries that are sent to a peer can be generated dynamically (if no Route Target
Extended Communities are specified with the send-orf command) or else specified statically. Dynamically
generated ORF entries are based on the route targets that are imported by all locally-configured VPRNSs.

A router that has installed ORF entries received from a peer can still apply BGP export policies to the
session. If the evaluation of a BGP export policy results in a reject action for a VPN route that matches a
permit ORF entry the route is not advertised (that is, the export policy has the final word).

Note: The SR OS implementation of ORF filtering is very efficient. It takes less time to filter a
4 large number of VPN routes with ORF than it does to reject non-matching VPN routes using a
conventional BGP export policy.

Despite the advantages of ORF compared to manually configured BGP export policies a better technology,
when it comes to dynamic filtering based on Route Target Extended Communities, is RT Constraint. See
RT constrained route distribution for more information about RT Constraint.

RT constrained route distribution

RT constrained route distribution, or RT-constrain, is a mechanism that allows a router to advertise to
specific peers a special type of MP-BGP route called an RTC route; the associated AFl is 1 and the SAFI
is 132. The NLRI of an RTC route encodes an Origin AS and a Route Target Extended Community with
prefix-type encoding (for example, if there is a prefix-length and “host” bits after the prefix-length are set

to zero). A peer receiving RTC routes does not advertise VPN routes to the RTC-sending router unless
they contain a Route Target Extended Community that matches one of the received RTC routes. As with
any other type of BGP route, RTC routes are propagated loop-free throughout and between Autonomous
Systems. If there are multiple RTC routes for the same NLRI, the BGP decision process selects one as the
best path. The propagation of the best path installs RIB-OUT filter rules as it travels from one router to the
next and this process creates an optimal VPN route distribution tree rooted at the source of the RTC route.

Note: RT-constrain and Extended Community-based ORF are similar to the extent that they both

/ allow a router to signal to a peer the Route Target Extended Communities they want to receive
in VPN routes from that peer. However, RT-constrain has distinct advantages over Extended
Community-based OREF: it is more widely supported, it is simpler to configure, and its distribution
scope is not limited to a direct peer.

In SR OS, the capability to exchange RTC routes is advertised when the route-target command is
configured for the relevant family command. Use the following command options to enable this capability:

+ MD-CLI

configure router bgp family route-target true
configure router bgp group family route-target true
configure router bgp neighbor family route-target true

« classic CLI

configure router bgp family route-target
configure router bgp group family route-target
configure router bgp group neighbor family route-target
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When RT-constrain has been negotiated with one or more peers, SR OS automatically originates and
advertises to these peers one /96 RTC route (the origin AS and Route Target Extended Community are
fully specified) for every route target imported by a locally-configured VPRN or BGP-based L2 VPN,; this
includes MVPN-specific route targets.

SR OS also supports a group or neighbor level default route-target configuration that causes routers to
generate and send a 0:0:0/0 default RTC route to one or more peers using the following commands:

+ MD-CLI

configure router bgp group default-route-target
configure router bgp neighbor default-route-target

» classic CLI

configure router bgp group default-route-target
configure router bgp group neighbor default-route-target

Sending the default RTC route to a peer conveys a request to receive all VPN routes from that peer. The
default-route-target command is typically configured on sessions that a route reflector has with its PE
clients. A received default RTC route is never propagated to other routers.

The advertisement of RTC routes by a route reflector follows special rules that are described in RFC 4684.
These rules are needed to ensure that RTC routes for the same NLRI that are originated by different PE
routers in the same Autonomous System are properly distributed within the AS.

When a BGP session comes up, and RT-constrain is enabled on the session (both peers advertised the
MP-BGP capability), routers delay sending any VPN-IPv4 and VPN-IPv6 routes until either the session has
been up for 60 seconds or the End-of-RIB marker is received for the RT-constrain address family. When
the VPN-IPv4 and VPN-IPv6 routes are sent they are filtered to include only those with a Route Target
Extended Community that matches an RTC route from the peer. VPN-IP routes matching an RTC route
originated in the local AS are advertised to any IBGP peer that advertises a valid path for the RTC NLRI.

In other words, route distribution is not constrained to only the IBGP peer advertising the best path. On the
other hand, VPN-IP routes matching an RTC route originated outside the local AS are only advertised to
the EBGP or IBGP peer that advertises the best path.

Note: SR OS does not support an equivalent of BGP-Multipath for RT-Constrain routes. There is
’ no way to distribute VPN routes across more than one ‘almost’ equal set of inter-AS paths.

5.6.3.4 Minimum route advertisement interval

According to the BGP standard (RFC 4271), a BGP router should not send updated reachability
information for an NLRI to a BGP peer until a specific period of time, Minimum Route Advertisement
Interval (MRAI), has elapsed from the last update. The RFC suggests the MRAI should be configurable per
peer but does not propose a specific algorithm; and therefore, MRAI implementation details vary from one
router operating system to another.

In SR OS, use the following commands to configure the MRAI on a per-session basis:
+ MD-CLI

configure router bgp min-route-advertisement

configure router bgp group min-route-advertisement
configure router bgp neighbor min-route-advertisement
configure service vprn bgp group min-route-advertisement
configure service vprn bgp min-route-advertisement
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configure service vprn bgp neighbor min-route-advertisement
» classic CLI

configure router bgp min-route-advertisement

configure router bgp group min-route-advertisement

configure router bgp group neighbor min-route-advertisement
configure service vprn bgp min-route-advertisement

configure service vprn bgp group min-route-advertisement
configure service vprn bgp group neighbor min-route-advertisement

The min-route-advertisement command can be configured with any value between 1 and 255 seconds
and the setting applies to all address families. The default value is 30 seconds, regardless of the session
type (EBGP or IBGP). The MRAI timer is started at the configured value when the session is established
and counts down continuously, resetting to the configured value whenever it reaches zero. Every time it
reaches zero, all pending RIB-OUT routes are sent to the peer.

To send update messages that advertise new NLRI reachability information more frequently for some
address families than others, SR OS offers the following command that overrides the remaining time on
a peer's MRAI timer and immediately sends routes belonging to specified address families (and all other
pending updates) to the peers receiving these routes.

configure router bgp rapid-update

The address families that can be configured with rapid-update support are:

+ EVPN

+ L2-VPN

» label-IPv4
* label-IPv6

+ MCAST-VPN-IPv4
+ MCAST-VPN-IPv6
+ MDT-SAFI

+ MVPN-IPv4

+ MVPN-IPv6

* VPN-IPv4

* VPN-IPv6

In many cases, the default MRAI is appropriate for all address families (or at least those not included in

the preceding list) when it applies to update messages that advertise reachable NLRI, but it is not the best
option for update messages that advertise unreachable NLRI (route withdrawals). Fast reconvergence after
some types of failures requires route withdrawals to propagate to other routers as quickly as possible so
that they can calculate and start using new best paths, which would be impeded by the effect of the MRAI
timer at each router hop. Use the following commands to configure rapid withdrawal.

configure router bgp rapid-withdrawal
configure service vprn bgp rapid-withdrawal

When rapid-withdrawal is configured, update messages containing withdrawn NLRI are sent immediately
to a peer without waiting for the MRAI timer to expire. update messages containing reachable NLRI
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continue to wait for the MRAI timer to expire, or for a rapid-update trigger, if it applies. When rapid-
withdrawal is enabled, it applies to all address families.

When there is a change to a labeled-unicast route that requires reprogramming of the label operations in
the data plane, these IOM updates are not made until the changed route is advertised to a peer, which
depends on MRAI. Lowering the MRAI value or using rapid-update improves the speed of this operation.

Advertise-inactive

BGP does not allow a route to be advertised unless it is the best path in the RIB and an export policy
allows the advertisement.

In some cases, it may be useful to advertise the best BGP path to peers despite the fact that is inactive.
For example, because there are one or more preferred non-BGP routes to the same destination and one
of these other routes is the active route. One way SR OS supports this flexibility is using the advertise-
inactive command; other methods include best-external and add-paths.

When the BGP advertise-inactive command is configured so that it applies to a BGP session it has the
following effect on the IPv4, IPv6, MCAST-IPv4, MCAST-IPv6, label-IPv4 and label-IPv6 routes advertised
to that peer:

» If the active route for the IP prefix is a BGP route then that route is advertised. If the active route for
the IP prefix is a non-BGP route and there is at least one valid but inactive BGP route for the same
destination then the best of the inactive and valid BGP routes is advertised unless the non-BGP active
route is matched and accepted by an export policy applied to the session.

+ If the active route for the IP prefix is a non-BGP route and there are no (valid) BGP routes for the same
destination then no route is advertised for the prefix unless the non-BGP active route is matched and
accepted by an export policy applied to the session.

Best external

Best external is a BGP enhancement that allows a BGP speaker to advertise to its IBGP peers its best
“external” route for a prefix/NLRI when its best overall route for the prefix/NLRI is an “internal” route. This is
not possible in a normal BGP configuration because the base BGP specification prevents a BGP speaker
from advertising a non-best route for a destination.

In specific topologies, the best-external feature can improve convergence times, reduce route oscillation,
and allow better load sharing. This is achieved because routers internal to the AS have knowledge of more
exit paths from the AS. Enabling add-paths on border routers of the AS can achieve a similar result but
add-paths introduces NLRI format changes that must be supported by BGP peers of the border router
and; therefore, having this feature enabled has more interoperability constraints than best external (which
requires no messaging changes).

Best external is supported in the base router BGP context. (A related feature is also supported in VPRNSs;
see the 7705 SAR Gen 2 Services Overview Guide for more details.) Use the following command to allow
BGP to advertise its best external route to a destination even when the best overall route is an internal
route.

configure router bgp advertise-external

The advertise-external command provides IPv4, label IPv4, IPv6, and label IPv6 as options.

The advertisement rules when advertise-external is enabled can be summarized as follows.
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» If a router has advertise-external enabled and its best overall route is a route from an IBGP peer, this
best route is advertised to EBGP and confed-EBGP peers and the “best external” route is advertised to
IBGP peers. The "best external” route is the one found by running the BGP path selection algorithm on
all LOC-RIB paths except for those learned from the IBGP peers.

Note: A route reflector with advertise-external enabled does not include IBGP routes learned
from other clusters in its definition of ‘external’.

« If arouter has advertise-external enabled and its best overall route is a route from an EBGP peer, this
best route is advertised to EBGP, confed-EBGP, and IBGP peers.

» If a router has advertise-external enabled and its best overall route is a route from a confed-EBGP
peer in member AS X, this best route is advertised to EBGP, IBGP peers and confed-EBGP peers in all
member AS except X and the "best external” route is advertised to confed-EBGP peers in member AS
X. In this case the “best external” route is the one found by running the BGP path selection algorithm on
all RIB-IN paths except for those learned from member AS X.

Note: If the best-external route is not the best overall route it is not installed in the forwarding
’ table and in some cases this can lead to a short-duration traffic loop after failure of the overall
best path.

5.6.3.7 Add-paths

Add-paths is a BGP enhancement that allows a BGP router to advertise multiple distinct paths for the same
prefix/NLRI. Add-Paths provides a number of potential benefits, including reduced routing churn, faster
convergence, and better loadsharing.

For a router to receive multiple paths per NLRI from a peer, for a particular address family, the peer

must announce the BGP capability to send multiple paths for the address family and the local router

must announce the BGP capability to receive multiple paths for the address family. When the Add-Path
capability has been negotiated this way, all advertisements and withdrawals of NLRI by the peer must
include a path identifier. The path identifier has no significance to the receiving router. If the combination of
NLRI and path identifier in an advertisement from a peer is unique (does not match an existing route in the
RIB-IN from that peer) then the route is added to the RIB-IN. If the combination of NLRI and path identifier
in a received advertisement is the same as an existing route in the RIB-IN from the peer then the new route
replaces the existing one. If the combination of NLRI and path identifier in a received withdrawal matches
an existing route in the RIB-IN from the peer, then that route is removed from the RIB-IN.

An UPDATE message carrying an IPv4 NLRI with a path identifier is shown in Figure 30: BGP update
message with path identifier for IPv4 NLRI.
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Figure 30: BGP update message with path identifier for IPv4 NLRI

Path identifier (4 octets)
Length (1 octet) Route 3
Prefix (variable)
Path identifier (4 octets)
Withdrawn Routes Length (2 octets) Length (1 octet) Route 4
Withdrawn Routes (variable) Prefix (variable)
Total Path Attribute Length (2 octets)
Path Attributes (variable)
Path identifier (4 octets)
Length (1 octet) Route 1
Prefix (variable)
Path identifier (4 octets)
Length (1 octet) Route 2
Prefix (variable) | Updated identifiers ‘
0S5G652

Add-paths is only supported by the base router BGP instance and the EBGP and IBGP sessions it

forms with other peers capable of add-paths. The ability to send and receive multiple paths per prefix is

configurable per family, and supported for the following options:

+ IPv4

* label-IPv4

* VPN-IPv4

+ IPv6

» label-IPv6

* VPN-IPv6

*+ MCAST-VPN-IPv4

+ MCAST-VPN-IPv6

*  MVPN-IPv4

*  MVPN-IPv6

+ EVPN

5.6.3.7.1 Path selection with add-paths

The local RIB may have multiple paths for a prefix. The path selection mode refers to the algorithm used to

decide which paths to advertise to an add-paths peer. SR OS supports a send N path selection algorithm

(See draft-ietf-idr-add-paths-guidelines) and a send multipaths selection algorithm.

The send N algorithm selects the N best advertisable paths that meet the following constraints:

» The BGP next-hop of the route is unique.

+ The BGP route is not rejected by an export policy.

+ The BGP route is not blocked by a split-horizon rule.

» The number of advertised paths does not exceed N. N is derived from the send-limit of the best BGP
RIB-IN as applied by BGP import policy action or the configuration of the add-paths command that
applies to the neighbor and the address family.

The send multipaths algorithm selects the N best advertisable paths that meet the following constraints:
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+ The BGP route is a multipath (in other words, it is tied with the best path up to and including the NH-
cost comparison step of the decision process, skipping steps that do not apply).

+ The BGP next-hop of the route is unique.
» The BGP route is not rejected by an export policy.
» The BGP route is not blocked by a split-horizon rule.

5.6.3.8 Split-horizon

Split-horizon refers to the action taken by a router to avoid advertising a route back to the peer from which
it was received. By default, SR OS applies split-horizon behavior only to routes received from IBGP non-
client peers, and split-horizon only works for routes to non-imported routes within a RIB. This split-horizon
functionality, which can never be disabled, prevents a route learned from a non-client IBGP peer to be
advertised to the sending peer or any other non-client peer.

To apply split-horizon behavior to routes learned from RR clients, confed-EBGP peers, or (non-confed)
EBGP peers, the split-horizon command must be configured in the appropriate contexts; it is supported
at the global BGP, group and neighbor levels. When split-horizon is enabled on these types of sessions,
it only prevents the advertisement of a route back to its originating peer; for example, SR OS does not
prevent the advertisement of a route learned from one EBGP peer back to a different EBGP peer in the
same neighbor AS.

5.7 BGP Monitoring Protocol

The BGP Monitoring Protocol (BMP) provides a monitoring station that obtains route updates and statistics
from a BGP router. The BMP protocol is described in detail in RFC 7854, BGP Monitoring Protocol (BMP).
A router communicates information about one or more BGP sessions to a BMP station. Specifically, BMP
allows a BGP router to advertise the pre-policy or post-policy BGP RIB-In from specific BGP peers to a
monitoring station. This allows the monitoring station to monitor the routing table size, identify issues, and
monitor trends in the table size and update or withdraw the frequency. The BMP station is also sometimes
called a BMP collector. A router sends information in BMP messages to a BMP station.

BMP is a unidirectional protocol. A BMP station never sends back any messages to a router.
BMP allows a router to report different types of information.

» Arouter can send BMP messages with notifications when neighbors go into or out of the established
mode (for example, when the peer goes "up" or "down"). These notifications are called BMP peer-up
and peer-down messages.

» A router can periodically send statistical information about one or more neighbors. This information
consists of a number of counters; for example, the number of routes received from a particular neighbor,
or the number of rejected or accepted routes as a result of ingress policy parameters.

Other counters report the number of errors that were encountered; for example, AS-path loops,
duplicate prefixes, or withdrawals received.

» Arouter can also report the exact routes received from a particular neighbor. This action is called
route monitoring. A router encapsulates a BGP route into the original BGP update message, then
encapsulates that BGP update message in a BMP route monitoring message.

BMP on an SR OS router reports information about routes that were received from a neighbor. The SR OS
cannot report information about routes that were sent to a neighbor.
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When periodic statistics are enabled, the router sends all the statistics as described in RFC 7854, section
4.8, with the exception of statistic number 13, “Number of duplicate update messages received”. The
supported statistics are listed in the following table.

Table 10: Supported statistics

Statistic Type
Number of Prefixes rejected by inbound policy 0
Number of duplicate prefix advertisements received 1
Number of duplicate withdraws received 2
Number of invalidated prefixes due to Cluster_List loop detection 3
Number of invalidated prefixes due to AS_PATH loop detection 4
Number of invalidated prefixes due to Originator ID validation 5
Number of invalidated prefixes due to AS-Confed loop detection 6
Total number of routes in adj-rib-in (all families) 7
Total number of routes in Local-RIB (all families) 8
Number of routes per address-family in adj-rib-in 9
Number of routes per address-family in loc-rib 10
Number of updates subjected to treat-as-withdraw 11
Number of prefixes subjected to treat-as-withdraw 12

Note: Statistics 9 and 10 are per address family. The address family is specified as an AFI/

/ SAFI pair. Regardless of which families are configured for route monitoring, a router reports the
statistics of all address families that were negotiated with the neighbor.
The values in these counters are the same values that can be seen in the output of the following
commands.

show router bgp neighbor
show router bgp neighbor detail

5.8 BGP applications

The SR OS implements the BGP applications described in the following sections.

5.8.1 Configuration of TTL propagation for BGP labeled routes

This feature allows the separate configuration of TTL propagation for in transit and CPM generated IP
packets at the ingress LER within a BGP labeled route context.
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5.8.1.1 TTL propagation for RFC 8277 labeled route at ingress LER
For IPv4 and IPv6 packets forwarded using a RFC 8277 label route in the global routing instance, including
label-IPv6, the following command specified with the all value enables TTL propagation from the IP header
into all labels in the transport label stack:
configure router ttl-propagate label-route-local [none | all]
configure router ttl-propagate label-route-transit [none | alll
The none value reverts to the default mode which disables TTL propagation from the IP header to the
labels in the transport label stack.
These commands do not have a no version.
Note:

» The TTL of the IP packet is always propagated into the RFC 8277 label itself. The commands
only control the propagation into the transport labels, for example, the labels of the RSVP
or LDP LSP which the BGP label route resolves to and which are pushed on top of the BGP
label.

» |If the BGP peer advertised the implicit-null label value for the BGP label route, the TTL
propagation does not follow the configuration described, but follows the configuration to which
the BGP label route resolves:

* RSVP LSP shortcut:

configure router mpls shortcut-transit-ttl-propagate

configure router mpls shortcut-local-ttl-propagate
* LDP LSP shortcut:

configure router ldp shortcut-transit-ttl-propagate

configure router ldp shortcut-local-ttl-propagate
This feature does not impact packets forwarded over BGP shortcuts. The ingress LER operates in uniform
mode by default and can be changed into pipe mode using the configuration of TTL propagation for RSVP
or LDP LSP shortcut.

5.8.1.2 TTL propagation for RFC 8277 labeled routes at LSR
This feature configures the TTL propagation for transit packets at a router acting as an LSR for a BGP
label route.
When an LSR swaps the BGP label for an IPv4 prefix packet, therefore acting as an ABR, ASBR, or
datapath Route Reflector (RR) in the base routing instance, or swaps the BGP label for a VPN-IPv4 or
VPN-IPv6 prefix packet, therefore acting as an inter-AS Option B VPRN ASBR or VPRN datapath Route
Reflector (RR), use the following command option to enable TTL propagation of the decremented TTL of
the swapped BGP label into all LDP or RSVP transport labels.
configure router ttl-propagate lsr-label-route all
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When an LSR swaps a label or stitches a label, it always writes the decremented TTL value into the
outgoing swapped or stitched label. The Isr-label-route command controls whether this decremented TTL
value is also propagated to the transport label stack pushed on top of the swapped or stitched label.

The none command option configures the default mode, which disables TTL propagation. This changes
the existing default behavior which propagates the TTL to the transport label stack. When a customer
upgrades, the new default takes effect.

The following describes the behavior of LSR TTL propagation in other use cases and indicates whether the
Isr-label-route command applies:

* When an LSR stitches an LDP label to a BGP label, the propagation of the decremented TTL of the
stitched label to the LDP or RSVP transport labels depends on the configuration of the Isr-label-route
command.

»  When an LSR stitches a BGP label to an LDP label, the decremented TTL of the stitched label is
automatically propagated into the RSVP label if the outgoing LDP LSP is tunneled over RSVP. This
behavior is not controlled by the Isr-label-route command.

* When an LSR pops a BGP label and forwards the packet using an IGP route (the IGP route to the
destination of the prefix wins over the BGP label route), it pushes an LDP label on the packet, and the
TTL behavior is as described in the preceding paragraph when stitching from a BGP label to an LDP
label.

*  When an ingress Carrier Supporting Carrier (CsC) PE swaps the incoming EBGP label into a VPN-
IPv4 label, the reverse operation is performed by the egress CsC PE. In both cases, the passing of
the decremented TTL of the swapped label on to the LDP or RSVP transport labels depends on the
configuration of the Isr-label-route command.

BGP prefix origin validation

BGP prefix origin validation is a solution developed by the IETF SIDR working group for reducing the
vulnerability of BGP networks to prefix misannouncements and specific man-in-the-middle attacks. BGP
has traditionally relied on a trust model where it is assumed that when an AS originates a route, it has the
right to announce the associated prefix. BGP prefix origin validation takes extra steps to ensure that the
origin AS of a route is valid for the advertised prefix.

7705 SAR Gen 2 routers support BGP prefix origin validation for IPv4 and IPv6 routes received from
selected peers. Use the respective command options in the following contexts to enable prefix origin
validation on a base router BGP or VPRN BGP session:

+ MD-CLI

configure router bgp group origin-validation
configure router bgp neighbor origin-validation
configure service vprn bgp group origin-validation
configure service vprn bgp neighbor origin-validation

» classic CLI

configure router bgp group enable-origin-validation

configure router bgp group neighbor enable-origin-validation
configure service vprn bgp group enable-origin-validation
configure service vprn bgp group neighbor enable-origin-validation

When prefix origin validation is enabled on a base router BGP or VPRN BGP session, every |IPv4 or IPv6
route received from the peer is checked to determine whether the origin AS is valid for the received prefix.
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The origin AS is the first AS that was added to the AS_PATH attribute and indicates the autonomous
system that originated the route.

For purposes of determining the origin validation state of received BGP routes, the router maintains an
Origin Validation database consisting of static and dynamic entries. Each entry is called a Validated ROA
Payload (VRP) and associates a prefix (range) with an origin AS.

Use the command options in the following context of the base router to configure static VRP entries.
configure router origin-validation static-entry

In SR OS, a static entry expresses that a specific prefix and origin AS combination is either valid or invalid.

Dynamic VRP entries are learned from RPKI local cache servers and express valid origin AS and prefix
combinations. The router communicates with RPKI local cache servers using the RPKI-RTR protocol.

SR OS supports the RPKI-RTR protocol over TCP IPv4 or TCP IPv6 transport; TCP-MD5 and other forms
of session security are not supported. 7705 SAR Gen 2 routers can set up an RPKI-RTR session using the
base routing table (in-band) or the management router (out-of-band).

Use the commands in the following context to configure an RPKI session.
configure router origin-validation rpki-session

Use the following command to display RPKI session information.
show router origin-validation rpki-session

An RPKI local cache server is one element of the larger RPKI system. The RPKI is a distributed database
containing cryptographic objects relating to Internet Number resources. Local cache servers are deployed
in the service provider network and retrieve digitally signed Route Origin Authorization (ROA) objects from
global RPKI servers. The local cache servers cryptographically validate the ROAs before passing the
information along to the routers.

The algorithm used to determine the origin validation states of routes received over a session with prefix
origin validation enabled uses the following definitions:

 matched

A route is matched by a VRP entry if all of the following occurs:

the prefix bits in the route match the prefix bits in the VRP entry (up to its min prefix length)

the route prefix length is greater than or equal to the VRP entry min prefix length

the route prefix length is less than or equal to the VRP entry max prefix length

the origin AS of the route matches the origin AS of the VRP entry
» covered
A route is covered by a VRP entry if all of the following occurs:
— the prefix bits in the route match the prefix bits in the VRP entry (up to its min prefix length)
— the route prefix length is greater than or equal to the VRP entry min prefix length
— the VRP entry type is static-valid or dynamic
Using the preceding definitions, the origin validation state of a route is based on the following rules:

» If aroute is matched by at least one VRP entry, and the most specific of these matching entries includes
a static-invalid entry, the origin validation state is Invalid (2).
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» If aroute is matched by at least one VRP entry, and the most specific of these matching entries does
not include a static-invalid entry, the origin validation state is Valid (0).

» If aroute is not matched by any VRP entry, but it is covered by at least one VRP entry, the origin
validation state is Invalid (2).

+ If aroute is not covered by any VRP entry, the origin validation state is Not-Found (1).

Example: Entries in an origin validation database

10.1.0.0/16-32, origin AS=5, dynamic
10.1.1.0/24-32, origin AS=4, dynamic
10.0.0.0/8-32, origin AS=5, static invalid
10.1.1.0/24-32, origin AS=4, static invalid

In this case, the origin validation state of the following routes are as indicated:
+ 10.1.0.0/16 with AS_PATH {...5} — Valid

+ 10.1.1.0/24 with AS_PATH {...4} — Invalid

+ 10.2.0.0/16 with AS_PATH {...5} — Invalid

+ 10.2.0.0/16 with AS_PATH {...6} — Not-Found

The origin validation state of a route can affect its ranking in the BGP decision process. Use one of the
following commands for a routing instance or VPRN service respectively to configure the router to consider
all routes that have an origin validation state of Invalid as unusable by the best path selection algorithm
(that is, they cannot be used for forwarding or advertised to peers).

configure router bgp best-path-selection origin-invalid-unusable
configure service vprn bgp best-path-selection origin-invalid-unusable

If origin-invalid-unusable is not configured, routes with an origin validation state of Invalid are compared
to other usable routes for the same prefix, according to the BGP decision process.

Use one of the following commands for a routing instance or VPRN service respectively to add an
additional step to the BGP decision process after the removal of invalid routes and before the comparison
of local preference.

configure router bgp best-path-selection compare-origin-validation-state
configure service vprn bgp best-path-selection compare-origin-validation-state

The additional step compares the origin validation state, so that a route with a Valid state is preferred over
a route with a Not-Found state, and a route with a Not-Found state is preferred over a route with an Invalid
state, assuming that the routes are considered usable. The additional step is skipped if the compare-
origin-validation-state command is not configured.

Route policies can be used to attach an Origin Validation State extended community to a route received
from an EBGP peer to convey its origin validation state to IBGP peers and save them the effort of repeating
the origin validation database lookup. To add an Origin Validation State extended community encoding the
Valid result, the route policy should add a community list that contains a member in the format ext:4300:0.
To add an Origin Validation State extended community encoding the Not-Found result, the route policy
should add a community list that contains a member in the format ext:4300:1. To add an Origin Validation
State extended community encoding the Invalid result, the route policy should add a community list that
contains a member in the format ext:4300:2.
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5.8.3 BGP route leaking

It is possible to leak a copy of a BGP route (including all its path attributes) from one routing instance RIB
to another routing instance RIB of the same type (labeled or unlabeled) in the same router. Leaking is
supported from the GRT to a VPRN, from one VPRN to another VPRN, and from a VPRN to the GRT. Any
valid BGP route for an IPv4, IPv6, label-IPv4, or label-IPv6 prefix can be leaked. A BGP route does not
have to be the best path or used for forwarding in the source instance to be leaked.

An IPv4, IPv6, label-IPv4, or label-IPv6 BGP route becomes a candidate for leaking to another instance
when it is specially marked by a BGP import policy. Use the following command to mark qualifying matched
BGP routes as leakable in the route policy:

Note: Named entries are only supported in the MD-CLI.

+ MD-CLI

configure policy-options policy-statement entry action bgp-leak
configure policy-options policy-statement named-entry action bgp-leak

» classic CLI
configure router policy-options policy-statement entry action bgp-leak

Routes that are candidates for leaking to other instances show a leakable flag in the output of various
commands in the show router bgp context. To copy a leakable BGP route received in a specific source
instance into the BGP RIB of a specific target instance, the user must configure the target instance with
a leak-import policy that matches and accepts the leakable route. The operator can specify different leak-
import policies for each of the following RIBs:

. IPv4
+ label-IPv4
+ IPv6
+ label-IPv6

Up to 15 leak-import policies can be chained together for more complex use cases. Use the following
commands to configure leak-import policies:

+ MD-CLI

configure router bgp rib-management ipv4 leak-import policy
configure router bgp rib-management ipv6 leak-import policy
configure router bgp rib-management label-ipv4 leak-import policy

» classic CLI

configure router bgp rib-management ipv4 leak-import
configure router bgp rib-management ipv6 leak-import
configure router bgp rib-management label-ipv4 leak-import

Note: Using a leak-import policy to change the BGP attributes of leaked routes (compared to
/ the original source copy) is not supported. The only attribute that can be changed is the RTM
preference.
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In the target instance, leaked BGP routes are compared to other (leaked and non-leaked) BGP routes for
the same prefix based on the complete BGP decision process. Leaked routes do not have information
about the router ID and peer IP address of the original peer and use all-zero values for these properties.

BGP always tries to resolve the BGP next hop of a leaked route using the route and tunnel table of the
original (source) routing instance and this resolution information is carried with the leaked route, avoiding
the need to leak the resolving routes as well. If BGP cannot resolve the route or tunnel in the source
instance, the unresolved route cannot be leaked unless the source routing instance is the GRT and the
following command is configured.

configure router bgp next-hop-resolution allow-unresolved-leaking

In this case, the importing VPRN tries to resolve the BGP next hop of the leaked route by using its own
route table (and according to its own BGP next-hop-resolution configuration options).

If a target instance has BGP multipath and ECMP enabled and some of the equal-cost best paths for a
prefix are leaked routes, they can be used along with non-leaked best paths as ECMP next hops of the
route.

When BGP fast reroute is enabled in a target instance (for a particular IP prefix), BGP attempts to find a
qualifying backup path by considering both leaked and non-leaked BGP routes. The backup path criteria
are unchanged by this feature, that is, the backup path is the best remaining path after the primary paths
and all paths with the same BGP next hops as the primary paths have been removed.

A leaked BGP route can be advertised to direct BGP neighbors of the target routing instance.

Note: VPRN BGP instances do not support label-IPv6 route advertisements.

The BGP next hop of a leaked route is automatically reset to itself whenever it is advertised to a peer of
the target instance. Normal route advertisement rules apply, meaning that by default, the leaked route is
advertised only if (in the target instance) it is the overall best path and is used as the active route to the

destination and is not blocked by the IBGP-to-IBGP split-horizon rule.

A BGP route resolved in the source routing instance and leaked into a VPRN can be exported from the
VPRN as a VPN-IPv4 or VPN-IPV6 route if it matches the VRF export policy. In this case, normal VPN
export rules apply, meaning that by default, the leaked route is exported only if (in the VPRN) it is the
overall best path and is used as the active route to the destination.

A BGP route that is unresolved in the GRT, leaked into a VPRN, and resolved by a BGP-VPN route in the
VPRN cannot be exported from the VPRN as a VPN-IPv4 or VPN-IPv6 route unless it matches the VRF
export policy and the VPRN is configured with the allow-export-bgp-vpn command.

Note: A leaked route cannot be exported as a VPN-IP route and then reimported into another
/ local VPRN.

5.8.4 BGP optimal route reflection

BGP Route Reflectors (RRs) are used in networks to improve network scalability by eliminating or reducing
the need for a full-mesh of IBGP sessions. When a BGP RR receives multiple paths for the same IP prefix,
it typically selects a single best path to send to all clients. If the RR has multiple nearly-equal best paths
and the tie-break is determined by the next-hop cost, the RR advertises the path based on its view of next-
hop costs. The advertised route may differ from the path that a client would select if it had visibility of the
same set of candidate paths and used its own view of next-hop costs.
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Non-optimal advertisements by the RR can be a problem in hot-potato routing designs. Hot-potato routing
aims to hand off traffic to the next AS using the closest possible exit point from the local AS. In this context,
the closest exit point implies minimum IGP cost to reach the BGP next-hop. SR OS implements the hot-
potato routing solution described in draft-ietf-idr-bgp-optimal-route-reflection.

Optimal Route Reflection (ORR) is supported in the base router BGP instance only. It applies to routes in
the following address families: IPv4 unicast, label-IPv4, label-IPv6 (6PE), VPN-IPv4, and VPN-IPV6.

Note: For the RR to compare two VPN routes (and therefore for ORR to apply), the routes must
4 contain the same RD and IP prefix information.

Use the commands in the following context to configure ORR locations.

configure router bgp optimal-route-reflection location

The RR can maintain information for a maximum of 255 ORR locations. A primary IPv4 or primary IPv6
address is required for each location; optionally, specify a secondary and tertiary IPv4 and IPv6 addresses
for the location. The IP addresses are used to find a node in the network topology that can serve as

the root for SPF calculations. The IP addresses must correspond to loopback or system IP addresses

of routers that participate in IGP protocols. The secondary and tertiary IP address parameters provide
redundancy in case the node selected to be root for the SPF calculations disappears.

The route reflector's TE database, populated with information from local IGP instances or BGP-LS NLRI, is
used to compute the SPF cost from each ORR location to IPv4 and IPv6 BGP next-hops in the candidate
set of best paths. The use of BGP-LS allows the route reflector to learn IGP topology information for OSPF
areas, IS-IS levels, and others in which the route reflector is not a direct participant.

To configure an ORR client, use the following command option to allow the BGP session to reference a
defined ORR location.

configure router bgp cluster orr-location

The association of a client with an ORR location is not automatic. Choose an ORR location as close as
possible to the client that is being configured. The allow-local-fallback option of the cluster command
affects RR behavior when no BGP routes are reachable from the ORR location of the client. When allow-
local-fallback is configured, the RR is allowed, in this circumstance only, to advertise the best reachable
BGP path from its own topology location. If allow-local-fallback is not configured and this situation
applies, then no route is advertised to the client.

Note: ORR is supported with add-paths; add-paths advertised to an ORR client are based on
’ ORR location.

LSP tagging for BGP next-hops or prefixes and BGP-LU

The tunnels used by the system for resolution of BGP next-hops or prefixes and BGP labeled unicast
routes can be constrained using LSP administrative tags. For more information, see the 7705 SAR Gen 2
MPLS Guide, 'LSP Tagging and Auto-Bind Using Tag Information'.
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5.8.6 BGP-LS

BGP-LS is a new BGP address family that is intended to distribute IGP topology information to external
servers such as Application Later Traffic Optimization (ALTO) or Path Computation Engines (PCE) servers.
These external traffic engineering databases can then use this information when calculating optimal paths.

BGP-LS provides external ALTO and PCE servers with topology information for a multi-area or multilevel
network. Through the use of one or two BGP-LS speakers per area or level, the external ALTO or PCE
servers can receive full topology information for the entire network. The BGP-LS information can also be
distributed through route reflectors supporting the BGP-LS to minimize the peering requirements.

Figure 31: Example BGP-LS network shows an example BGP-LS network.

Figure 31: Example BGP-LS network

PCE
ALTO
i
! Route e
\ BGP-LS
BGP-LS" " Reflector ’//l
11||||1P ————— .

]
TS
¢ IIIIIII

/ BGP LS

I \
/ N
[ ~IIIIIII
/ il ™= =
S
S — IIIIIII Area 1.1.1.1
Il > —
Area 2.2.2.2 IIIIIII —
L______J
L J

sw0090

5.8.6.1 Supported BGP-LS components

The following BGP-LS components are currently supported.
Protocol-ID

+ IS-IS level 1

* IS-ISlevel 2

+ OSPFv2

+ BGP

NLRI Types

* Node NLRI
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» Link NLRI

» IPv4 Topology Prefix NLRI

» IPv6 Topology Prefix NLRI

+ SRv6 SID

Node Descriptor TLVs

* 512 — Autonomous System

* 513 — BGP-LS Identifier

*+ 514 — OSPF Area-ID

*+ 515 —IGP Router-ID

Node Attribute TLVs

* 263 — Multitopology ID (I1S-IS only)
* 266 — Node MSD

* 1024 — Node Flag Bits (O and B bits supported)
* 1026 — Node Name

* 1027 — IS-IS Area Identifier

* 1028 — IPv4 Router ID of Local Node (Only supported for IS-IS; Only when received from remote
router. Not supported for local links.)

* 1029 — IPv6 TE Router ID of Local Node (only supported for IS-IS)
* 1032 — S-BFD Discriminators
+ Segment Routing
— 1034 — SR Capabilities
— 1035 — SR Algorithm
— 1038 — SRv6 Capabilities
— 1039 — Flexible Algorithm Definition
— 1040 — Flexible Algorithm Exclude-Any Affinity
— 1041 — Flexible Algorithm Include-Any Affinity
— 1042 — Flexible Algorithm Include-All Affinity
— 1043 — Flexible Algorithm Definition Flags
— 1045 — Flexible Algorithm Exclude SRLG
Link Descriptors TLVs
» 258 — Link Local/Remote Identifiers
» 259 — |IPv4 interface address
+ 260 — IPv4 neighbor address
+ 261 — IPv6 interface address (only supported for IS-IS)
+ 262 — IPv6 neighbor address (only supported for IS-IS)
» 263 — Multitopology ID (only supported for I1S-IS)
Link Attributes TLVs
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* 267 — Link MSD (Only when received from remote router. Not supported for local links.)
+ 1088 — Administrative group (color)

* 1089 — Maximum link bandwidth

* 1090 — Max. reservable link bandwidth

* 1091 — Unreserved bandwidth

* 1092 — TE Default Metric

* 1095 — IGP Metric

* 1096 — Shared Risk Link Group

* 1114 — Unidirectional Link Delay (Only when received from remote router. Not supported for local
links.)

* 1115 — Min/Max Unidirectional Link Delay

* 1116 — Unidirectional Delay Variation (Only when received from remote router. Not supported for local
links.)

* 1117 — Unidirectional Link Loss (Only when received from remote router. Not supported for local links.)

* 1118 — Unidirectional Residual Bandwidth (Only when received from remote router. Not supported for
local links.)

* 1119 — Unidirectional Available Bandwidth (Only when received from remote router. Not supported for
local links)

* 1120 — Unidirectional Utilized Bandwidth (Only when received from remote router. Not supported for
local links)

* 1122 — Application Specific Link Attributes
* 1173 — Extended Administrative Group
+ Segment Routing
— 1099 — Adjacency Segment Identifier
— 1100 — LAN Adjacency Segment Identifier
— 1106 — SRv6 End.X SID (only supported for IS-IS)
— 1107 — I1S-IS SRv6 LAN End.X SID (only supported for IS-IS)
Prefix Descriptors TLVs
» 263 — Multitopology ID (only supported for I1S-1S)
* 264 — OSPF Route Type (only Intra-Area and Inter-Area)
» 265 — |IP Reachability Information
Prefix Attributes TLVs
* 1044 — Flexible Algorithm Prefix Metric
* 1152 — IGP Flags (only D flag supported [only supported for IS-IS])
* 1155 — Prefix Metric
+ Segment Routing
— 1158 — Prefix SID
— 1159 — Range (prefix-SID and sub-TLV only)
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— 1162 — SRv6 Locator (only supported for I1S-1S)
— 1170 — IGP Prefix Attributes
SRv6 SID
» SRv6 SID Descriptor TLVs
— 263 — Multitopology ID (only supported for I1S-IS)
— 518 — SRv6 SID Information (only supported for I1S-IS)
* SRv6 SID Attribute TLVs
— 1250 — SRv6 Endpoint Behavior (only supported for 1S-1S)
— 1152 — SRv6 SID Structure (only supported for IS-IS)

BGP-LU traffic statistics
SR OS can collect BGP-LU traffic statistics.

Traffic statistics can be collected on egress datapaths. This requires the use of the egress-statistics
keyword when creating an import policy and that the BGP tunnel exists for the corresponding prefix. If
multiple paths exist (for example, ECMP), a single statistical index is allocated and reflects the traffic sent
over all paths.

Traffic statistics can also be collected on ingress datapaths if the label is assigned and effectively
advertised per prefix. This typically requires the use of the advertise-label per-prefix command option
when creating the import policy and applies regardless of whether the sr-label-index command is
configured. However, there are cases where this may not result in a per-prefix label advertisement. When

a non-BGP route (for example, static route) is requested to be advertised (advertise-inactive) with a Label
Per Prefix (LPP) policy but it exists as an active RTM route and as inactive BGP route, the system does not
use the LPP but instead uses the LPNH policy. Statistics are not counted for this prefix. An imported (local
loopback) SR label route can also be configured to use the ingress-statistics keyword by using a route
table import policy under rib-management (either label-IPv4 or label-IPv6).

BGP-LU statistics apply for the following:

* PE and forwarding RR on egress

+ ASBR on both ingress and egress

Note: Only host prefixes (/32 and /128) are supported on egress statistics. Host and non-host
’ prefixes are supported on ingress statistics.

Control messages sent over the BGP-LU tunnel are accounted for in-traffic statistics.

BGP-LU statistics are not supported for imported LDP routes (LDP-BGP stitching) or for VPN labels (for
example, inter-AS B or C).

BGP Egress Peer Engineering using BGP Link State

BGP Egress Peer Engineering (BGP EPE) extends the source-based segment routing (SR) capabilities
beyond the AS boundary toward directly attached BGP peers. Operators can use a central controller to
enforce more programmatic control of traffic distribution across these BGP peering links.
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An SR SID can be allocated to a BGP peering segment and advertised in BGP Link State (BGP-LS) toward
a controller, such as the Nokia NSP. The instantiation of the following BGP peering segments is supported:

» an eBGP or iBGP peer (peer node SIDs as defined in RFC 8402, Segment Routing Architecture)
» alink to such a peer (peer adjacency SIDs as defined in RFC 8402, Segment Routing Architecture)

The controller includes the specific SID in the path for an SR-TE LSP or SR policy, which it programs at the
head-end LER. EPE enables a head-end router to steer traffic across a downstream peering link to a node,
for traffic optimization, resiliency, or load-balancing purposes.

The following figure shows an example use case for BGP EPE.

Figure 32: EPE example use case
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In this example, there are two IGP domains with eBGP running between R5 and R6, and between R5 and
R8. These adjacencies are not visible to R1, which is external to the IGP domain. At R5, separate peer
node SIDs are allocated for R6 and R8. The peer node SIDs are advertised to the Nokia NSP in BGP-
LS. This allows the NSP to compute a path across either the R5-R6 adjacency or the R5-R8 adjacency by
including the appropriate peer node SID in the path. In the preceding use case, the R5-R6 adjacency is
preferable. This peer node SID can be included in either the SR-ERO of an SR-TE LSP that is computed
by PCEP or the segment list of BGP SR policy that is programmed at R1. Traffic on this LSP or SR policy
is, therefore, steered across the required peering.

EPE is supported for BGP neighbors with either eBGP or iBGP sessions. SR peer node SIDs and peer
adjacency SIDs are supported. The SID labels are dynamically allocated from the local label space on the
node and advertised in BGP-LS using the encoding specified in section 4 of draft-ietf-idr-bgpls-segment-
routing-epe-19.

The peering node can behave as both an LSR and an LER for steering traffic towards the peering
segment. Both ILM and LTN entries are programmed for peer node SIDs and peer adjacency SIDs, with a
label swap to or push of an implicit null label.

Note: BGP EPE only supports neighbor nodes that are directly connected to the egress router
(for example, not indirectly through tunnels).

ECMP is supported by default if there are multiple peer adjacency SIDs. BGP will only allocate peer
adjacency SIDs to the ECMP set of next hops toward the peer node. For non-ECMP next hops, only a peer
adjacency SID is allocated and it is advertised if all ECMP sets go down.
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LSP ping and LSP trace echo requests are supported by including a label representing a peer node SID or
peer adjacency SID in a NIL FEC of the target FEC stack. An EPE router can validate and respond to an
LSP ping or trace echo request containing this FEC.

Configuring BGP EPE

In addition to enabling the BGP-LS route family for a BGP neighbor, BGP-EPE must also be
administratively enabled to send the Egress Peering Segments described in BGP Egress Peer Engineering
using BGP Link State using the NLRI Type 2 with protocol ID set to BGP-EPE. Use the following command
to administratively enable BGP EPE:

+ MD-CLI
configure router bgp egress-peer-engineering admin-state enable
+ classic CLI
configure router bgp egress-peer-engineering no shutdown
When BGP-EPE is administratively enabled, BGP registers with SR and the router advertises any peer

node and peer adjacency SIDs in BGP-LS.

To allocate peer node and peer adjacency SIDs, BGP-EPE must be configured for the applicable BGP
group or neighbor. Use the following respective commands to configure BGP-EPE for a BGP group or
neighbor:

+ MD-CLI

configure router bgp group egress-engineering
configure router bgp neighbor egress-engineering

» classic CLI

configure router bgp group egress-engineering
configure router bgp group neighbor egress-engineering

After configuring BGP-EPE, use the following respective commands to administratively enable BGP-EPE
for a BGP group or neighbor:

+ MD-CLI

configure router bgp group egress-engineering admin-state enable
configure router bgp neighbor egress-engineering admin-state enable

» classic CLI

configure router bgp group egress-engineering no shutdown
configure router bgp group neighbor egress-engineering no shutdown

The BGP egress-engineering command at the neighbor level overrides the group level configuration.
When a neighbor does not have an egress-engineering configuration context, the group configuration is
inherited in the following cases:

» If the group does not have an egress-engineering configuration, egress-engineering is disabled for
the neighbor.
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» If the group has an egress-engineering configuration in the default disabled state, egress-
engineering is disabled for the neighbor.

» If the group has an enabled egress-engineering configuration, egress-engineering is enabled for the
neighbor.

When a neighbor has egress-engineering configured and in the default disabled state, egress-
engineering is disabled for the neighbor, irrespective of the configuration at the group level. When a
neighbor has egress-engineering configured and enabled, egress-engineering is enabled for the
neighbor, irrespective of the configuration at the group level.

By default, enabling egress-engineering at the neighbor or group level causes SID values (MPLS labels)
to be dynamically allocated for the peer node segment and the peer adjacency segments. Although

the labels are assigned when the neighbor or group is configured, they are not programmed until the
adjacency comes up. Peer node segments are derived from the BGP next hops used to reach a specific
peer. If the node reboots, these dynamically allocated label values may change and are re-announced in
BGP-LS.

If a BGP neighbor goes down, the router advertises a delete for all SIDs associated with the neighbor and
deprograms them from the IOM. However, the label values for the SIDs are not released and the router re-
advertises the same values when the BGP neighbor comes back up.

If a BGP neighbor is deleted from the configuration or is administratively disabled, or egress-engineering
is disabled, the router advertises a delete for all SIDs associated with the neighbor and deprograms them
from the IOM. The router also releases the label values for the SIDs.

5.8.9 BGP Egress Peer Engineering using Labeled Unicast

EPE allows an ingress PE or source host in an AS to use a specific egress peering router and a specific

external interface or neighbor of that peering router to reach IP destinations external to the AS.
The following solutions implement EPE:
+ Use segment routing and BGP-LS to signal peer node SIDs and peer adjacency SIDs to a PCE or
controller that computes and programs the steering instructions that make use of these SIDs. For more
information, see BGP Egress Peer Engineering using BGP Link State.
» Use a distributed EPE solution relying on BGP Labeled Unicast (LU) routes and recursive BGP route
resolution. BGP EPE using LU does not depend on segment routing, BGP-LS, or a controller. It only
depends on the appropriate configuration in the EPE border routers and ingress PE routers.
Use the following commands for base router BGP groups and neighbors respectively (so that all potential
EPE peers are covered) to enable an egress border router (with EPE peers) to support BGP-LU based
EPE:
+ MD-CLI
configure router bgp group egress-peer-engineering-label-unicast true
configure router bgp neighbor egress-peer-engineering-label-unicast true

» classic CLI
configure router bgp group egress-peer-engineering-label-unicast
configure router bgp group neighbor egress-peer-engineering-label-unicast

When the preceding commands are configured, BGP generates a labeled unicast route for the /32

or /128 prefix that corresponds to each EPE peer. These routes can be advertised to other routers to
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recursively resolve unlabeled BGP routes for AS external destinations. The BGP-LU EPE routes can
resolve unlabeled BGP routes only when the unlabeled BGP routes are advertised in the local AS with
the next-hop unchanged. In general, the unlabeled routes should be advertised in the local AS using add-
paths or best-external so that multiple exit paths are available to the route selection process in ingress PE
routers.

The system generates an EPE route for a peer address when all of the following conditions are met:
* The peer address is not an IPv6 link-local address.

* The peer session is up.

» The detected peer type is EBGP (and not IBGP or confederation-EBGP).

+ The peer address is resolved by a direct interface route (that is, the peer is a single-hop connected
peer).

The system withdraws an EPE route if any of these conditions is no longer met; for example, the peer
session goes down. After the withdrawal reaches the ingress PE routers, the BGP route selection process
must select a different EPE exit point.

In line cards supporting FP3 or later FP technology, the label that is advertised with an EPE route is
programmed with an action that depends on the state of the interface toward the EPE peer:

+ If the interface is up, the system forwards a packet received with the EPE label as a bottom-of-stack
label without IP header lookup (and with the EPE label removed) to the EPE peer.

» If the interface is down, the system forwards a packet received with the EPE label as a bottom-of-stack
label as an IP packet (with the EPE label removed, based on the IP FIB lookup).

These datapath optimizations enable fast reroute behavior (BGP FRR) when the interface toward an EPE
peer goes down. The BGP FRR behavior is only available with FP3 or later FP technology.

BGP configuration process overview
The following figure shows the process to provision basic BGP parameters.

Figure 33: BGP configuration and implementation flow
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5.10 Configuration notes

This section describes BGP configuration restrictions.

5.10.1 General

» Before BGP can be configured, the router ID (a valid host address, not the MAC address default) and
AS global parameters must be configured.

+ BGP instances must be explicitly created on each BGP peer. There are no default BGP instances on a
router.

5.10.1.1 BGP defaults

The following list summarizes the BGP configuration defaults:

» By default, the router is not assigned to an AS.

* A BGP instance is created in the administratively enabled state.
* A BGP group is created in the administratively enabled state.

* A BGP neighbor is created in the administratively enabled state.

* No BGP router ID is specified. If no BGP router ID is specified, BGP uses the router system interface
address.

* The router BGP timer defaults are the values recommended in IETF drafts and RFCs (see BGP MIB
considerations).

+ If no import route policy statements are specified, then all BGP routes are accepted.

» If no export route policy statements specified, then all best and used BGP routes are advertised and
non-BGP routes are not advertised.

5.10.1.2 BGP MIB considerations

The router implementation of the RFC 1657 MIB variable described in the following table differs from the
IETF MIB specification.

Table 11: SR OS and IETF MIB variations

MIB variable Description RFC 1657 Allowed values
allowed values
bgpPeerMinRoute Time interval in seconds for the Min | 1 to 65535 1 to 255 2
Advertisementinterval RouteAdvertisementinterval timer.
The suggested value for this timer is
30.

2 A value of 0 is supported when the rapid-update command is applied to an address family that supports it.
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If SNMP is used to set a value of X to the MIB variable in the following table, there are three possible
results:

Table 12: MIB variable with SNMP

Condition Result
X is within IETF MIB values SNMP set operation does not return an error
and MIB variable set to X

X is within SR OS values

X is within IETF MIB values SNMP set operation does not return an error
and MIB variable set to the nearest value that is supported by the
X is outside SR OS values SR OS; for example, if the SR OS range is 2 to 255 and X =

65535, the MIB variable is set to 255
Log message generated

X is outside IETF MIB values SNMP set operation returns an error
and
X is outside SR OS values

When the value set using SNMP is within the IETF allowed values and outside the SR OS values as
specified in Table 11: SR OS and IETF MIB variations and Table 12: MIB variable with SNMP, a log
message is generated. The log messages that display are similar to the following log messages:

Example: Log Message for setting bgpPeerMinRouteAdvertisementinterval to 256

535 2006/11/12 19:40:53 [Snmpd] BGP-4-
bgpVariableRangeViolation: Trying to set bgpPeerMinRouteAdvInt to 256 -
valid range is [2-255] - setting to 255

Example: Log Message for setting bgpPeerMinRouteAdvertisementinterval to 1

566 2006/11/12 19:44:41 [Snmpd] BGP-4-
bgpVariableRangeViolation: Trying to set bgpPeerMinRouteAdvInt to 1 -
valid range is [2-255] - setting to 2

5.11 Configuring BGP with CLI

This section provides information to configure BGP using the CLI.

5.11.1 BGP configuration overview

This section provides an overview of BGP configuration tasks.
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5.11.1.1 Preconfiguration requirements

Before BGP can be implemented, the following entities must be configured:
» ASN for the router

An ASN is a globally unique value which associates a router to a specific AS. This number is used
to exchange exterior routing information with neighboring ASs and to identify the AS. Each router
participating in BGP must have an ASN specified.

To implement BGP, use the following command to specify the AS number for the router.
configure router autonomous-system

e router ID

The router ID is the IP address of the local router. The router ID identifies the origin of a packet. The
router ID must be a valid host address.

5.11.1.2 BGP hierarchy

Use the commands in the following context to configure BGP.
configure router bgp

Three hierarchical levels are included in BGP configurations:
» Global level

*  Group level

* Neighbor level

Command options configured on the global level are inherited by the group and neighbor levels. However,
command options configured on the group and neighbor levels take precedence over global configurations.

5.11.1.3 Internal and external BGP configurations

A BGP system is composed of ASs which share network reachability information. Network reachability
information is shared with adjacent BGP systems neighbors. Further logical groupings are established
within BGP systems within ASs. BGP supports two types of routing information exchanges:

* eBGP is used between ASs.

eBGP speakers peer to different ASs and typically share a subnet. In an external group, the next-
hop is dependent upon the interface shared between the external peer and the specific neighbor. The
multihop command must be specified if an eBGP peer is more than one hop away from the local
router. The next-hop to the peer must be configured so that the two systems can establish a BGP
session.

* iBGP is used within an AS.

An iBGP speaker peers to the same AS and typically does not share a subnet. Neighbors do not have
to be directly connected to each other. Because iBGP peers are not required to be directly connected,
iBGP uses the IGP path (the IP next-hop learned from the IGP) to reach an iBGP peer for its peering
connection.
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5.11.1.4 Default external BGP route propagation behavior without policies

A newly created or existing BGP instance, group, or EBGP neighbor in a classic interface (the classic CLI
and SNMP) maintains backwards compatibility with the insecure default to advertise and receive all routes.
It is not compliant with RFC 8212. In such cases, use the following respective commands to enable the
secure default behavior for a router or VPRN BGP instance at the global, group, or neighbor level.

configure router bgp ebgp-default-reject-policy

configure router bgp group ebgp-default-reject-policy

configure router bgp group neighbor ebgp-default-reject-policy
configure service vprn bgp ebgp-default-reject-policy

configure service vprn bgp group ebgp-default-reject-policy
configure service vprn bgp group neighbor ebgp-default-reject-policy

A newly created BGP instance, group, or EBGP neighbor in a model-driven interface (the MD-CLI,
NETCONF, or gRPC) applies the secure default behavior to reject all routes. It is compliant with RFC 8212.

However, Nokia recommends configuring import and export policies that express the intended routing
instead of using the insecure default behavior. Defining an empty policy does not match any routes, an
accept must match the route through an accept action or default action statement.

Use the following respective commands to disable the secure behavior for a router or VPRN BGP instance
at the global, group, or neighbor level.

configure router bgp ebgp-default-reject-policy export false

configure router bgp ebgp-default-reject-policy import false

configure router bgp group ebgp-default-reject-policy export false
configure router bgp group ebgp-default-reject-policy import false
configure router bgp neighbor ebgp-default-reject-policy export false
configure router bgp neighbor ebgp-default-reject-policy import false
configure service vprn bgp ebgp-default-reject-policy export false
configure service vprn bgp ebgp-default-reject-policy import false
configure service vprn bgp group ebgp-default-reject-policy export false
configure service vprn bgp group ebgp-default-reject-policy import false
configure service vprn bgp neighbor ebgp-default-reject-policy export false
configure service vprn bgp neighbor ebgp-default-reject-policy import false

The default behavior is inherited from the BGP instance to the group to an EBGP neighbor.

The import and export policies that are applied can be displayed using info detail or the show router bgp
neighbor commands.

Table 13: Default EBGP route propagation behavior shows the default EBGP route propagation behavior
according to how the neighbor was configured.

Table 13: Default EBGP route propagation behavior

Management-interface | Classic Mixed Model-driven

configuration-mode

BGP instance, group, or | Configured in a Configured Configured in Configured in

EBGP neighbor classic interface in a classic a model-driven a model-driven
interface interface interface

Configured before Default accept Default accept Default accept Default accept

Release 19.5.R1
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Management-interface | Classic Mixed Model-driven
configuration-mode
BGP instance, group, or | Configured in a Configured Configured in Configured in
EBGP neighbor classic interface |in a classic a model-driven a model-driven
interface interface interface
Configured in Release Default accept Default accept | pefault reject® Default reject®
19.5.R1 or higher
ISSU to Release 19.5.R1 | Default accept Default accept According to rows 1 | According to rows 1
or higher and 2° and 2°
Reboot with Release Default accept Default accept [ According to rows 1 [ pefault reject®
19.5.R1 or higher and 2°
@ Caution: Configuration in model-driven management-interface configuration-mode made before
Release 19.5.R1 changes from default accept to default reject if the router is rebooted with

Release 19.5.R1 or higher. Configuration in classic or mixed mode maintains the existing default
accept behavior.

5.11.2 Basic BGP configuration
This section provides information to configure BGP and configuration examples of common configuration
tasks. The minimal BGP parameters that need to be configured are the following:
* AS number for the router

» router ID (if a new or different router ID value is entered in the BGP context, the new value takes
precedence and overwrites the router-level router ID)

* BGP peer group

*  BGP neighbor with which to peer

» BGP peer-AS that is associated with the above peer

The BGP configuration commands have the following primary configuration levels:
» global BGP configuration

» BGP group configuration

* BGP neighbor configuration

Within the different hierarchies of BGP, many of the configuration commands are repeated. For the
repeated commands, the command that is most specific to the neighboring router is in effect, that is,
neighbor settings have precedence over group settings which have precedence over BGP global settings.

The following example displays a BGP configuration that includes the preceding command options. The
other command options are optional.

Example: MD-CLI

[ex:/configure router "Base"]

3 Indicates a default behavior change
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A:admin@node-2# info
autonomous-system 200
router-id 10.10.10.103
confederation {

confed-as-num 300
members 200 { }
members 400 { }
members 500 { }
members 600 { }

bgp {
router-id 10.0.0.12
cluster {
cluster-id 0.0.0.100
}
export {
policy ["direct2bgp"]
}
graceful-restart {
}
group "To AS 10000" {
connect-retry 20
keepalive 30
local-preference 100
peer-as 10000
hold-time {
seconds 90
}

remove-private {
}

}

group "To AS 30000" {
connect-retry 20
keepalive 30
local-preference 100
peer-as 30000
hold-time {

seconds 90

}

remove-private {
}

}

group "To AS 40000" {
connect-retry 20
keepalive 30
local-preference 100
peer-as 65206
hold-time {

seconds 30

}

}

neighbor "10.0.0.8" {
description "To_Router B - EBGP Peer"
group "To AS 10000"
connect-retry 20
keepalive 30
preference 99
local-address 10.0.0.12
passive true
peer-as 10000
hold-time {

seconds 90

}
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neighbor "10.0.0.15" {
description "To_Router E - Sub Confederation AS 65205"
group "To AS 40000"
connect-retry 20
keepalive 30
local-address 10.0.0.12
peer-as 65205
hold-time {
seconds 90
}
}
neighbor "10.0.3.10" {
description "To_Router C - EBGP Peer"
group "To AS 30000"
connect-retry 20
keepalive 30
peer-as 30000
hold-time {
seconds 90
}

Example: classic CLI

A:node-2>config>router# info

autonomous-system 200
confederation 300 members 200 400 500 600
router-id 10.10.10.103

graceful-restart
exit
cluster 0.0.0.100
export "direct2bgp"
router-id 10.0.0.12
group "To AS 10000"
connect-retry 20
keepalive 30
hold-time 90
local-preference 100
remove-private
peer-as 10000
neighbor 10.0.0.8
description "To Router B - EBGP Peer"
connect-retry 20
keepalive 30
hold-time 90
local-address 10.0.0.12
passive
preference 99
peer-as 10000
exit
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exit
group "To AS 30000"
connect-retry 20
keepalive 30
hold-time 90
local-preference 100
remove-private
peer-as 30000
neighbor 10.0.3.10
description "To_Router C - EBGP Peer"
connect-retry 20
keepalive 30
hold-time 90
peer-as 30000
exit
exit
group "To AS 40000"
connect-retry 20
keepalive 30
hold-time 30
local-preference 100
peer-as 65206
neighbor 10.0.0.15
description "To_Router E - Sub Confederation AS 65205"
connect-retry 20
keepalive 30
hold-time 90
local-address 10.0.0.12
peer-as 65205
exit
exit
no shutdown
exit

5.11.3 Common configuration tasks

About this task

This task provides a brief overview of the tasks that must be performed to configure BGP and provides the
CLI commands. To enable BGP, one AS must be configured and at least one group must be configured
which includes neighbor (system or IP address) and peering information (AS number).

All BGP instances must be explicitly created on each router. After the instances are created, BGP is
administratively enabled.

Configuration planning is essential to organize ASs and the SRs within the ASs, and determine the internal
and external BGP peering.

To configure a basic autonomous system, perform the following steps.
Procedure

Step 1. Prepare a plan detailing the autonomous systems, the router belonging to each group, group
names, and peering connections.

Step 2. Associate each router with an autonomous system number.
Step 3. Configure each router with a router ID.

Step 4. Associate each router with a peer group name.
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Step 5. Specify the local IP address that is used by the group or neighbor when communicating with BGP
peers.

Step 6. Specify neighbors.

Step 7. Specify the autonomous system number associated with each neighbor.

5.11.3.1 Creating an autonomous system

Before BGP can be configured, the autonomous system (AS) must be configured first. In BGP, routing
reachability information is exchanged between autonomous systems. An AS is a group of networks that
share routing information.

Use the following command to associate an AS number with the router being configured.
configure router autonomous-system

The router series supports four-byte AS numbers by default. Therefore, an AS can have any value from 1
to 4294967295.

Example: AS configuration (MD-CLI)

[ex:/configure router "Base"]
A:admin@node-2# info
autonomous-system 100
interface "system" {
ipvd {
primary {
address 10.10.10.104
prefix-length 32

)
}
}
interface "to-103" {
port 1/1/1
ipv4d {
primary {
address 10.0.0.104
prefix-length 24
)
}

Example: AS configuration (classic CLI)

A:node-2config>router# info

oo ooscooccococococoocoocoocococococoocoococooooooso
# IP Configuration
oo ooscooccococococoocoocoocococococoocoococooooooso
interface "system"
address 10.10.10.104/32
exit
interface "to-103"
address 10.0.0.104/24
port 1/1/1
exit
autonomous-system 100
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5.11.3.2 Configuring a router ID

In BGP, routing information is exchanged between ASs. The BGP router ID, expressed like an IPv4
address, uniquely identifies the router. It can be set to be the same as the system interface address.

It is possible to configure an SR OS router to operate with an IPv6-only BOF and no IPv4 system interface
address. When configured in this manner, the user must explicitly define IPv4 router IDs for protocols
such as OSPF and BGP, as there is no mechanism to derive the router ID from an IPv6 system interface
address.

If a new or different router ID value is entered in the BGP context, the new router ID value is used instead
of the router ID configured on the router level, system interface level, or inherited from the MAC address.
The router-level router ID value remains intact. The router ID used by BGP is selected in the following
order:

1. router ID configured using the following command
configure router bgp router-id

2. router ID configured using the following command
configure router router-id

3. system interface IPv4 address
4. last four bytes of the system MAC address

When configuring a new router ID outside of the BGP context, BGP is not automatically restarted with
the new router ID; the next time BGP is reinitialized, the new router ID is used. An interim period of

time can occur when different protocols use different router IDs. To force BGP to use the new router ID,
administratively disable and reenable BGP, or restart the router. Use the following command to configure
the router ID for multiple protocols.

configure router router-id

The following example displays a router ID configuration.
Example: 