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1 Getting started

This chapter provides an overview of the document organization and content, and describes the
terminology used in this guide.

1.1 About this guide

. Note:
Unless explicitly noted otherwise, this guide uses 7210 SAS-Dxp to refer to the 7210 SAS-Dxp
12p, 7210 SAS-Dxp 16p, and 7210 SAS-Dxp 24p platforms.

This guide describes system concepts and provides configuration examples to provision cards, MDAs, and
ports for the following 7210 SAS platforms, operating in one of the modes described in Table 1: Supported
modes of operation and configuration methods. If multiple modes of operation apply, they are explicitly
noted in the topic.

+ 7210 SAS-Mxp

+ 7210 SAS-R6

+ 7210 SAS-R12

» 7210 SAS-Sx/S 1/10GE
+ 7210 SAS-Sx 10/100GE
+ 7210 SAS-T

See 7210 SAS modes of operation for information about the modes of operation supported by the
7210 SAS product family.

N Note:
Unless explicitly noted otherwise, the phrase “Supported on all 7210 SAS platforms as described
in this document” is used to indicate that the topic and CLI commands apply to all the 7210 SAS
platforms in the following list, when operating in the specified modes only.

* network mode of operation

7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-R12, 7210 SAS-Sx/S 1/10GE, 7210 SAS-Sx
10/100GE, and 7210 SAS-T

+ standalone mode of operation

7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, 7210 SAS-Sx 10/100GE
» standalone-VC mode of operation

7210 SAS-Sx/S 1/10GE

If the topic and CLI commands are supported on the 7210 SAS-T operating in the access-uplink
mode, it is explicitly indicated, where applicable.

3HE 19278 AAAA TQZZA 12
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1.1.1 Document structure and content

1.2

3HE 19278 AAAA TQZZA

This guide uses the following structure to describe concepts and configuration content:

Note:
J
This guide generically covers Release 23.x.Rx content and may include some content that will be

released in later maintenance loads. See the 7210 SAS Software Release Notes 23.x.Rx, part
number 3HE 19296 000x TQZZA, for information about features supported in each load of the
Release 23.x.Rx software.

This guide is organized into functional chapters and provides concepts and descriptions of the
implementation flow. Each chapter describes a software area and provides CLI syntax and command
usage to configure parameters for the functional area.

Command outputs shown in this guide are examples only; actual displays may differ depending on
supported functionality and user configuration.

See the 7210 SAS-Mxp, R6, R12, S, Sx, T Basic System Configuration Guide for boot options to
configure the satellite mode of operation on the router. See the 7750 SR software user guides for
information about service and protocol provisioning, and operating the 7210 SAS router in satellite
mode.

Unless explicitly noted, the CLI commands and their configuration is similar for both network and
access-uplink operating modes for features applicable to both modes of operation.

7210 SAS modes of operation

Unless explicitly noted, the phrase “mode of operation” and “operating mode” refers to the current
operating mode of the 7210 SAS router. Each operating mode provides configuration access to a specific
group of CLI commands.

e Note:
Not all CLI commands are supported on all 7210 SAS platforms in all modes of operation. Users

can only configure CLI commands supported by the current operating mode of the router. See
the 7210 SAS Software Release Notes 23.x.Rx, part number 3HE 19296 000x TQZZA, and to
the appropriate 7210 SAS software user guide for information about features and capabilities
supported by a 7210 SAS platform when operating in a specific mode.

The following modes of operation are supported by the 7210 SAS product family:

access-uplink

In the access-uplink operating mode, the 7210 SAS router uplinks to the network using Layer 2 Ethernet
VLAN switching (without IP/MPLS).

Platforms Supported: 7210 SAS-D, 7210 SAS-Dxp, 7210 SAS-K 2F1C2T, 7210 SAS-K 2F6CAT,
7210 SAS-K 3SFP+ 8C, and 7210 SAS-T

network

In the network operating mode, the 7210 SAS router uses IP/MPLS uplinks to the network. The IP
routing protocols and MPLS functionality is available; see the appropriate 7210 SAS software user
guide for more information about supported features.

Platforms Supported: 7210 SAS-K 2F6C4T, 7210 SAS-K 3SFP+ 8C, 7210 SAS-Mxp, 7210 SAS-RG,
7210 SAS-R12, 7210 SAS-Sx/S 1/10GE, 7210 SAS-Sx 10/100GE, and 7210 SAS-T
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+ satellite

In the satellite operating mode, the 7210 SAS platform uses high-capacity uplinks (for example, 10GE
ports on the 7210 SAS-Mxp and 100GE ports on the 7210 SAS-Sx 10/100GE) to connect to the

7750 SR host. The 7210 SAS router is managed by the 7750 SR host. There is no direct CLI access to
the satellite node, and all services and protocols are configured on the host.

Platforms Supported: 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE
+ standalone

In the standalone operating mode, the 7210 SAS platform supports IP/MPLS uplinks. It is operated and
managed independently.

The functionality and features available on the standalone 7210 SAS platform are similar to the network
operating mode. The standalone mode is primarily used to differentiate between a node being managed
by the 7750 SR host (in the satellite operating mode), and a node managed independently (standalone

operating mode).

Platforms Supported: 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE
+ standalone-VC

In the standalone-VC operating mode, a set of 7210 SAS devices are stacked to provide larger
1GE/10GE port density and control-plane redundancy. The stack of nodes is provisioned and managed
as a single chassis, and not as individual nodes.

The functionality and features available on the 7210 SAS platform are similar to the network operating
mode, with additional capabilities, such as control-plane redundancy with non-stop routing and non-stop
services.

Platforms Supported: 7210 SAS-Sx/S 1/10GE

For 7210 SAS platforms that support multiple explicit modes of operation (Table 1: Supported modes of
operation and configuration methods), the operating mode must be configured in the Boot Option File
(BOF) to ensure the router boots up in the specified mode. For example, the 7210 SAS-T supports access-
uplink and network modes of operation, and the 7210 SAS-Sx/S 1/10GE supports satellite, standalone,
and standalone-VC mode of operations. In some cases, the 7210 SAS router operates in a specific mode
implicitly, and explicit configuration is not required.

See the appropriate Basic System Configuration Guide for boot options and information about how to boot
the 7210 SAS platform in a specific operating mode.

The following table lists the supported modes of operation and the configuration methods for the 7210 SAS
platforms. Unless explicitly noted otherwise, the operating mode is supported on all variants of the specific
7210 SAS platform.

Table 1: Supported modes of operation and configuration methods

7210 SAS platform Mode of operation and configuration method
Network Access-uplink | Standalone |Standalone-VC | Satellite
7210 SAS-D Implicit Implicit
7210 SAS-Dxp Implicit Implicit
7210 SAS-K 2F1C2T Implicit Implicit
3HE 19278 AAAA TQZZA © 2023 Nokia. 14
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7210 SAS platform Mode of operation and configuration method
Network Access-uplink | Standalone |Standalone-VC | Satellite
7210 SAS-K 2F6C4T 1 Port Mode Port Mode Implicit
Configuration 2 Configuration 2
7210 SAS-K 3SFP+ 8C Port Mode Port Mode Implicit
1 Configuration 2 Configuration 2
7210 SAS-Mxp Implicit 3 Explicit BOF Explicit BOF
Configuration Configuration
7210 SAS-R6 4 Implicit ImpIicit
7210 SAS-R12 4 Implicit Implicit
7210 SAS-Sx/S 1/10GE Implicit 3 Explicit BOF | Explicit BOF Explicit BOF
Configuration | Configuration Configuration
7210 SAS-Sx 10/100GE Implicit 3 Explicit BOF Explicit BOF
Configuration Configuration
7210 SAS-T Explicit BOF Explicit BOF Implicit
Configuration Configuration

1.3 7210 SAS port modes

Unless explicitly noted, the phrase “port mode” refers to the current port configuration of the 7210 SAS
node. The 7210 SAS platform supports the configuration of the following port modes:

» access port mode

Access ports are configured for customer-facing traffic if Service Access Points (SAPs) are required.
The appropriate encapsulation type must be configured to distinguish the services on the port; services
are configured on the port based on the encapsulation value.

Access ports can be configured on all the 7210 SAS platforms.

+ access-uplink port mode

Access-uplink ports provide native Ethernet connectivity in service provider transport or in an

infrastructure network. With this option, the encap-type can be configured to only QinQ. Access-uplink

1 By default, the 7210 SAS-K 2F6C4T and 7210 SAS-K 3SFP+ 8C boot up in the network mode of

operation. These platforms also allow the use of access-uplink port mode (without explicit BOF

configuration), which provides the option to use Layer 2 uplinks instead of IP/MPLS uplinks to the network
core, similar to the 7210 SAS-K 2F1C2T router.
2 See section7210 SAS port modes for information about port mode configuration

3 Implicitly operates in network mode when standalone mode of operation is configured

4 Supports MPLS uplinks only and implicitly operates in network mode

3HE 19278 AAAA TQZZA
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SAPs, which are QinQ SAPs, can only be configured on an access-uplink port to allow the operator to
differentiate multiple services being carried over a single uplink port.

This is the default port mode of a 7210 SAS node in the access-uplink mode of operation.
* network port mode

Network ports are configured for network-facing traffic in the service provider transport or infrastructure
network, and provide IP/MPLS uplinks.

This is the default port mode of a 7210 SAS node in the network or standalone mode of operation.
* hybrid port mode

Hybrid ports are configured for access and network facing traffic, and allow a single port to operate in
both access and network modes.

Port modes available for configuration on a 7210 SAS node are determined by the current mode of
operation of the router.

. Note:
The 7210 SAS-K 2F6C4T and 7210 SAS-K 3SFP+ 8C are unique; all port modes listed in Table
2: Supported port modes by mode of operation are available for configuration on the router,
regardless of the current mode of operation.

The following table lists the port mode configuration support per 7210 SAS mode of operation.

Table 2: Supported port modes by mode of operation

Mode of operation Supported port mode

Access Network Hybrid Access-

uplink

Access-Uplink v v
Network v v v
Satellite °
Standalone v v v
Standalone-VC v v v

The following table lists the port mode configuration supported by the 7210 SAS product family. See the
appropriate Interface Configuration Guide for more information about configuring the port modes for a
specific platform.

5 Port modes are configured on the 7750 SR host and managed by the host.

3HE 19278 AAAA TQZZA © 2023 Nokia. 16

Use subject to Terms available at: www.nokia.com/terms.



7210 SAS-Mxp, R6, R12, S, Sx, T Interface Configuration Getting started
Guide Release 23.3.R1

Table 3: 7210 SAS platforms supporting port modes

Platform Port Mode

Access Network Hybrid Access-

uplink

7210 SAS-D Yes No No Yes
7210 SAS-Dxp Yes No No Yes
7210 SAS-K 2F1C2T Yes No No Yes
7210 SAS-K 2F6C4T Yes Yes Yes Yes
7210 SAS-K 3SFP+ 8C Yes Yes Yes Yes
7210 SAS-Mxp Yes Yes Yes No
7210 SAS-R6 IMM-b Yes Yes Yes No
(IMMv2)
7210 SAS-R6 IMM-c Yes Yes Yes No
100GE (IMM-c 1QSFP28)
7210 SAS-R12 IMM-b Yes Yes Yes No
7210 SAS-R12 IMM-c Yes Yes Yes No
100GE (IMM-c 1QSFP28)
7210 SAS-Sx/S 1/10GE Yes Yes Yes No
7210 SAS-Sx 10/100GE Yes Yes Yes No
7210 SAS-T Yes Yes © Yes ’ Yes

1.4 7210 SAS router configuration process

The following table lists the tasks necessary to provision cards, Media Dependent Adapters (MDAs), and
ports.

This guide is presented in an overall logical configuration flow. Each section describes a software area and
provides CLI syntax and command usage to configure parameters for a functional area.

6 Network ports are supported only if the node is operating in network mode.
7 Hybrid ports are supported only if the node is operating in network mode.
8 Access-uplink ports are supported only if the node is operating in access-uplink mode.
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Table 4: Configuration process

Area Task Chapter

Provisioning Chassis slots and cards Chassis slots and cards
MDAs MDAs
Ports Ports

Reference List of IEEE, IETF, and other | Standards and protocol support
proprietary entities.

1.5 Conventions

This section describes the general conventions used in this guide.

1.5.1 Precautionary and information messages

The following information symbols are used in the documentation.

A DANGER: Danger warns that the described activity or situation may result in serious personal
injury or death. An electric shock hazard could exist. Before you begin work on this equipment,
be aware of hazards involving electrical circuitry, be familiar with networking environments, and

implement accident prevention procedures.

system performance.

e ® P

WARNING: Warning indicates that the described activity or situation may, or will, cause
equipment damage, serious performance problems, or loss of data.

. Note: Note provides additional operational information.

Tip: Tip provides suggestions for use or best practices.

1.5.2 Options or substeps in procedures and sequential workflows

Caution: Caution indicates that the described activity or situation may reduce your component or

Options in a procedure or a sequential workflow are indicated by a bulleted list. In the following example,
at step 1, the user must perform the described action. At step 2, the user must perform one of the listed

options to complete the step.
Example: Options in a procedure

1. User must perform this step.

2. This step offers three options. User must perform one option to complete this step:

3HE 19278 AAAA TQZZA
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« This is one option.
* This is another option.

« This is yet another option.

Substeps in a procedure or a sequential workflow are indicated by letters. In the following example, at step
1, the user must perform the described action. At step 2, the user must perform two substeps (a. and b.) to
complete the step.

Example: Substeps in a procedure
1. User must perform this step.
2. User must perform all substeps to complete this action:
a. This is one substep.
b. This is another substep.
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2 7210 SAS interfaces

This chapter provides information about configuring chassis slots, cards, and ports.

2.1 Configuration overview

. Note:
This guide uses the term “preprovisioning” in the context of preparing or preconfiguring entities
such as chassis slots, line cards (for example, Switch Fabric and Control Plane Module (SF/
CPM) and Integrated Media Modules (IMMs)), and media dependent adapters (MDAs), ports, and
interfaces, before initialization. These entities can be installed but not enabled. When the entity is
in a no shutdown state (administratively enabled), the entity is considered to be provisioned.

The 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE and its variants,
are platforms with a fixed port configuration, and no expansion slots. 7210 SAS software inherits the
concept of CPM, IOM, and MDA from the SR OS to represent the hardware logically. These logical cards
are fixed and are not removable. The software creates two (2) logical cards to represent the CPM and IOM;
the cards are preprovisioned on bootup. The IOM card is modeled with a single MDA that is a logical entity
and represents the fixed ports on the system. The MDA is auto-provisioned on bootup and does not need
to be provisioned. Ports and interfaces can also be preprovisioned.

The 7210 SAS-R6 is a chassis-based platforms that has 6 IMM slots that can accept media cards used
for service delivery and 2 CPM slots that provide control-plane redundancy. The chassis slots must be
provisioned to accept a specific line card and set the relevant configurations before the equipment is
actually installed. The preprovisioning ability allows you to plan your configurations as well as monitor
and manage your router hardware inventory. Ports and interfaces can also be preprovisioned. When the
functionality is needed, the cards can be inserted into the appropriate chassis slots when required.

The 7210 SAS-R12 is a chassis-based platforms that have 12 IMM slots that can accept media cards
used for service delivery and 2 CPM slots that provide control-plane redundancy. The chassis slots must
be provisioned to accept a specific line card and set the relevant configurations before the equipment is
actually installed. The preprovisioning ability allows you to plan your configurations as well as monitor
and manage your router hardware inventory. Ports and interfaces can also be preprovisioned. When the
functionality is needed, the cards can be inserted into the appropriate chassis slots when required.

2.1.1 Chassis slots and cards

The 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE are platforms
which have a set of fixed ports. Software preprovisions the cards on bootup. No expansion slots are
supported on these platforms.

The show card command lists the cards auto-provisioned on 7210 SAS-T, 7210 SAS-Mxp, and
7210 SAS-Sx/S 1/10GE chassis.
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Example

The following show card sample output lists the cards auto-provisioned on 7210 SAS-T chassis.

A:7210SAST>show# card

Card Summary

Slot Provisioned Type Admin Operational Comments
Equipped Type (if different) State State

1 iom-sas up up

A sfm-sas up up/active

A:7210SAST>show#

Example

The following show card sample output lists the cards auto-provisioned on 7210 SAS-Mxp chassis.

*A:sim_dutc>show# card state

Card State

Slot/ Provisioned Type Admin Operational Num Num Comments
Id Equipped Type (if different) State State Ports MDA

1 iom-sas up up 2

1/1 m22-sfp+2-tx+4-sfpp up up 24

A sfm-sas up up Active

*A:sim_dutc>show#

Example

The following show card sample output lists the cards auto-provisioned on 7210 SAS-Sx/S 1/10GE
48-port 1GE variant chassis.

*A:7210SAS>show# card state

Card State

Slot/ Provisioned Type Admin Operational Num  Num Comments
Id Equipped Type (if different) State State Ports MDA

1 iom-sas up up 2

1/1 s48-t4-sfpp up up 52

A sfm-sas up up Active

*A:7210SAS>show#

*A:VoyagerDCpemV2# show card state

Card State
Slot/ Provisioned Type Admin Operational Num Num Comments
Id Equipped Type (if different) State State Ports MDA
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1 iom-sas up up 1
1/1 s64-sfpp+4-cfp up up 68
A sfm-sas up up Active

*A:VoyagerDCpemV2#

The 7210 SAS-R6 is a chassis based platform with 6 IMM slots and 2 CPM slots. On a chassis based
platform the slots must be provisioned. To preprovision a chassis slot, the line card type must be specified.
System administrators or network operators can enter card type information for each slot, allowing a
range of card types in particular slots. From the range of card types, a card and accompanying MDAs (if
any) are specified. When a card is installed in a slot and enabled, the system verifies that the installed
card type matches the allowed card type. If the parameters do not match, the card remains offline. A
preprovisioned slot can remain empty without conflicting with populated slots. 7210 SAS-R6 supports only
CPM and IMMs. It does not support any physical removable MDAs. Software uses logical MDAs internally
to represent the ports on the IMMs and the MDA type is auto-provisioned by software when the IMMs are
provisioned. Check the latest release notes for a list of supported card types (that is, CPM and IMMs). See
the 7210 SAS-R6 Chassis Installation Guide for more information about installation of cards.

The 7210 SAS-R12 is a chassis based platform with 12 IMM slots and 2 CPM slots. On a chassis based
platform the slots must be provisioned. To preprovision a chassis slot, the line card type must be specified.
System administrators or network operators can enter card type information for each slot, allowing a
range of card types in particular slots. From the range of card types, a card and accompanying MDAs (if
any) are specified. When a card is installed in a slot and enabled, the system verifies that the installed
card type matches the allowed card type. If the parameters do not match, the card remains offline. A
preprovisioned slot can remain empty without conflicting with populated slots. 7210 SAS-R12 supports only
CPM and IMMs. It does not support any physical removable MDAs. Software uses logical MDAs internally
to represent the ports on the IMMs and the MDA type is auto-provisioned by software when the IMMs are
provisioned. Please check the latest release notes for a list of supported card types (that is, CPM and
IMMs). See 7210 SAS-R12 Chassis Installation Guide for more information about installation of cards.

N Note:
On the 7210 SAS-R6 and 7210 SAS-R12, the user must preconfigure the type of IMMs that
will be populated so that appropriate resources can be allocated on system bootup. See the
config>system>chassis>allow-imm-family command in the 7210 SAS-Mxp, R6, R12, S, Sx, T
Basic System Configuration Guide for more information.

Example

The following show sample output lists the cards provisioned and equipped in the 7210 SAS-R6 and
7210 SAS-R12 chassis.

*A:sasr_dutb>show# card

Card Summary

Slot Provisioned Type Admin Operational Comments
Equipped Type (if different) State State

1 imm-sas-10sfp+1xfp up up

2 imm-sas-10sfp+1xfp up provisioned
(not equipped)

3 imm-sas-10sfp up up

4 (not provisioned) up unprovisioned
imm-sas-2xfp

5 imm-sas-2xfp up up
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2.3
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6 imm-sas-2xfp up up
A cpm-sf-sas-R6 up up/active
B cpm-sf-sas-R6 up up/standby

*A:sasr_dutb>show#

A:A6144909484>show# card

Card Summary

Slot Provisioned Type Admin Operational Comments
Equipped Type (if different) State State
8 (not provisioned) up unprovisioned
imm-sas-b-4sfp+
A cpm-sf-sas-R12 up up/active
B cpm-sf-sas-R12 up up/standby
MDAs

The 7210 SAS-R6, 7210 SAS-R12, 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE and 7210 SAS-
Sx 10/100GE platforms, as described in the previous section, do not support any physical removable
MDAs. Software uses the concept of MDA internally (as a logical entity) to represent the ports and the
MDA type is either auto-provisioned on bootup or auto-provisioned automatically based on the configured
IMM type.

Digital Diagnostics Monitoring

Some Nokia SFPs, XFPs, and the MSA DWDM transponder support the Digital Diagnostics Monitoring
(DDM) capability, which allows the transceiver module to maintain information about its working status in
device registers, including:

* temperature

* supply voltage

» transmit (Tx) bias current
»  Tx output power

» received (Rx) optical power

. Note:

The optical transceiver DDM feature provides real-time values for guidance. For the specific
values, the optical power data provides an accuracy of +3 dB or better. The accuracy of this data
is defined in the relevant standard for the transceiver type, such as SFF-8472 for SFP+. Use an
optical power meter where precise optical power data is required. Contact your Nokia technical
support representative for further assistance or clarification.

The transceiver is also programmed with warning and alarm thresholds for low and high conditions that can
generate system events. These thresholds are programmed by the transceiver manufacturer.
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No CLI command configuration is required to support DDM operations. However, the show>port port-id
detail command displays DDM information in the Transceiver Digital Diagnostics Monitoring output section.

The Tx and Rx power displayed in the DDM output are average optical power in dBm.

DDM information is populated into the router MIBs, so the DDM data can be retrieved by Network
Management using SNMP. Also, RMON threshold monitoring can be configured for the DDM MIB variables
to set custom event thresholds if the factory-programmed thresholds are not at the desired levels.

The following are potential uses of the DDM data:

+ optics degradation monitoring

With the information returned by the DDM-capable optics module, degradation in optical performance
can be monitored and trigger events based on custom or the factory-programmed warning and alarm

thresholds.

* link/router fault isolation

With the information returned by the DDM-capable optics module, any optical problem affecting a port

can be quickly identified or eliminated as the potential problem source.

The following table describes supported real-time DDM features.

Table 5: Real-time DDM information

Parameter User units SFP/XFP | SFP XFP
units
Temperature | Celsius C Supported Supported
Supply Volts 1\Y Supported Supported
Voltage
TX Bias mA MA Supported Supported
Current
TX Output dBm (converted from mwW Supported Supported
Power mWw)
RX Received | dBm (converted from d mwW Supported Supported
Optical Bm) (Avg Rx Power or
Power4 OMA)
AUX1 parameter dependent - Not supported Supported
(embedded in
transceiver)
AUX2 parameter dependent - Not supported Supported
(embedded in
transceiver)

The following table describes supported factory-programmed DDM alarms and warnings.
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Table 6: DDM alarms and warnings

Parameter SFP/XFP units | SFP XFP Required?

Temperature C Yes Yes Yes
- High Alarm
- Low Alarm
- High Warning
- Low Warning

Supply Voltage N\ Yes Yes Yes
- High Alarm
- Low Alarm
- High Warning

- Low Warning

TX Bias Current MA Yes Yes Yes
- High Alarm
- Low Alarm
- High Warning

- Low Warning

TX Output Power mw Yes Yes Yes
- High Alarm
- Low Alarm
- High Warning

- Low Warning

RX Optical Power mw Yes Yes Yes
- High Alarm
- Low Alarm
- High Warning

- Low Warning

AUX1 parameter No Yes Yes
; dependent

- High Al
'gh Alarm (embedded in

- Low Alarm transceiver)

- High Warning

- Low Warning

AUX2 parameter No Yes Yes

dependent
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2.3.1

2.3.2
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Parameter SFP/XFP units | SFP XFP Required?
- High Alarm (embedded in

- Low Alarm transceiver)

- High Warning

- Low Warning

SFPs and XFPs

The availability of the DDM real-time information and the warning and alarm status is based on the
transceiver. The transceiver may or may not indicate that DDM is supported. Although some Nokia SFPs
support DDM, Nokia SFPs support DDM releases later than Release 2.0. Contact a Nokia technical
support representative for more information about DDM support for specific 7210 SAS releases. Non-DDM
and DDM-supported SFPs are distinguished by a specific value in their EEPROM.

Although DDM data may be available for SFPs that do not indicate DDM support in their EEPROM, Nokia
has not validated or verified the accuracy of this information.

DDM information can be displayed for non-Nokia transceivers, but Nokia is not responsible for the
formatting, accuracy, and other informational details.

Statistics collection

The DDM information and warnings/alarms are collected at one minute intervals, so the minimum
resolution for any DDM events when correlating with other system events is one minute.

Note that in the Transceiver Digital Diagnostic Monitoring section of the show port port-id detail
command output:

+ If the present measured value is higher than the either or both High Alarm, High Warn thresholds, an
exclamation mark “1” displays along with the threshold value.

» If the present measured value is lower than the either or both Low Alarm, Low Warn thresholds, an
exclamation mark 1" displays along with the threshold value.

A:Dut-A# show port 2/1/6 detail

Transceiver Digital Diagnostic Monitoring (DDM), Internally Calibrated

Value High Alarm High Warn Low Warn Low Alarm
Temperature (C) +39.3 +96.0 +94.0 -7.0 -8.0
Supply Voltage (V) 3.27 3.51 3.49 3.12 3.10
Tx Bias Current (mA) 18.8 77.0 70.0 5.5 4.5
Tx Output Power (dBm) 1.33 5.50 5.00 0.00 -0.50
Rx Optical Power (avg dBm) -40.00 -8.50 -9.00 -33.98! -35.23!
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2.4 Ports

This section describes 7210 SAS ports.

2.41 Port types

The following table describes the port types supported on the 7210 SAS platforms.

Table 7: Supported Ethernet ports

7210 SAS platform Fixed copper
ports (10/100/

1000 Base-T)

Ethernet SFP
ports

10 Gigabit XFP/
SFP+ ports

100 Gigabit
QSFP28 ports

7210 SAS-T v v 9
7210 SAS-R6 /10 v 1
7210 SAS-R12 10 v PR
7210 SAS-Mxp v v 12

7210 SAS-Sx/S 1/10GE | v

12

7210 SAS-Sx 10/100GE | , 12

12

12

The following support guidelines apply to the supported Ethernet port types described in the preceding

table:

* 10/100/1000 Base-T copper SFPs can be used in any of the SFP ports.

» Copper SFPs with speeds of 10 Mb/s and full-duplex are supported on the 7210 SAS-Mxp, 7210 SAS-
R6, 7210 SAS-R12, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-T. Copper SFPs with speeds of 10 Mb/s

and half-duplex mode are supported only on the 7210 SAS-T.

» Fixed copper ports on the 7210 SAS-Sx/S 1/10GE 24-port and 48-port copper variants, including PoE
variants, support speeds of 10 Mb/s and 100 Mb/s with full-duplex mode. They do not support half-

duplex mode.

» Combination ports on the 7210 SAS-Mxp and 7210 SAS-Sx 1/10GE support speeds of 10 Mb/s with
full-duplex mode when the copper port is used.

» Fixed copper ports on the 16 x 10/100/1000 Base-T (RJ.5) IMMv2 card on the 7210 SAS-R6 and
7210 SAS-R12 support speeds of 10 Mb/s with full-duplex mode. They do not support speeds of 10 Mb/

s with half-duplex mode.

9 XFP

10 IMMv2 with copper ports
11 IMMv2 (SFP+)

12 SFP+
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Fixed copper ports on the 7210 SAS-T support speeds of 10 Mb/s with full-duplex and half duplex
modes.

On the 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE, the user can select the
fiber interface slot or the copper interfaces slot of the combination port using the following command.

configure port ethernet connection-type

By default, the combination port connection-type is set to auto. The auto option allows the software to
automatically detect the connection type based on the link availability of the media inserted into the port
and set the operational value to either “copper” or “fiber”.

The 7210 SAS-Sx 1/10GE (48-port fiber) supports the use of copper SFP in the SFP slot for combo
ports.

Note: Nokia recommends that the user should not plug in the connector for the copper
connection while using the SFP port (the opposite also applies). That is, at any point in time,
only a single connector must be used.

The SFP+ ports on the 7210 SAS-Sx/S 1/10GE and 7210 SAS-Sx 10/100GE allow the use of 1
GE fiber-optic SFPs or copper SFPs in SFP+ interface slots. Before using the 1 GE SFP, you must
configure a speed of 1000 Mb/s on the SFP+ ports using the following command.

configure port ethernet speed

Only a speed of 1 Gb/s is supported for copper SFPs; that is, speeds of 10 Mb/s and 100 Mb/s are not
supported.

The SFP+ ports on the 7210 SAS-Sx/S 1/10GE and 7210 SAS-Sx 10/100GE allow the use of 1

GE fiber-optic SFPs or copper SFPs in SFP+ interface slots. Before using the 1 GE SFP, you must
configure a speed of 1000 Mb/s on the SFP+ ports using the config port ethernet speed command.
Only a speed of 1 Gb/s is supported for copper SFPs; that is, 10 Mb/s and 100 Mb/s speeds are not
supported.

The ports on the 7210 SAS-Sx 10/100GE 64SFP+ 4QSFP28 front panel are named 1/1/1 to 1/1/64 for
the 64 SFP+ ports and 1/1/c1, 1/1/c2, 1/1/c3, and 1/1/c4 for the 100GE 4QSFP28 ports.

Port modes

In 7210 SAS devices, port must be configured as either access, access uplink or network. The following
paragraphs describe the significance of the different port modes and the support available on different
platforms.

access ports

Configured for customer facing traffic on which services are configured. If a Service Access Port (SAP)
is to be configured on the port, it must be configured as an access port. When a port is configured for
access mode, the appropriate encapsulation type must be configured to distinguish the services on
the port. After a port has been configured for access mode, one or more services can be configured on
the port depending on the encapsulation value. Access ports can be configured on all the 7210 SAS
platforms.

access-uplink ports
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Access-uplink ports are used to provide native Ethernet connectivity in service provider transport or
infrastructure network. This can be achieved by configuring port mode as access uplink. With this
option, the encap-type can be configured to only ging. Access-uplink SAPs, which are QinQ SAPs, can
only be configured on an access uplink port to allow the operator to differentiate multiple services being
carried over a single access uplink port. This is the default mode when a node is operating in access-
uplink mode.

network ports

Configured for network facing traffic. These ports participate in the service provider transport or
infrastructure network. Dot1q is supported on network ports. This is default for nodes operating in
network mode.

hybrid ports

Configured for access and network facing traffic. While the default mode of an Ethernet port remains
network, the mode of a port cannot be changed between the access/network/hybrid values unless the
port is shut down and the configured SAPs or interfaces are deleted. Hybrid ports allow a single port
to operate in both access and network modes. MTU of port in hybrid mode is the same as in network
mode except for the 10/100 MDA. The default encap for hybrid port mode is dot1q, it also supports
QinQ encapsulation on the port level. Null hybrid port mode is not supported.

After the port is changed to hybrid, the default MTU of the port is changed to match the value of 9212
bytes currently used in network mode (higher than an access port); this is to ensure that both SAP and
network VLANs can be accommodated.

The only exception is when the port is a 10/100 fast Ethernet. In those cases, the MTU in hybrid mode
is set to 1522 bytes, which corresponds to the default access MTU with QinQ, which is larger than

the network dot1g MTU or access dot1q MTU for this type of Ethernet port. The configuration of all
parameters in access and network contexts will continue to be done within the port using the same CLI
hierarchy as in existing implementation. The difference is that a port configured in mode hybrid allows
both ingress and egress contexts to be configured concurrently.

An Ethernet port configured in hybrid mode can have two values of encapsulation type: dot1q and
QinQ. The NULL value is not supported because a single SAP is allowed, and can be achieved by
configuring the port in the access mode, or a single network IP interface is allowed, which can be
achieved by configuring the port in network mode. Hybrid mode can be enabled on a LAG port when
the port is part of a single chassis LAG configuration. When the port is part of a multi-chassis LAG
configuration, it can only be configured to access mode as MC-LAG is not supported on a network port
and consequently is not supported on a hybrid port.

The following table describes the port modes that are supported on each 7210 SAS platform.

Table 8: 7210 SAS platforms supporting port modes

Port mode platforms | Access Network Hybrid Access-
uplink
7210 SAS-T Yes Yes '3 Yes ™ Yes '

13 Network ports can be configured only if the BOF is configured to operate the node in network mode (also

known as, MPLS mode).

14 Hybrid ports are supported only when the node is operating in network mode.

15 Access-uplink ports can be configured only if the BOF is configured to operate the node in access-uplink
mode (also known as, L2 mode).
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Port mode platforms | Access Network Hybrid Access-
uplink

7210 SAS-R6 IMM-b Yes Yes Yes No

(IMMv2)

7210 SAS-R6 IMM- Yes Yes No No

¢ 100GE (IMM-c

1QSFP28)

7210 SAS-R12 IMM-b | Yes Yes Yes No

7210 SAS-R12 IMM- Yes Yes No No

¢ 100GE (IMM-c

1QSFP28)

7210 SAS-Mxp Yes Yes Yes No

7210 SAS-Sx/S 1/10GE | Yes Yes Yes No

7210 SAS-Sx 10/100GE | Yes Yes Yes No

2.4.1.2 Port dot1q VLAN Etype

7210 SAS supports an option to allow the user to use a different dot1q VLAN Ethernet Type (Etype). It
allows for interoperability with third-party switches that use some pre-standard (other than 0x8100) dot1q
VLAN etype.

2.4.1.3 Configuration guidelines for dot1q-etype

The following are the configuration guidelines for dot1g-etype configured for dot1q encap port:
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Dot1g-etype configuration is supported for all ports - Access, Hybrid and Network ports.

Dot1g-preserve SAPs cannot be configured on dot1qg encap ports configured to use ethertype other
than 0x8100.

Priority tagged packet received with etype 0x8100 on a dot1q port configured with etype 0x9100 are
classified as priority tagged packet and mapped to a dot1q :0 SAP (if configured) and the priority tag is
removed.

Priority tagged packets received with etype 0x6666 (any value other than 0x8100) on a dot1q port
configured with etype 0x9100 is classified as null-tagged packet and mapped to a dot1q :0 SAP (if
configured) and the priority tag is retained and forwarded.

The dot1g-etype is modified only for the dot1q encap port (access/hybrid port). The dot1g-etype cannot
be modified on Network ports.

During the non-default dot1g-rvpls and ging-rvpls, the extra tagged packets is dropped even for an
0x8100 packets on an RVPLS SAP, this is applicable only for network mode (and not access-uplink
mode).
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2.4.2 Support for Power over Ethernet

. Note:
Power over Ethernet (PoE) is supported only on the 7210 SAS-Mxp ETR, 7210 SAS-Sx/S
1/10GE operating in standalone mode, and 7210 SAS-T ETR.

The 7210 SAS-Mxp ETR, 7210 SAS-Sx/S 1/10GE PoE variants, and 7210 SAS-T ETR support PoE in
accordance with the 802.3af and 802.3at standards. This feature allows these platforms to supply power to
connected PoE devices, such as telephones, CCTV cameras, and other PoE standard compliant devices.

The 7210 SAS-Sx 1/10GE supports two PoE variants:
* 24Tp 4SFP+ PoE
* 48Tp 4SFP+ PoE

In addition to the PoE variants, the following 7210 SAS-Sx 1/10GE fiber variants support two PoE/PoE+
ports:

» 22F 2C 4SFP+

* 46F 2C 4SFP+

The 7210 SAS-S 1/10GE supports two PoE variants:
+ 24Tp 4SFP+ AC PoE

* 48Tp 4SFP+ AC PoE

The following PoE functionalities are available:

» The 7210 SAS supports both 802.3af (PoE) and 802.3at (PoE+) on all ports. The ports can be used
to connect either PoE or PoE+ devices, or a combination of both simultaneously, as long as the power
drawn is within the device system limits.

» Only Alternative A, as described in the 802.3af and 802.3at standards, is supported on the 7210 SAS.

+ The 7210 SAS supports classification of both Type 1 and Type 2 PoE devices (PDs) using the physical
layer classification mechanism (using the 1-event physical layer classification mechanism for Type 1 PD
and 2-event physical layer classification mechanism for Type 2 PD).

+ The 7210 SAS supports the class-based power allocation method, which allocates power based
on the identified class using a physical layer classification mechanism. The 802.3af and 802.3at
standards define the power that can be allocated or requested by a particular class. The standards
define four classes: Class 1, Class 2, Class 3, and Class 4. These classes are used to allow PoE
devices to request power based on their needs. If there is not enough power available to supply the
identified class, power is denied to the connected PoE device. Each 7210 SAS device has a limit on the
maximum amount of power it can provide. If the total power requested by the PDs connected to PoE-
enabled ports exceeds this threshold, the 7210 SAS device denies power to the other PD. When power
is denied to the PD, the port is operationally up, even though power is not supplied to the port. If power
is applied successfully or denied to the port, the system logs an event.

»  Only DC power is supplied to connected PDs. It is supported for PDs that use injectors where an AC/
DC wall device is used to power a remote PoE device.

» The software monitors the PoE port, detects faults and events, and raises traps. The software displays
this information in the status report. The following events and faults are detected and notify the user:

— supplying power event

This event is generated when power is supplied to a connected PoE device after successful
detection and classification.
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— denied power event

This event is generated when power is denied to a connected PoE device after successful detection
and classification.

— disconnect event

This event is generated when a connected PoE device is disconnected from the port and stops
drawing power from the node.

— fault events

These events are generated for overload, short-circuit, and other events. Software clears the fault
when the fault no longer exists.

+ If a port enabled for PoE is shut down, the power supplied to the port is disabled. It restores power
when the no shutdown command is executed, if the request does not exceed the power budget.

2.4.2.1 PoE configuration notes

The following configuration notes apply for PoE:

* Onthe 7210 SAS-T ETR, up to four fixed copper ports are available to connect POE/PoE+ devices. The
7210 SAS-T ETR can supply a maximum of 60 W.

* Onthe 7210 SAS-Mxp ETR, up to 2 ports are available to connect POE/PoE+ devices. The 7210 SAS-
Mxp ETR can supply a maximum of 60 W.

* Onthe 7210 SAS-T ETR and 7210 SAS-Mxp ETR, the maximum available power must be shared
among all PoE/PoE+ devices connected to the node. That is, the node can support a mix of PoE
devices (using 15 W) and PoE+ devices (using 30 W) as long as the total power drawn is within the
system limits.

* The 7210 SAS-Sx 1/10GE 24-port and 48-port fiber variants provide two PoE/PoE+ capable combo
ports: 1/1/1 and 1/1/2. To use PoE/PoE+, these combo ports must be configured to use the copper
interface and can draw maximum of 60 W. The ports can be used for either PoE or PoE+ devices, or a
combination.

* Onthe 7210 SAS-Sx 1/10GE and 7210 SAS-S 1/10GE, the 24-port and 48-port copper PoE variants
support PoE/PoE+ on all fixed copper ports. On both variants, the PoE ports can draw maximum of 720
W. On the 24-port PoE variant, each port can draw up to 15 W for PoE or up to 25 W for PoE+. On the
48-port PoE variant, each port can draw up to 15 W for PoE or up to 25 W for PoE+, or a combination of
PoE and PoE+ devices can be connected to the ports, as long as the total power drawn across all ports
does not exceed 720 W.

2.5 Link Layer Discovery Protocol

The IEEE 802.1ab Link Layer Discovery Protocol (LLDP) standard defines protocol and management
elements suitable for advertising information to stations attached to the same IEEE 802 LAN. The
protocol facilitates the identification of stations connected by IEEE 802 LANs or MANSs, their points of
interconnection, and access points for management protocols.

The LLDP helps the network operators to discover topology information. This information is used to detect
and resolve network problems and inconsistencies in the configuration.

The following list is the information included in the protocol defined by the IEEE 802.1ab standard:
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The following figure shows the internal architecture for a network node.

Figure 1: LLDP internal architecture for a network node

Connectivity and management information about the local station to adjacent stations on the same IEEE

802 LAN is advertised.

Network management information from adjacent stations on the same IEEE 802 LAN is received.

Operates with all IEEE 802 access protocols and network media.

Network management information schema and object definitions suitable for storing connection
information about adjacent stations is established.

Provides compatibility with a number of MIBs.
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To detect and address network problems and inconsistencies in the configuration, the network operators
can discover the topology information using LLDP. The Standard-based tools address the complex network
scenarios where multiple devices from different vendors are interconnected using Ethernet interfaces.

The following figure shows an MPLS network that uses Ethernet interfaces in the core or as an access/
handoff interfaces to connect to different kind of Ethernet enabled devices such as service gateway/

routers, QinQ switches DSLAMSs or customer equipment.

The topology information of the network in the following figure can be discovered if, IEEE 802.1ab LLDP is
running on each of the Ethernet interfaces in network.

3HE 19278 AAAA TQZZA

Use subject to Terms available at: www.nokia.com/terms.

© 2023 Nokia.

33



7210 SAS-Mxp, R6, R12, S, Sx, T Interface Configuration 7210 SAS interfaces
Guide Release 23.3.R1

Figure 2: Generic customer use case for LLDP
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2.5.1 LLDP protocol features

LLDP is an unidirectional protocol that uses the MAC layer to transmit specific information related to the
capabilities and status of the local device. Separately from the transmit direction, the LLDP agent can also
receive the same kind of information for a remote device which is stored in the related MIBs.

LLDP does not contain a mechanism for soliciting specific information from other LLDP agents, nor does
it provide a specific means of confirming the receipt of information. LLDP allows the transmitter and the
receiver to be separately enabled, making it possible to configure an implementation so the local LLDP
agent can either transmit only or receive only, or can transmit and receive LLDP information.

The information fields in each LLDP frame are contained in a LLDP Data Unit (LLDPDU) as a sequence
of variable length information elements, that each include type, length, and value fields (known as TLVs),
where:

» type identifies what kind of information is being sent
* length indicates the length of the information string in octets

» value is the actual information that needs to be sent (for example, a binary bit map or an alphanumeric
string that can contain one or more fields)

Each LLDPDU contains four mandatory TLVs and can contain optional TLVs as selected by network
management:

* Chassis ID TLV
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2.5.2
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* PortID TLV

» Time To Live TLV

» Zero or more optional TLVs, as allowed by the maximum size of the LLDPDU
+ End Of LLDPDU TLV

The chassis ID and the port ID values are concatenated to form a logical identifier that is used by the
recipient to identify the sending LLDP agent/port. Both the chassis ID and port ID values can be defined in
a number of convenient forms. When selected however, the chassis ID/port ID value combination remains
the same as long as the particular port remains operable.

A non-zero value in the TTL field of the Time To Live TLV tells the receiving LLDP agent how long all
information pertaining to this LLDPDU identifier will be valid so that all the associated information can
later be automatically discarded by the receiving LLDP agent if the sender fails to update it in a timely
manner. A zero value indicates that any information pertaining to this LLDPDU identifier is to be discarded
immediately.

Note that a TTL value of zero can be used, for example, to signal that the sending port has initiated a port
shutdown procedure. The End Of LLDPDU TLV marks the end of the LLDPDU.

The implementation defaults to setting the port-id field in the LLDP OAMPDU to tx-local. This encodes
the port-id field as ifiIndex (sub-type 7) of the associated port. This is required to support some releases of
SAM. SAM may use the iflndex value to correctly build the Layer Two Topology Network Map. However,
this numerical value is difficult to interpret or readily identify the LLDP peer when reading the CLI or MIB
value without SAM. Including the port-desc option as part of the tx-tlv configuration allows an ALU remote
peer supporting port-desc preferred display logic to display the value in the port description TLV instead
of the port-id field value. This does not change the encoding of the port-id field. That value continues to
represent the iflndex. In some environments, it may be important to select the specific port information that
is carried in the port-id field. The operator has the ability to control the encoding of the port-id information
and the associated sub-type using the port-id-sub-type option. Three options are supported for the port-
idsub-type:

« tx-if-alias

Transmit the ifAlias String (sub-type 1) that describes the port as stored in the IFMIB, either user
configured description or the default entry (ie 10/100/Gig Ethernet SFP)

» tx-if-name

Transmits the ifName string (sub-type 5) that describes the port as stored in the IFMIB, ifName info
+ tx-local

The interface iflndex value (sub-type 7)

IPv6 (address sub-type 2) and IPv4 (address sub-type 1) LLDP System Management addresses are
supported.

LLDP tunneling for Epipe service

Customers who subscribe to Epipe service consider the Epipe as a wire, and run LLDP between their
devices which are located at each end of the Epipe. To facilitate this, the 7210 SAS devices support
tunneling of LLDP frames that use the nearest bridge destination MAC address.

If enabled using the command tunnel-nearest-bridge-dest-mac, all frames received with the matching
LLDP destination MAC address are forwarded transparently to the remote end of the Epipe service. To
forward these frames transparently, the port on which tunneling is enabled must be configured with NULL
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SAP and the NULL SAP must be configured in an Epipe service. Tunneling is not supported for any other
port encapsulation or other services.

Additionally, before enabling tunneling, admin status for LLDP dest-mac nearest-bridge

must be set to disabled or Tx only, using the command admin-status available under
configure>port>ethernet>lldp>destmac-nearest-bridge. If admin-status for dest-mac nearest-bridge is
set to receive and process nearest-bridge LLDPDUs (that is, if either rx or tx-rx is set) then it overrides the
tunnel-nearest-bridge-dest-mac command.

The following table describes the behavior for LLDP with different values set in use for admin-status and
when tunneling is enabled or disabled.

Table 9: Behavior for LLDP with different values

Nearest-bridge-mac admin status | Tunneling enabled Tunneling disabled
Rx Process/Peer Process/Peer

Tx Tunnel Drop

Rx-Tx Process/Peer Process/Peer
Disabled Process/Peer Drop

. Note:

Transparent forwarding of LLDP frames can be achieved using the standard defined mechanism
when using the either nearest-non-tmpr or the nearest-customer as the destination MAC address
in the LLDP frames. Nokia recommends that the customers use these MAC address where
possible to conform to standards. This command allows legacy LLDP implementations that do
not support these additional destinations MAC addresses to tunnel LLDP frames that use the
nearest-bridge destination MAC address.

2.5.3 LLDP media endpoint discovery

. Note:
This feature is only supported on the 7210 SAS-Sx/S 1/10GE operating in the standalone or
standalone-VC mode.

The IEEE standard 802.1AB is designed to provide a multivendor solution for the discovery of elements on
an Ethernet Layer 2 data network. The LLDP standard allows nodes attached to an Ethernet LAN/WAN to
advertise functionalities provided by that node to other nodes attached to the same LAN segment. See Link
Layer Discovery Protocol for more information about IEEE 802.1AB.

The ANSI/TIA-1057 standard, Link Layer Discovery Protocol for Media Endpoint Devices, provides
extensions to IEEE 802.1AB that are specific to media endpoint devices (MEDs), for example, voice
phone and video terminal, in an IEEE 802 LAN environment. This standard defines specific usage of the
IEEE 802.1AB LLDP base specification and interaction behavior between MEDs and LAN infrastructure
elements.

LLDP media endpoint discovery (LLDP-MED) is an extension of LLDP that provides basic provisioning
information to connected media endpoint devices. LLDP-MED extends LLDP protocol messages with more
information to support voice over IP (VolP) applications.
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On the 7210 SAS, LLDP-MED supports the exchange of network policy information to provide the VLAN
ID, dot1p bits, and IP DSCP value to media endpoint devices such as a VolP phone.

The following TLVs are supported for LLDP-MED:
+ LLDP-MED Capabilities TLV
* Network Policy TLV

2.5.3.1 LLDP-MED reference model

LLDP-MED devices are composed of two primary device types: network connectivity devices and endpoint
devices.

LLDP-MED network connectivity devices provide access to the IEEE 802 LAN infrastructure for LLDP-MED
endpoint devices. An LLDP-MED network connectivity device is a LAN access device based on any of the
following technologies:

» LAN switch or router

» |EEE 802.1 bridge

» |EEE 802.3 repeater

+ |EEE 802.11 wireless access point

» any device that supports the IEEE 802.1AB and MED extensions defined by the standard and that can
relay IEEE 802 frames using any method

Endpoint devices are composed of three sub-types, as defined in ANSI/TIA-1057:
» generic endpoints (Class I)

This endpoint device class is for basic endpoints in LLDP-MED (for example, IP communications
controllers).

* media endpoints (Class Il)

This endpoint device class supports IP media streams (for example, media gateways and conference
bridges).

+ communication device endpoints (Class Ill)

This endpoint device class support the IP communication system end user (for example, IP telephones
and softphones).

The following figure shows the LLDP-MED reference model.

e Note:
Acting as the network connectivity device, the 7210 SAS only supports the configuration of LLDP-
MED communication device endpoints (Class lll), such as VolP phone, using the Network Policy
TLV.
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Figure 3: LLDP-MED reference model
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2.5.3.2 LLDP-MED network connectivity device functions

sw3000

To enable LLDP-MED network connectivity device functions, configure the config port ethernet lidp dest-
mac lldp-med admin-status command. When this command is configured, the behavior of the node is as

follows:

+ If admin-status is set to rx-tx, the LLDP agent transmits and receives LLDP-MED TLVs on the
port. The 7210 SAS node includes the LLDP-MED Capabilities TLV and the Network Policy TLV (if
configured) in the LLDP message that is generated in response to an LLDP message with the LLDP-

MED Capabilities TLV received on the port.

+ If admin-status is set to disabled, the 7210 SAS ignores and does not process the LLDP-MED

Capabilities TLV in the LLDP message received on the port.

. Note:
The configure port ethernet lidp admin-status command must be enabled for LLDP-MED TLV
processing. The admin-status configuration in the lldp context must not conflict with the admin-

status configuration in the lldp-med context.

When LLDP-MED is enabled on the port, the Network Policy TLV is sent out of the port using the

parameters configured for the network policy that is associated with the port.
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e Note:
See the 7210 SAS-Mxp, R6, R12, S, Sx, T Basic System Configuration Guide for
more information about configuring network policy parameters using commands in the
config>system>lldp>lidp-med context.

2.5.3.3 LLDP-MED endpoint device move notification

The endpoint move detection notification enables VolP management systems to track the

movement of VoIP phones. On the 7210 SAS, the user has the option to generate the
lldpXMedTopologyChangeDetected event on detection of movement of the endpoint device. By default,
the event is disabled. To enable the event, configure the config>log>event-control lidp generate and
config>port>ethernet>lldp> dest-mac>nearest-bridge>notification commands.

2.5.3.4 Modified use of TLVs defined in LLDP

LLDP-MED modifies the usage of some LLDP base TLVs for network connectivity devices. Specifically,
the 7210 SAS supports the transmission of the MAC/PHY Configuration Status TLV when LLDP-MED is
enabled. The transmission of this TLV is enabled using the config>port>ethernet>lldp>dest-mac>Ildp-
med>tx-tlvs mac-phy-config-status CLI command option.

2.6 Port loopback for Ethernet ports

7210 SAS devices support port loopback for Ethernet ports. There are two flavors of port loopback
commands - port loopback without mac-swap and port loopback with mac-swap. Both these commands
are helpful for testing the service configuration and measuring performance parameters such as
throughput, delay, and jitter on service turn-up. Typically, a third-party external test device is used to inject
packets at desired rate into the service at a central office location.

The following sections describe the port loopback functionality.

2.6.1 Port loopback without MAC swap

When the port loopback command is enabled, the system enables PHY/MAC loopback on the specified
port. All the packets are sent out the port configured for loopback and received back by the system. On
ingress to the system after the loopback, the node processes the packets as per the service configuration
for the SAP.

This is recommended for use with only VLL services. This command affects all the services configured on
the port, therefore the user is advised to ensure all the configuration guidelines mentioned for this feature
in the command description are followed.

2.6.2 Port loopback with MAC swap

. Note:
Port loopback with MAC swap is not supported on100GE IMM-c cards for the 7210 SAS-R6 and
7210 SAS-R12.
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The 7210 SAS provides port loop back support with MAC swap. When the port loopback command is
enabled, the system enables PHY/MAC loopback on the specified port. All the packets are sent out the
port configured for loopback and received back by the system. On ingress to the system after the loopback,
the node swaps the MAC addresses for the specified SAP and the service. It only processes packets that
match the specified source MAC address and destination MAC address, while dropping packets that do not
match. It processes these packets as per the service configuration for the SAP.

This is recommended for use with only VPLS and VLL services. This command affects all the services
configured on the port, therefore the user is advised to ensure all the configuration guidelines mentioned
for this feature in the command description are followed.

LAG

Based on the IEEE 802.3ax standard (formerly 802.3ad), Link Aggregation Groups (LAGs) can be
configured to increase the bandwidth available between two network devices, depending on the number
of links installed. LAG also provides redundancy when one or more links participating in the LAG fail. All
physical links in a specific LAG links combine to form one logical interface.

Packet sequencing must be maintained for any specific session. The hashing algorithm deployed by Nokia
routers is based on the type of traffic transported to ensure that all traffic in a flow remains in sequence
while providing effective load sharing across the links in the LAG.

LAGs must be statically configured or formed dynamically with Link Aggregation Control Protocol (LACP).
The optional marker protocol described in IEEE 802.3ax is not implemented. LAGs can be configured on
network and access ports.

. Note:
For details on LAG scale per platform, contact your Nokia technical support representative.
LAG features

This section describes hardware and software LAG capabilities.

Hardware capabilities

The LAG load sharing is executed in hardware, which provides line rate forwarding for all port types.

Software capabilities

The Nokia solution conforms to the IEEE LAG implementation, including dynamic costing and LAG port
threshold features. The dynamic cost and LAG port threshold features can be enabled even if the second
node is not a Nokia router.

Dynamic cost

Dynamic cost can be enabled with the config>lag dynamic-costcommand or by the action specified in the
config>lag>port-threshold command.
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2.71.2.2

If dynamic cost is enabled and the number of active links is greater than the port threshold value (0-7 or
0-15), depending on chassis-mode and IOM type), then the path cost is dynamically calculated whenever
there is a change in the number of active links regardless of the specified port threshold action. If the
port-threshold is met and the action is set to dynamic cost, then the path cost is dynamically recalculated
regardless of the global dynamic cost configuration.

Enabling dynamic costing causes the physical link metrics used by OSPF to be applied based on the
operational or aggregate link bandwidth in the LAG that is available at the time, providing the number of
links that are up exceeds the configured LAG port threshold value. If the number of available links falls
below the configured threshold, the configured threshold action determines if and at what cost this LAG will
be advertised.

For example, assume a single link in OSPF has an associated cost of 100 and the LAG consists of
four physical links. The cost associated with the logical link is 25. If one link fails then the cost would
automatically be adjusted to 33.

If dynamic cost is not configured then costing is applied based on the total number of links configured. The
cost would be calculated at 25. This will remain static provided the number of links that are up exceeds the
configured LAG threshold.

LAG port threshold

The LAG port threshold feature allows configuration of the behavior, when the number of available links in
a LAG falls below or is equal to the specified threshold. Two options are available:

+ If the number of links available (up) in a LAG is less than the configured threshold, then the LAG is
regarded as operationally down. For example, assume a LAG consists of four physical links. The
threshold is set to two and dynamic costing is not configured. If the operational links is equal to or drops
below two, the link is regarded as operationally down until the number of operational links is two or
more.

*  When the number of links available in a LAG is less than the configured threshold, the LAG starts using
the dynamic-cost allowing other nodes to adjust their routing tables according to the revised costs. In
this case, when the threshold is not crossed, a fixed metric (all links operational) is advertised.

2.7.2 Configuring LAGs

The following are guidelines for configuring LAGs:

» Ports can be added or removed from the LAG while the LAG and its ports (other than the port being
removed) remain operational. When ports to or from the LAG are added or removed, the hashing
algorithm is adjusted for the new port count.

+ The show commands display physical port statistics on a port-by-port basis or the entire LAG can be
displayed.

* LAG is supported on Ethernet ports.

» Ports of a particular LAG can be of different types but they must be the same speed and duplex. To
guarantee the same port speed is used for all ports in a LAG, auto-negotiation must be disabled or in
limited mode to ensure only a specific speed is advertised.

The following figure shows traffic routed between ALA-1 and ALA-2 as a LAG consisting of four ports.
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Figure 4: LAG configuration
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LAG on access

Link Aggregation Groups (LAG) is supported on access ports and access-uplink ports. This is treated
the same as LAG on network ports which provides a standard method to aggregate Ethernet links. The
difference lies in how QoS is handled.

LAG and QoS policies on 7210 SAS-T, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx
10/100GE

In the 7210 SAS-T, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE an ingress QoS policy is applied
to the aggregate traffic that is received on all the member ports of the LAG. For example, if an ingress
policy is configured with a policer of PIR 100 Mbps, for a SAP configured on a LAG with two ports, then the
policer limits the traffic received through the two ports to a maximum of 100 Mbps.

In the 7210 SAS-T, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE an egress QoS policy
parameters are applied to all the ports that are members of the LAG (all ports get the full SLA). For
example, if an egress policy is configured with a queue shaper rate of PIR 100 Mbps, and applied to an
access-uplink or access LAG configured with two port members, then each port would send out 100 Mbps
of traffic for a total of 200 Mbps of traffic out of the LAG. The advantage of this method over a scheme
where the PIR is divided equally among all the member ports of the LAG is that, a single flow can use the
entire SLA. The disadvantage is that, the overall SLA can be exceeded if the flows span multiple ports.

LAG and QoS policies on 7210 SAS-Mxp

In 7210 SAS-Mxp, a SAP ingress QoS policy or network port ingress QoS policy or network IP interface
ingress QoS policy is applied to the aggregate traffic that enters the traffic through all the ports of

the system. For example, if an ingress policy is configured with a policer of PIR 100 Mbps, for a SAP
configured on a LAG with two ports, then the policer limits the traffic entering the system through the two
ports to a maximum of 100 Mbps.

In 7210 SAS-Mxp, SAP egress QoS policy shaper parameters are applied to all the ports that are members
of the LAG (all ports get the full SLA). For example, if an SAP egress policy is configured with a shaper
of PIR 100 Mbps, each port would get a PIR of 100 Mbps. The advantage of this method over a scheme
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where the PIR is divided equally among all the member ports of the LAG is that, a single flow can uses the
entire SLA. The disadvantage is that the overall SLA can be exceeded if the flows span multiple ports.

In 7210 SAS-Mxp, network port egress QoS policy shaper parameters are applied to all the ports that are
members of the LAG (all ports get the full SLA). For example, if an network port egress policy is configured
with a shaper of PIR 100 Mbps, each port would get a PIR of 100 Mbps. The advantage of this method
over a scheme where the PIR is divided equally among all the member ports of the LAG is that, a single
flow can uses the entire SLA. The disadvantage is that the overall SLA can be exceeded if the flows span
multiple ports.

In 7210 SAS-Mxp, when operating in port-based queuing mode, the access egress QoS policy is applied

to access ports and the policy parameters are applied to all the ports that are members of the LAG (all
access ports get the full SLA). For example, if an access egress policy is configured with a shaper of PIR
100 Mbps, each port gets a PIR of 100 Mbps. The advantage of this method over a scheme where the

PIR is divided equally among all the member ports of the LAG is that a single flow can use the entire SLA.
The disadvantage is that the overall SLA can be exceeded if the flows span multiple ports. Access egress
policy override parameters configured for the primary port of the LAG are applied to all the member ports of
the LAG.

2.7.6 LAG and QoS policies on 7210 SAS-R6 and 7210 SAS-R12

In 7210 SAS-R6 and 7210 SAS-R12, a SAP ingress QoS policy or network port ingress QoS policy or
network IP interface ingress QoS policy is applied to the aggregate traffic that enters through all the ports
on a IMM. If the LAG has member ports on different IMMs, then the policy is created for each IMM and

is applied to the aggregate traffic that enters through all the ports on a specific IMM. For example, if an
ingress policy is configured with a policer of PIR 100 Mbps, for a SAP configured on a LAG with two ports,
then the policer limits the traffic entering through the two ports of the IMM to a maximum of 100 Mbps. If
the LAG has two ports on 2 different IMMs, then policy is applied each IMM individually, and the policer on
each IMM allows a maximum of 100 Mbps for a total of 200 Mbps.

In 7210 SAS-R6 and 7210 SAS-R12, SAP egress QoS policy shaper parameters are applied to all the
ports that are members of the LAG (all ports get the full SLA), irrespective of whether they are located on a
single IMM or two different IMMs. For example, if an SAP egress policy is configured with a shaper of PIR
100 Mbps, each port would get a PIR of 100 Mbps. The advantage of this method over a scheme where
the PIR is divided equally among all the member ports of the LAG is that, a single flow can uses the entire
SLA. The disadvantage is that the overall SLA can be exceeded if the flows span multiple ports.

In 7210 SAS-R6 and 7210 SAS-R12, network port egress QoS policy shaper parameters are applied to all
the ports that are members of the LAG (all ports get the full SLA), irrespective of whether they are located
on a single IMM or two different IMMs. For example, if an network port egress policy is configured with a
shaper of PIR 100 Mbps, each port would get a PIR of 100 Mbps. The advantage of this method over a
scheme where the PIR is divided equally among all the member ports of the LAG is that, a single flow can
uses the entire SLA. The disadvantage is that the overall SLA can be exceeded if the flows span multiple
ports.

In 7210 SAS-R6 and 7210 SAS-R12, when operating in port-based queuing mode, the access egress QoS
policy is applied to access ports and the policy parameters are applied to all the ports that are members

of the LAG (all access ports get the full SLA). For example, if an access egress policy is configured with a
shaper of PIR 100 Mbps, each port gets a PIR of 100 Mbps. The advantage of this method over a scheme
where the PIR is divided equally among all the member ports of the LAG is that a single flow can use the
entire SLA. The disadvantage is that the overall SLA can be exceeded if the flows span multiple ports.
Access egress policy override parameters configured for the primary port of the LAG are applied to all the
member ports of the LAG.

3HE 19278 AAAA TQZZA 43

© 2023 Nokia.

Use subject to Terms available at: www.nokia.com/terms.



7210 SAS-Mxp, R6, R12, S, Sx, T Interface Configuration

Guide Release 23.3.R1

7210 SAS interfaces

2.7.7

2.7.8

2.7.8.1

3HE 19278 AAAA TQZZA

Port link damping

Hold time controls enable port link damping timers that reduce the number of link transitions reported to
upper layer protocols.

The 7210 SAS OS port link damping feature guards against excessive port transitions. Any initial port
transition is immediately advertised to upper layer protocols, but any subsequent port transitions are not
advertised to upper layer protocols until a configured timer has expired.

An “up” timer controls the dampening timer for link up transitions, and a "down” timer controls the
dampening timer for link down transitions.

LACP

Generally, link aggregation is used for two purposes: provide an increase in bandwidth and provide
redundancy. Both aspects are addressed by aggregating several Ethernet links in a single LAG.

Under normal operation, all non-failing links in a specific LAG will become active and traffic is load
balanced across all active links. In some circumstances, however, this is not wanted. Instead, it may be
wanted that only some of the links are active and the other links be kept in stand-by condition.

LACP enhancements allow active lag-member selection based on particular constrains. The mechanism is
based on the IEEE 802.3ax standard so interoperability is ensured.

Active-standby LAG operation without LACP

Active/standby LAG is used to provide redundancy while keeping consistency of QOS enforcement. Some
devices do not support LACP and therefore an alternative solution is required.

The active/standby decision for LAG member links is local decision driven by preconfigured selection-
criteria. This decision was communicated to remote system using LACP signaling.

As an alternative, the operator can disable the signal transmitted by using the power-off option for
standby-signaling in the CLI command at the LAG level at the port member level. The transmit laser
is switched off for all LAG members in standby mode. On switch over (active-links failed), the laser is
switched on and all LAG members become active.

. Note:
This mode of operation cannot detect physical failures on the standby link, which means that
the network operator cannot be certain that the standby links are capable to take over in case of
active-links failure. This is an inherent limitation of this operational mode.

When LACP goes down on a standby link, a warning message announcing that LACP has expired on the
corresponding member port is printed in log 99 at the other end.

The operation where standby ports are powered down is mutually exclusive with LACP and, therefore,
is modeled as a separate mode of LACP operation of power-off. For this mode, the best-port selection
criteria can be used. This criteria ensures that a subgroup with the best-port (the highest priority port) is
always chosen to be used as the active subgroup.

It is not possible to have an active LACP in the power-off mode before the correct selection criteria is
selected.
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LAG subgroups

LACP is used to make a selection of active links predictable and compatible with any vendor equipment.
See IEEE STD 802.3-2002, Section 3, Clause 43.6.1, which describes how LACP allows standby and
active signaling.

The 7210 SAS-T, 7210 SAS-R6, 7210 SAS-R6, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE (operating in
standalone and standalone-VC mode), and 7210 SAS-Sx 10/100GE (operating in standalone mode)
implementation of LACP supports the following:

» A specific LAG member can be assigned to subgroups. The selection algorithm then assures that only
members of a single subgroup are selected as active links.

» The selection algorithm is effective only if LACP is enabled on a specific LAG. At the same time, it is
assumed that the connected system also has LACP enabled (active or passive mode).

» The algorithm selects active links based on following criteria:

— Depending on the selection-criteria settings either the subgroup with the highest number of eligible
links or the subgroup with the highest aggregate weight of all eligible members is selected first.

— If multiple groups satisfy the selection criteria, the currently active subgroup remains active. Initially,
the subgroup containing the highest priority eligible link is selected.

— Only links pertaining to a single subgroup are active at any time.

— An eligible member refers to a LAG member link that can potentially become active; that is, it is
operationally up. If the slave-to-partner flag is set, the remote system does not disable its use (by
signaling the “Standby” bit using LACP).

» The selection algorithm works in a reverting mode. Each time the configuration or status of any link in a
LAG changes, the selection algorithm is rerun. In case of a tie between two groups (one of them being
currently active), the active group remains active (no reverting).

LAG and ECMP hashing

. Note:
See the 7210 SAS-Mxp, R6, R12, S, Sx, T Router Configuration Guide for more information
about ECMP support for 7210 SAS platforms.

When a requirement exists to increase the available bandwidth for a logical link that exceeds the physical
bandwidth or add redundancy for a physical link, typically one of the methods is applied; equal cost multi-
path (ECMP) or LAG. A 7210 SAS can deploy both at the same time, meaning, using ECMP of two or
more LAGs or single links.The Nokia implementation supports per flow hashing used to achieve uniform
loadspreading and per service hashing designed to provide consistent per service forwarding. Depending
on the type of traffic that needs to be distributed into an ECMP or a LAG, different variables are used as
input to the hashing algorithm.

An option is provided per LAG to select the hashing function to be used for load-balancing flows on the
member ports of the LAG. Users can use one of the available options based on the flows they have in their
network and select an option that helps improve the load-balancing of flows in their network. The packets
fields selected by the hashing function is different for some flows with the two hashing functions and is
provided in the following tables.
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2.7.9.1 LAG hashing for the 7210 SAS-T (network mode)

The following table describes the packet fields used for hashing for services configured on the 7210 SAS-T
in network mode.

N Note:
The following notes apply to Table 10: LAG hashing algorithm for services and traffic flows
configured on the 7210 SAS-T configured in the network operating mode.

* Inthe case of LSR, incoming labels are used for hashing.

* The term “learned” corresponds to destination MAC.

* The term “source and destination MAC” refers to customer source and destination MACs
unless otherwise specified.

Table 10: LAG hashing algorithm for services and traffic flows configured on the 7210 SAS-T configured in
the network operating mode

Traffic Hashing | Packet fields used
type options
Source and
destination
tl s
g o 2 0
i o 'b 3 ¢7J X ‘g =z
£ £ 5| o
n " < < = < Q| = a | o|Q a <
[a) [a) | = | | <
| 2|(2|2|C|8|E|col2|s55 |2 |3 |3
VPLS service
SAP to SAP
IP traffic v v v
(learned)
v v v v
IP traffic v v v v
(unlearned)
v v v v
PBB traffic | v v v v
(learned)
v v v v v
PBB traffic | v v v v v
(unlearned)
4 v 4 v 4
MPLS v v v
traffic 16
(learned)
16 The outer MAC of the Ethernet packet that encapsulates an MPLS packet
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Traffic Hashing | Packet fields used
type options
Source and
destination
3 o
g |2 g ?
T |« 2|2 P £ |2
< < s | o =<
o | o | LSS | <85 o |98 2 | <
o|lw|a|lwn|sS|D = |o s <
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
v v 17 v
MPLS v v 17 v
traffic
(unlearned) v v s 17 v
Non-IP v v v v
traffic
(learned) v A v v
Non-IP v v v v v
traffic
(unlearned) v A / v
VPLS service
SAP to SDP
IP traffic v v |v
(learned)
4 v v 4
IP traffic v v v v
(unlearned)
v v v v
PBB traffic | v v v v
(learned)
v v v v v
PBB traffic | v v v v v
(unlearned)
v v v v v
MPLS v v v
traffic
(learned) v 4 o v
17 Two MPLS labels deep
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Traffic Hashing | Packet fields used
type options
Source and
destination
B
g 2 8 0
T |« 2|2 P £ |2
L L = [ 9
o | o | LSS | <85 o |98 2 | <
o|lw|a|lwn|sS|D = |o s <
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
MPLS v v 17 v
traffic
(unlearned) v v s 17 v
Non-IP v v v v
traffic
(learned) v A v v
Non-IP v R % v v
traffic
(unlearned) v A / v
VPLS service
SDP to SAP
IP traffic v v v v
(learned) 18
PBB traffic | v v
(learned) 18
Non-IP v v v
traffic 18
(learned)
All traffic —
(learned)
4 v v
18

18 Quter MACs inside the payload just after the MPLS header
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Traffic Hashing | Packet fields used
type options
Source and
destination
'é —
T |« 2|2 P £ |2
< < s | o =<
o | o | LSS | <85 o |98 2 | <
o|lw|a|lwn|sS|D = |o s <
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
All traffic v v v
(unlearned) 18
v v v
18
VPLS service
SDP to SDP
All traffic v v
(learned) 18
4 v v
18
All traffic v v v
(unlearned) 18
4 v v
18
Epipe service
SAP to SAP
IP traffic v v v
v v v v
PBB traffic | v v v v
4 v 4 v 4
MPLS v /16 v
traffic
v v 17 v
Non-IP v v v v
traffic
v v v v v
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Traffic Hashing | Packet fields used
type options
Source and
destination
'é —
g | £ o
T |« I P £ |2
< < e o =
o | o | LSS | <85 o |98 2 | <
o|lw|a|lwn|sS|D = |o s <
T|Z2|a|la|o|d|E|sole|s5|ls |2 |3 |
Epipe service
SAP to SDP
IP traffic v v v
v v v v
PBB traffic | v v v v
v v v v v
MPLS v v v
traffic
v v Y 17 v
Non-IP v v v v
traffic
v v v v v
Epipe service
SDP to SAP
IP traffic v v v v
18
PBB traffic | v v
18
Non-IP v v v
traffic 18
All traffic —
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Traffic Hashing | Packet fields used
type options
Source and
destination
3 o
g 2 8 0
T |« 2|2 P £ |2
L L = [ 9
o | o | LSS | <85 o |98 2 | <
a|ln|laln|sS |2 = |a & <
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
4 v v
18
MPLS - LSR
All traffic v v
16
v v 17 19
PBB VPLS service
B-SAP to B-SAP (PBB BCB traffic)
IP traffic v v |v
(learned)
4 v v 4
IP traffic v v v v
(unlearned)
v v v v
L2 and v v v
non-IP
traffic v v v v
(learned)
L2 and v v v v
non-IP
traffic A A 4 v
(unlearned)
PBB VPLS service
I-SAP to B-SAP (originating PBB BEB traffic)
IP traffic v v |
(learned)
4 v v 4

19 Applies only when the IP header immediately follows the MPLS header without having a source and

destination MAC in between in side the MPLS encapsulation
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Traffic Hashing | Packet fields used
type options
Source and
destination
'é —
S |a S
> | o i} 9
o > 1l 0 x 5 | =
o | o | LSS | <85 o |98 2 | <
ol |a|lu | |24 5 |28
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
IP traffic v v v v
(unlearned)
v v v v
L2 and v v v v v
non-IP
traffic v A R RO /
(learned)
L2 and v v v v v v
non-IP
traffic v v v A v
(unlearned)
PBB VPLS service
B-SAP to I-SAP (terminating PBB BEB traffic)
IP traffic v v v
(learned)
v v v v
IP traffic v v v v
(unlearned)
v v v v
L2 and v v v v
non-IP
traffic d A R RO
(learned)
L2 and v v v v v
non-IP
traffic d A R LA R
(unlearned)
PBB Epipe service
PBB Epipe I-SAP to B-SAP (originating PBB BEB traffic)
IP traffic v v v |v
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7210 SAS interfaces

Traffic Hashing | Packet fields used
type options
Source and
destination
3 o
g |2 g ?
T |« 2|2 P £ |2
L L = [ 9
) o | | < | < | <] 2= o |2 9|C o | g
a|ln|laln|sS |2 = |a & <
| f|oa|la|o|d|E|sol e (=5 |2 |3 |S
4 v v 4
L2 and v v v v v v
non-IP
traffic v v v A v
PBB Epipe service
PBB Epipe SAP to B-SAP (terminating PBB BEB traffic)
IP traffic v v v
4 4 4
L2 and v v v v
non-IP
traffic v v v v
VPRN service
SAP to SAP
SAP to SDP
SDP to SAP
J— v v v
4 v v 4
IES service (IPv4)
IES SAP to IES SAP
J— v v v
v v v v
IES service (IPv4)
IES SAP to IPv4 network port interface
— v v v
4 v v 4
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7210 SAS interfaces

Traffic Hashing | Packet fields used
type options
Source and
destination
'é —
g | £ o
T |« I P £ |2
L L b Q =
o | o | LSS | <85 o |98 2 | <
o|lw|a|lwn|sS|D = |o s <
T|Z2|a|la|o|d|E|sole|s5|ls |2 |3 |
Network port IPv4 interface
IPv4 network interface to IPv4 network interface
—_ v v v
v v v v
Network port IPv6 interface
IPv6 network interface to IPv6 network interface
J— v v v
20
v v v v
20

2.7.9.2 LAG hashing for the 7210 SAS-T (access-uplink mode)

The following table describes the packet fields used for hashing for services configured on the 7210 SAS-T
in access-uplink mode.

Note:
The following notes apply to Table 11: LAG hashing algorithm for services configured on the

7210 SAS-T in the access-uplink operating mode:

The term “Learned” corresponds to destination MAC.

Source/destination MAC refers to customer source/destination MACs unless otherwise

specified.

VLAN ID is considered for Learned - PBB, MPLS, Non-IP traffic in VPLS service only for traffic

ingressing at dot1q, Q.*, Q1.Q2 SAPs.

Only outer VLAN tag is used for hashing.

20 Source and destination IPv6 address
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Table 11: LAG hashing algorithm for services configured on the 7210 SAS-T in the access-uplink operating
mode

Traffic type Packet fields used

Source and
destination

BDA

BSA
EtherType
Ingress Port-
MPLS Label
Stack

MAC

L4 Ports
VLAN

ID
ISID
IP

VPLS service
SAP to SAP

IP traffic v v
(learned)

IP traffic v v v
(unlearned)

PBB traffic v v
(learned)

PBB traffic v v v v
(unlearned)

MPLS traffic 21
(learned)

IP MPLS traffic v /22 v
(unlearned)

L2 MPLS ftraffic v ;22
(unlearned)

Non-IP traffic v v v
(learned)

Non-IP traffic v v v v
(unlearned)

Epipe service
SAP to SAP

IP traffic v v v

21 The outer MAC of the Ethernet packet that encapsulates an MPLS packet
22 Two MPLS labels deep
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7210 SAS interfaces

Traffic type Packet fields used

Source and
destination
o |8 3
o | o ©
> 7] | g
<| <| 5|8 2% |o S | 2
= o
a w| £|92 o |28 |
0 o0 w| £ NIl=m|= o 3 s
PBB traffic v v v
IP MPLS traffic v 22 v
L2 MPLS traffic v ;22
Non-IP traffic v v v
IES service (IPv4)
IES SAP to IES SAP
IPv4 unicast v v
traffic

2.7.9.3 LAG Hashing for the 7210 SAS-R6 and 7210 SAS-R12
The following table describes the packet fields used for hashing for services configured on the 7210 SAS-

R6 and 7210 SAS-R12.
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. Note:
The following notes apply to Table 12: LAG hashing algorithm for services and traffic flows
configured on the 7210 SAS-R6 and 7210 SAS-R12:

The term “service_id” refers to the service ID of the egressing VPLS, Epipe, IES, or VPRN
service.

The term “lag_index” refers to the Lag-Ifindex of the egressing lag.

the terms “encap_value” and “service_vlan” are based on the inner and outer VLAN values of
the egressing LAG SAP.

The term “sap_index” is a value assigned uniquely for each SAP internally.

Parameters used for LAG hashing are the same in both SAP egress queue mode (SAP-

based egress scheduling) or port egress queue mode (port-based egress scheduling), unless
otherwise specified.

The term “learned” corresponds to the destination MAC.

The term “source and destination MAC” refers to customer source and destination MACs,
unless otherwise specified.

In the case of a LAG with two ports at egress, different ingress port IDs may result in the same
hash index, which causes traffic to always get hashed to only one of the ports. Load balancing
is expected to occur when there are more than 2 ports in the lag.

The term “mgid” is the multicast group ID and is a software-allocated number. A unique
number is allocated for each Layer-2 multicast MAC address.

The 7210 SAS supports Layer-2 multicast in a VPLS service. A group of 32 multicast IP
addresses map to a single Layer-2 multicast MAC address. The “mgid” parameter remains the
same for all IP multicast addresses that map to the same Layer-2 multicast MAC address.

Table 12: LAG hashing algorithm for services and traffic flows configured on the 7210 SAS-R6 and
7210 SAS-R12

Traffic type |Hashing options | Packet fields used
Source and
destination
€ —
o ("]
= .- g o 5 2
TYo|lT ol © = | @ t
== = — o ) x [} 4
22128 B3| 3|2 (5. 2l28|E | |S |3
IS|T>| T | o | o| I |[£E2] 2 |Sh|= |2 | >
VPLS service
SAP to SAP
IP traffic v v v
(learned)
v v v
4 v 4 v
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Traffic type | Hashing options | Packet fields used
Source and
destination
= 3
|- 2 |s i .
T o|lT ol o = | 3 n g
ﬁ E ﬁ E ﬁ < < E g a |4 § (&} o E
ol ® o © a (D) S |24 = |8 |< < |
IS|x>| T | o | | |2 2 |=wn|= |& |2 >
PBB traffic v v v v
(learned)
v v v v
4 4 4 v 4
MPLS traffic | v ;23 v
(learned)
v Y 23 v
v/ v/ / 24
Non-IP traffic | v v v v
(learned)
4 4 4 4
v v v v v
All traffic See note 2°
(unlearned)
VPLS service
SAP to SDP
IP traffic v v v
(learned)
4 4 v
v v v v
IP traffic v v v v
(unlearned)

23 The outer MAC of the Ethernet packet that encapsulates an MPLS packet
24 Two MPLS labels deep
25 Based on LAG SAP parameters: service-id, lage_index, encap_value, service_vlan, sap_index, and

number of active ports in the LAG. The hash function is implemented in the software and does not use
hash-1 and hash-2 functions.
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Traffic type | Hashing options | Packet fields used
Source and
destination
£ =
-~ N g_ ﬂ? % n
1 0| L 0 ] Cle 0 x )
selsel 5| <| <| &8[E | al|2E|e e | %
ol ® o © a (D) S |24 = |8 |< o < |
I>|T>| T m m|W|EQ| @ |En|= | |2 >
v v v v
v v v v
PBB traffic v v v v
(learned)
v v v v
v v v v v
PBB traffic v v v v v
(unlearned)
v v v v v
v v v v v
MPLS traffic | v v v
(learned)
v v v
v v Y 24 y 26
MPLS traffic | v v ;2 , 26
(unlearned)
v v , 24 , 2%
v v/ v 24 Y 26
Non-IP traffic | v v v v
(learned)
v v v v
v v v v v
Non-IP traffic | v v v v v
(unlearned)
v v v v v
VPLS service
26 Used when the IP header follows the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
= 3
- N g_ ﬂ? % n
1 O 1 O 1 = (7]
== = S o 0 x ] =2
22022 2|5| 3| 2|5 8 l28|E [ |5 |3
IS|T>S| T | o| o | 0|2 Q|=Sh|= |& |J S
SDP to SAP
IP traffic v s v v v
(learned)
v v v
All traffic, v v ;27
excluding
IP traffic / P 27
(learned) 7
All traffic —
(learned)
v v L2
All traffic See note 2°
(unlearned)
VPLS service
SDP to SDP
All traffic v ;27
(learned)
v L2
v v ;27
All traffic v v L2
(unlearned)
v v ;27
v v L2
27 Quter MACs inside the payload just after the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
= ‘ 2 ; 2
- - 0
s81380 3 <ls|B(8 | |25l | |23
22|22 2| 8| 8| &|2e| @R[ |2 |3 |
Epipe service
SAP to SAP
IP traffic v v v
v v v
v v v v
PBB traffic v v v v
v v v v
v v v v v
MPLS traffic | v ;23 v
v / 23 v
v v , 2
Non-IP traffic | v v v v
v v v v
v v v v v
Epipe service
SAP to SDP
IP traffic v v v
v v v
v v v v
PBB traffic v v v v
v v v v
v v v v v
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Traffic type | Hashing options | Packet fields used
Source and
destination
£ =
-~ N g_ ﬂ? % n
1 0| L 0 ] Cle 0 x )
su|ls8| 5l <] <[ 2|8 | al2d]|e e | F
ol ® o © a (D) S |24 = |8 |< o < |
I>|T>| T m m|W|EQ| @ |En|= | |2 >
MPLS traffic | v v v
v v v
v 4 24 v 26
Non-IP traffic | v v v v
v v v v
v v v v v
Epipe service
SDP to SAP
IP traffic v s | v v
v v v
All other v v 27
traffic
v v v 27
All traffic —
v v ;27
MPLS - LSR
All traffic v ;23
v , 23
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Traffic type | Hashing options | Packet fields used
Source and
destination
€ —
o [«}]
T[S ks S :
To|lToel o = la t
solse|l 5| <| <82 [ a]|2F]|e o
ol ® o © a (D) S |24 = |8 |< o < |
IS|I>| T | o| o| W |E2| 2 |Sn|= | | >
v v Y 28 Y 29
VPLS (Multicast traffic with IGMP snooping enabled)
SAP to SAP
SDP to SAP
— See note %
VPRN service
SAP to SAP
SAP to SDP
SDP to SAP
— v v v
v v v
v v v v
IES service (IPv4)
IES SAP to IES SAP
J— v v v
v v v
v v v v
IES service (IPv4)

28 Three MPLS labels deep

29 Only applies if there are 3 or fewer MPLS labels when an IP header follows the MPLS header

30 Based on LAG SAP parameters: service-id, lage_index, encap_value, service_vlan, mgid, sap_index, and

number of active ports in the LAG. The hash function is implemented in the software and does not use
hash-1 and hash-2 functions.
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7210 SAS interfaces

Traffic type | Hashing options | Packet fields used
Source and
destination
£ =
-~ N g_ ﬂ? % n
1 0| L O ] Cle (7)) o
solae|l 5| <| <[22 [ al2E]|e e | %
ol ® o © a (D) S |24 = |8 |< < |
I>|T>| T | o | o | b |EQ] @ |=En|= |2 | >
IES SAP to IPv4 network port interface
J— v/ v v
v v v
v v v v
Network port IPv4 interface
IPv4 network interface to IPv4 network interface
R v/ 4 v
v v v
v v v v
Network port IPv6 interface
IPv6 network interface to IPv6 network interface
— v Y 3|
v / 3|
v v v 31|/

2.7.9.4 LAG hashing for the 7210 SAS-Mxp

The following table describes the packet fields used for hashing for services configured on the 7210 SAS-

Mxp.

31 Source and destination IPv6 addresses
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. Note:
The following notes apply to Table 13: LAG hashing algorithm for services and traffic flows
configured on the 7210 SAS-Mxp :

* Inthe case of LSR, incoming labels are used for hashing.
* The term “learned” corresponds to the destination MAC.

« The term “source and destination MAC” refers to customer source and destination MACs
unless otherwise specified.

» The term “service_id” refers to the service ID of the egressing VPLS, Epipe, IES, or VPRN
service.

* The term “lag_index” refers to the Lag-Ifindex of the egressing lag.

+ The terms “encap_value” and “service_vlan” are based on the inner/outer VLAN values of the
egressing LAG SAP.

« The term “sap_index” is a value assigned uniquely for each SAP internally.

» Parameters used for LAG hashing are the same in both SAP egress queue mode (SAP-based

egress scheduling) or port egress queue mode (port-based egress scheduling mode), unless
otherwise specified previously.

* The term "mgid” is the multicast group ID and is a software-allocated number. A unique
number is allocated for each Layer-2 multicast MAC address.

* The 7210 SAS supports Layer-2 multicast in a VPLS service. A group of 32 multicast IP
addresses map to a single Layer-2 multicast MAC address. The “mgid” parameter remains the
same for all IP multicast addresses that map to the same Layer-2 multicast MAC address.

Table 13: LAG hashing algorithm for services and traffic flows configured on the 7210 SAS-Mxp

Traffic type |Hashing options | Packet fields used
Source and
destination
€ —
s ]
= - S 2
To|lT ol o F|o t
== = — o ) x [} 4
22128l 2| S| 3| 2|e,] 2282 5|3
IS|T>| T | o | m| T |[E2| 2 |=Sn|= |& |2 | 5
VPLS and Epipe services
SAP to SAP
IP traffic v v v
(VPLS
learned and v v v
Epipe; port- B p P P
based egress
scheduling)
MPLS traffic | v v v
(VPLS
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Traffic type | Hashing options | Packet fields used

Source and
destination

Hash-1
Version 1
Hash-1
Version 2
Hash-2
BDA

BSA
EtherType
Ingress Port-
ID

ISID

MPLS Label
Stack

MAC

IP

L4 Ports
VLAN

learned and
Epipe; port-
based egress v v 32
scheduling)

A
A
A

AN

Non-IP v v v v
traffic (VPLS
learned and v v v v
Epipe; port-
based egress
scheduling)

All traffic See note 32
(learned and
unlearned;
SAP-based
egress
scheduling)

All traffic
(VPLS
unlearned;
port-based
egress
scheduling)

See note 3

VPLS service
SAP to SDP

IP traffic v v v
(learned;
SAP-based v v v
and port-
based egress
sheduling)

32 Two MPLS labels deep

33 Based on LAG SAP parameters: service-id, lag_index, encap_value, service_vlan, sap_index, and number
of active ports in the LAG. The hash function is implemented in the software and does not use hash-1 and
hash-2 functions.
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Traffic type | Hashing options | Packet fields used

Source and
destination

Hash-1
Version 1
Hash-1
Version 2
Hash-2
BDA

BSA
EtherType
Ingress Port-
ID

ISID

MPLS Label
Stack

MAC

IP

L4 Ports
VLAN

IP traffic v
(unlearned;
SAP-based v
and port-
based egress
sheduling)

N
N
N

AN
AN
AN

MPLS traffic | v v v
(learned;
SAP-based v v v
and port-
based egress
sheduling)

MPLS ftraffic | v v ;32
(unlearned;
SAP-based v v 32
and port-
based egress v v 32
sheduling)

Non-IP traffic | v v v v
(learned;
SAP-based v v v v
and port-
based egress
sheduling)

Non-IP traffic | v v v v v
(unlearned;
SAP-based v v/ v v/ v/
and port-
based egress
sheduling)

Epipe service
SAP to SDP

IP traffic v v v
(SAP-based
and port- v v v
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Traffic type | Hashing options | Packet fields used

Source and
destination

Hash-1
Version 1
Hash-1
Version 2
Hash-2
BDA

BSA
EtherType
Ingress Port-
ID

ISID

MPLS Label
Stack

MAC

L4 Ports
VLAN

IP

based egress Y
sheduling)

N
N
N

MPLS traffic | v v v
(SAP-based
and port- v v v
based egress
sheduling) 4

Non-IP traffic | v v v v
(SAP-based
and port- v v v v
based egress
sheduling)

VPLS and Epipe services
SDP to SAP

All traffic See note 32
(including
VPLS
learned and
unlearned;
SAP-based
egress
scheduling)

All traffic
(VPLS
unlearned;
port-based
egress
scheduling)

See note 3

All other v 34
traffic (VPLS
learned and
Epipe; port-

34 Quter MACs inside the payload just after the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
£ 3
-~ N g_ ﬂ? % n
«~ S|« € o~ > (72} | +
1 O 1 O 1 l: (7]
50|58l 5| < <|E|2 | al28]|e o
ol ® o © a (D) S |24 = |8 |< o < |
IS|I>| T | o| o| W |E2| 2 |Sn|= | | >
based egress v v 34
scheduling)
VPLS service
SDP to SDP
All traffic v /34
(learned;
SAP-based v /34
and port-
based egress v v 34
sheduling)
All traffic v v /34
(unlearned;
SAP-based v v /34
and port-
based egress v v /34
sheduling)
MPLS - LSR
All traffic v /34
(SAP-based
and port- v /34
based egress
sheduling) v v , 35 , 36
VPLS (Multicast traffic with IGMP snooping enabled)
SAP to SAP
SDP to SAP

35 Three MPLS labels deep
36 Only applies if there are 3 or fewer MPLS labels when an IP header follows the MPLS header
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Traffic type | Hashing options | Packet fields used

Source and
destination

Hash-1
Version 1
Hash-1
Version 2
Hash-2
BDA

BSA
EtherType
Ingress Port-
ID

ISID

MPLS Label
Stack

MAC

L4 Ports
VLAN

IP

— (SAP-
based and
port-based
egress
sheduling)

w
J

See note

VPRN service
SAP to SAP
SDP to SAP

All traffic

(SAP-based
egress
scheduling)

See note 3

All traffic v v v
(Port-based
egress v s v
scheduling)

VPRN service
SAP to SDP

All traffic v v v
(SAP-based
and port- v v v
based egress
sheduling) 7 d A

IES service (IPv4)
IES SAP to IES SAP

All traffic See note 32

37 Based on LAG SAP parameters: service-id, lag_index, encap_value, service_vlan, mgid, sap_index, and
number of active ports in the LAG. The hash function is implemented in the software and does not use
hash-1 and hash-2 functions.
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Traffic type | Hashing options | Packet fields used
Source and
destination
t 3
- N g_ n? % n
: ot o| & 1o »
50|58l 5| < <|E|2 | al28]|e o
solsg| s | |l @] £ |2, 5122 |L |0 |+ i
IS|T>S| x| o || W|[E2] 2 (|=En|= | |2 >
(SAP-based
egress
scheduling)
All traffic v v v
(Port-based
egress v v v
scheduling) § § B p
IES service (IPv4)
IES SAP to IPv4 network port interface
— (SAP- v v v
based and
port-based v v v
egress
sheduling) 7 d 7 7
Network port IPv4 interface
IPv4 network interface to IPv4 network interface
— (SAP- v v v
based and
port-based v v v
egress
sheduling) 7 7 7 d
Network port IPv6 interface
IPv6 network interface to IPv6 network interface
— (SAP- v v v
based and
port-based v v v
egress
sheduling) 7 d A
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2.7.9.5 LAG hashing algorithm for the 7210 SAS-Sx/S 1/10GE and 7210 SAS-Sx 10/100GE
in standalone and standalone-VC mode

The following table describes the packet fields used for hashing for services configured on the 7210 SAS-
Sx/S 1/10GE and 7210 SAS-Sx 10/100GE operating in the standalone and standalone-VC modes.

N Note:
The following terms are use in Table 14: LAG hashing algorithm for services and traffic flows
configured on the 7210 SAS-Sx/S 1/10GE and 7210 SAS-Sx 10/100GE in standalone and
standalone-VC Mode:

* The term “learned” corresponds to the destination MAC.
« The term “source and destination MAC” refers to the customer source and destination MACs
unless otherwise specified.

Table 14: LAG hashing algorithm for services and traffic flows configured on the 7210 SAS-Sx/S 1/10GE
and 7210 SAS-Sx 10/100GE in standalone and standalone-VC Mode

Traffic type |Hashing options | Packet fields used
Source and
destination
€ —
o ("]
-~ N g o % o
- c -— c N > (7)) - | ‘:
=l BT . Cle n x 3] =2
R HEEIEAEIH IR E
IS|TS| T | 0| o | T |[E2]| 2 |=Eh|= |2 |3 >
VPLS service
SAP to SAP
IP traffic v v v
(learned)
v v v
4 v 4 v
IP traffic v v v v
(unlearned)
v v v v
4 v 4 v
PBB traffic v v v v v
(learned)
4 4 4 4 4
v v v v v v
PBB traffic v v v v v v
(unlearned)
v 4 4 4 v 4
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Traffic type | Hashing options | Packet fields used
Source and
destination
€ —
o [«}]
- N g_ o % 0
TS(Ts| ¢ =3 D 5 | =z
s5les| 2|33 2|5,] 2 (28| e |3
IS|z>S| T | o| o|D|E2]| @2 |=Sh|= (2 |3 >
v v v v v v
MPLS traffic | v v , 38 v
(learned)
v v ;38 v
v v v 39 Y 40
MPLS traffic | v v ;39 ;40
(unlearned)
s v ;39 40
v/ v/ / 39 / 40
Non-IP traffic | v v v v
(learned)
v v v v
v v v v v
Non-IP traffic | v v v v v
(unlearned)
v v v v v
v v v v v
Epipe service
SAP to SAP
IP traffic v v v
v v v
v v v v
PBB traffic v v v v v

38 The outer MAC of the Ethernet packet that encapsulates an MPLS packet
39 Three MPLS labels deep
40 Only applies if there are 3 or fewer MPLS labels when an IP header follows the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
€ —
o [«}]
- N g_ o % 0
=B .= ] Cle n x [3) Z
R HEEIAEIH IR E
3|z T | o|a|d|se| 2|26 | |3 S
4 4 4 4 4
v v v v v v
MPLS traffic | v v /38 v
v v ;38 v
v/ v/ Y 39 Y 40
Non-IP traffic | v v v v
v v v v
4 4 v 4 4
VPLS service
SAP to SDP
IP traffic v v v
(learned)
v v v
4 v 4 v
IP traffic v v v v
(unlearned)
v v v v
4 v 4 v
PBB traffic v v v v
(learned)
4 4 4 4
v v v v v v
PBB traffic v v v v v v
(unlearned)
v 4 4 4 v 4
v v v v v v
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Traffic type | Hashing options | Packet fields used
Source and
destination
€ —
o [«}]
-~ N g_ o % 0
1 O 1 O 1 = (7]
== = - o N X [o] 2
25185/ 2| 3| 3| 2|5.| 2|z 2 |3
IS|T>S| T | o| o | 0|2 Q|=Sh|= |& |J S
MPLS traffic | v v v
(learned)
v v v
v v/ v 39 Y 40
MPLS traffic | v v ;39 /40
(unlearned)
v/ v Y 39 Y 40
v v ;39 40
Non-IP traffic | v v v v
(learned)
v v v v
v v v v v
Non-IP traffic | v v v v v
(unlearned)
v v v v v
v v v v v
Epipe service
SAP to SDP
IP traffic v v v
v v v
v v v v
PBB traffic v v v v
v v v v
v v v v v v
MPLS traffic | v v v
v v v
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Traffic type | Hashing options | Packet fields used
Source and
destination
t 3
- N g_ ﬂ? % n
1 O 1 O 1 = (7]
salswl 5| <| <[ E[E | a[BF|e g |z
S o|l® o © a (7] < 2 o = |8 |< < —
IS|x>| T | o | | |2 2 |=wn|= |& |2 >
v v Y 39 Y 40
Non-IP traffic | v v v
4 4 4
v v v v
VPLS service
SDP to SAP
IP traffic s 4 s4 | v
(learned)
LM v v
PBB traffic v v v v
(learned)
v v v v
Non-IP traffic | , 43 v v
(learned)
Y 43 v 4
All traffic —
(learned)

41 |n the standalone-VC mode, the IP traffic packet fields are used for null and dot1q tagged traffic; only
source and destination MACs are used for qinqg tagged traffic. In the standalone operating mode, source

and destination MACs and MPLS label stacks (two labels deep) are used for ging tagged traffic.

42 Two MPLS labels deep

43 |n the standalone-VC operating mode, Ethertype is used only for null and dot1q tagged traffic; it is not used

for qing tagged traffic.
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Traffic type | Hashing options | Packet fields used
Source and
destination
= 3
|- 2 |s i .
T o|lT ol o = | 3 t
salswl 5| <| <[ E[E | a[BF|e g |z
S o|l® o © a (7] < 2 o = |8 |< < —
IS|x>| T | o | | |2 2 |=wn|= |& |2 >
v 4 v 44
All traffic v v 4
(unlearned)
v/ v/ Y 44
v v/ v 44
Epipe service
SDP to SAP
IP traffic s 4 N v v
LM v v
PBB traffic v v v v
v v v v
Non-IP traffic | , 43 v v
Y 43 V4 v/
All traffic —
v/ v/ Y 44
VPLS service
SDP to SDP
44 Quter MACs inside the payload just after the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
t =
- N g_ ﬂ? % n
r ol o ol 2]
50|58l 5| < <|E|2 | al28]|e o
ol ® o © a (D) S |24 = |8 |< < |
I>S|T>| T | o | m| b |E2] @IS = | [J >
All traffic v S 44
(learned)
v/ Y 44
v 4 v 44
Al traffic v v ;44
(unlearned)
v 4 Y 44
v 4 v 44
MPLS - LSR
All traffic v ;38
v , 38
v v v 39 Y 45
VPLS IGMP snooping
VPLS (Multicast traffic with IGMP snooping enabled):
SAP to SAP
SAP to SDP
IP multicast | v v v v
traffic
v v v v
4 v 4 "4
L2 multicast | v v v v
traffic
4 4 4 v
v v v v
45 Used when the IP header follows the MPLS header
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Traffic type | Hashing options | Packet fields used
Source and
destination
€ —
o [«}]
|- ¢ ks S ’
To|lToel o = la t
50|58l 5| < <|E|2 | al28]|e o
ol ® o © a (D) S |24 = |8 |< o < |
IS|I>| T | o| o| W |E2| 2 |Sn|= | | >
VPLS IGMP snooping
VPLS (Multicast traffic with IGMP snooping enabled):
SDP to SAP, SDP to SDP
_— v v v
v v v
v v v
VPRN service
SAP to SAP
SAP to SDP
SDP to SAP
J— v/ v v
v v v
v v v v
IES service (IPv4):
IES SAP to IES SAP
R V4 4 v
v v v
v v v v
IES service (IPv4):
IES SAP to IPv4 network port interface
—_— v v v
v v v
v v v v
Network port IPv4 interface:
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Traffic type | Hashing options | Packet fields used
Source and
destination
£ =
-~ N g_ ﬂ? % n
1 0| L 0 . il I 0 x o =z
seleo| 5 <| <| &8 e O
ol ® o © a (D) S |24 = |8 |< o < |
I>|T>| T m m|bl|EQ] QI|I=En| = | | >
IPv4 network interface to IPv4 network interface
—_ v v v
v v v
v v v v
Network port IPv6 interface:
IPv6 network interface to IPv6 network interface
J— v/ v 46 | v
v Y 46 | v
v v v 46 | v

2.7.9.6 PW hash-label generation for 7210 SAS-R6 and 7210 SAS-R12

The following table describes the packet fields used to generate the hash label for different services and
traffic types.

46 Source and destination IPv6 address
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e Note:
The following notes apply to Table 15: Packet fields used for PW hash-label generation on the
7210 SAS-R6 and 7210 SAS-R12:

Source and destination MAC addresses are from the outermost Ethernet header.

MPLS and PBB traffic always use a fixed hash value. MPLS and PBB traffic encapsulation is
identified by the system, only if the outermost Ethernet has two or fewer VLAN tags. If there
are more VLAN tags, the system identifies the traffic as “Any other traffic”.

For IP traffic with two or more VLAN tags, source and destination MAC and VLAN are used to
generate the hash label.

Any other traffic with three or more VLAN tags uses source and destination MAC and VLAN to
generate the hash label.

The value of a hash label generated for the packet is the same and is not influenced by the
configuration of the load-balancing algorithm using the command configure>lag>load-
balancing.

Traffic identified as “All Other Traffic” have Ethertype or may not have Ethertype (for example,
xSTP traffic does not have Ethertype). Ethertype is used only if available in the outermost
Ethernet header for packets with two or fewer VLAN tags.

Table 15: Packet fields used for PW hash-label generation on the 7210 SAS-R6 and 7210 SAS-R12

Traffic type Packet fields used
Source and destination
©
Q Qo
o
> 3 £
5| 33 |o & z
= Xw | L < =
w iLs> | = o - >
VPLS and Epipe services
SAP to SDP
IP traffic v v
PBB traffic v
MPLS traffic v
Any other traffic v v v
VPLS service
SDP to SDP
IP traffic v v
PBB traffic v
MPLS traffic v
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Traffic type Packet fields used
Source and destination
)

o o

o

2| 3 £

AL & z

= Xg | < |

w > |= o - >
Any other traffic v ;47 v

2.7.9.7 PW hash-label — packet fields used for PW Hash-label generation for 7210 SAS-

Mxp

The following table describes the packet fields used for different services and different traffic types, to
generate the hash-label.

N Note:
The following notes apply to Table 16: Packet fields used for PW hash-label generation on the
7210 SAS-Mxp :

Source and destination MAC addresses are from the outermost Ethernet header.

MPLS and PBB traffic encapsulation is identified by the system only if the outermost Ethernet
header has two or fewer VLAN tags.

Any traffic with three or more VLAN tags uses source and destination MAC and VLAN to
generate the hash label.

The value of the hash label generated for the packet is the same and is not influenced by
the configuration of the load-balancing algorithm using the command configure>lag>load-
balancing.

Traffic identified as “All other traffic” may or may not have the Ethertype packet field (for
example: xSTP traffic does not have Ethertype). Ethertype is used only if available in the
outermost Ethernet header for packets with two or fewer VLAN tags.

47 Quter MACs
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Table 16: Packet fields used for PW hash-label generation on the 7210 SAS-Mxp

Traffic type Packet fields used
Source and
destination
o |5 3
o o © "
> (7)) | +
| 8 @ x|, o z
5| 8| 2(5.| 2|28 S | 3
) o0 wle2| 2 |=h|= o - S
VPLS and Epipe services
SAP to SDP
IP traffic v v v
PBB traffic v v v v
MPLS traffic v s 48 s
All other traffic v v v v
VPLS service
SDP to SDP
All traffic v ;%0

2.7.9.8 PW Hash-label — packet fields used for PW hash-label generation for 7210 SAS-Sx/
S 110GE

The following table describes the packet fields used for different services and different traffic types, to
generate the hash-label.

48 Three MPLS labels deep
49 Only applies if there are 3 or fewer MPLS labels when an IP header follows the MPLS header

50 Quter MACs
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7210 SAS interfaces

e Note:
The following notes apply to table Table 17: Packet fields used for PW hash-label generation on

the 7210 SAS-Sx/S 1/10GE :

¢ Source and destination MAC addresses are from the outermost Ethernet header.

» MPLS and PBB traffic encapsulation is identified by the system only if the outermost Ethernet

has two or fewer VLAN tags.

» Any traffic with three or more VLAN tags uses source and destination MAC and VLAN to

generate the hash label.

» The value of the hash label generated for the packet is the same and is not influenced by
the configuration of the load-balancing algorithm using the command configure>lag>load-

balancing.

« Traffic identified as “All other traffic’ may or may not have the Ethertype packet field (for
example: xSTP traffic does not have Ethertype). Ethertype is used only if available in the

outermost Ethernet header for packets with two or fewer VLAN tags.

Table 17: Packet fields used for PW hash-label generation on the 7210 SAS-Sx/S 1/10GE

Traffic type Packet fields used
Source and destination
€ -

o n‘-': 3

o © o

s |2 g

215 | 28¢ ¢ |3

| so| sa (s o S S
VPLS and Epipe services
SAP to SDP
IP traffic v v v
PBB traffic v
MPLS traffic v , 51 , 52
All other traffic v v v v
VPLS service
SDP to SDP
All traffic v ;58

51 Three MPLS labels deep
52 Only applies if there are 3 or fewer MPLS labels when an IP header follows the MPLS header
53 Quter MACs
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2.7.9.9

ECMP hashing for 7210 SAS devices in network mode

The following table describes the packet fields used for different services and different traffic types, to
generate the hash-label.

Table 18: ECMP hashing algorithm for services configured on 7210 SAS devices in network mode

Traffic type Packet fields used
Source and destination
+ -

o n°_ 3

o © "

=le |2 £

2l g | 28]¢ ¢ | 3

L| co| s6 (s o 3 S
Network port IPv4 interface
IPv4 traffic v v v
IES service
SAP to SAP
IPv4 traffic v v v

2.7.10 Bidirectional Forwarding Detection over LAG links

2.7.10.1

The 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-R12, 7210 SAS-T, and 7210 SAS-Sx/S 1/10GE and

7210 SAS-Sx 10/100GE operating in standalone mode support bidirectional forwarding detection (BFD)
to monitor individual LAG link members, which speeds up the detection of link failures. When BFD is
associated with an Ethernet LAG, BFD sessions are established over each link member; sessions are
called micro-BFD (uBFD) sessions. A link is not operational in the associated LAG until the associated
micro-BFD session is fully established. The link member is also removed from the operational state in the
LAG if the BFD session fails.

If BFD over LAG links is configured before the LAG is active, a link will not become operational in

the associated LAG until the associated BFD session is fully established. If a LAG link is already in a
forwarding state when BFD over LAG links is enabled, the forwarding state of the LAG link is not influenced
until the uBFD session is fully established. A setup timer is started to remove the link from the LAG in the
case where the uBFD session is not set up in time. By default, the setup timer value is set to never expire.

When configuring the local and remote IP addresses for BFD over LAG link sessions, the local-ip
parameter must match an IP address associated with the IP interface to which this LAG is bound. In
addition, the remote-ip parameter must match an IP address on the remote system, and should also be in
the same subnet as the local IP address. If the LAG bundle is reassociated with a different IP interface, the
local-ip and remote-ip parameters should be modified to match the new IP subnet.

Configuration guidelines and restrictions for BFD over LAG links
The following guidelines apply for BFD over LAG links:
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2.7.11

3HE 19278 AAAA TQZZA

* The local address used for BFD sessions over LAG links cannot be an IP interface address that is
associated with R-VPLS services.

*  When a micro-BFD session is established, resources are allocated per member port of the LAG. These
resources are taken from the pool that is used to map packets to SAPs. Therefore, adding ports to the
LAG on which the micro-BFD session is configured reduces the number of SAPs.

» When configuring a micro-BFD session with dot1q encapsulation, an IP interface with dot1q explicit
null SAP (:0 SAP) must be configured on the port for the BFD session to be operational. The local IP
address of the BFD session can inherit the IP address of the IP interface that is configured with dot1q
explicit null SAP or any other IP interface with the LAG.

» The local IP interface address used for micro-BFD sessions must match the address of an IP interface
configured on the LAG. If an IP interface is configured with an encapsulation of dot1q explicit null SAP
configured on the LAG (lag:0), the uBFD session is not established unless one of the following occurs:

— The interface using lag:0 also has the same source IP address as the uBFD configuration.
— There is an operationally up interface with the same source IP address in the same routing instance.

* Micro-BFD sessions share the resources from the pool used to identify MAC addresses belonging to the
node, and the sessions must be processed by the applications on the node. Establishing a micro-BFD
session results in one less resource available for other applications that use the pool, such as an IP
interface, which is explicitly configured with a MAC address. On the 7210 SAS-R6 and 7210 SAS-R12,
the MAC address resource is allocated per card, and is only allocated on cards with a LAG member port
configured.

» Aremote IP address configured for a micro-BFD session must be the same IP address used to
configure the micro-BFD session in the peer node.

* The local IP address configured for micro-BFD should belong to the same routing instance as the IP
interface configured for :0 LAG.

Multi-chassis LAG

This section describes the Multi-Chassis LAG (MC-LAG) concept. MC-LAG is an extension of a LAG
concept that provides node-level redundancy in addition to link-level redundancy provided by “regular
LAG”.

N Note:
MC-LAG is supported on all 7210 SAS platforms as described in this document, except those
operating in access-uplink mode.

Typically, MC-LAG is deployed in a network-wide scenario and provides redundant connection between
different end points. The whole scenario is then built by a combination of different mechanisms (for
example, MC-LAG and redundant pseudowire to provide end-to-end (e2e) redundant point-to-point (p2p)
connection or dual homing of CPE devices in Layer 2/3 VPNs).

N Note:

The 7210 SAS platforms configured in access-uplink mode cannot peer with an MC-LAG-enabled
node because it does not implement MC-LAG protocol; a 7210 SAS-T in access-uplink mode
cannot provide MC-LAG server functionality. Instead they can be used as MC-LAG clients, with
the platforms connected to a head-end node that support MC-LAG server functionality. These
platforms connect to the head-end node using LAG.
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2.7.11.1 Overview

MC-LAG is a method of providing redundant Layer 2/3 access connectivity that extends beyond link level
protection by allowing two systems to share a common LAG end point.

The CPE/access node is connected with multiple links toward a redundant pair of Layer 2/3 access
aggregation nodes such that both link and node level redundancy is provided. By using a multi-chassis
LAG protocol, the paired Layer 2/3 aggregation nodes (referred to as the redundant-pair) appear to be a
single node that is utilizing LACP toward the access node. The multi-chassis LAG protocol between the
redundant-pair ensures a synchronized forwarding plane to and from the CPE/access node. It is used
to synchronize the link state information between the redundant-pair nodes and provide correct LACP
messaging to the CPE/access node from both redundant-pair nodes.

To ensure SLAs and deterministic forwarding characteristics between the CPE/access and the redundant-
pair node, the multi-chassis LAG function provides an active/standby operation toward/from the CPE/
access node. LACP is used to manage the available LAG links into active and standby states so that only
links from one aggregation node are active at a time to and from the CPE/access node.

MC-LAG has the following characteristics:

» Selection of the common system ID, system-priority, and administrative-key are used in LACP
messages to ensure that partner systems consider all links part of the same LAG.

» The selection algorithm is extended to allow the selection of the active subgroup.

— The subgroup definition in the LAG context is still local to the single box. Consequently, even when
subgroups configured on two different systems have the same subgroup-id, they are still considered
two separate subgroups within the specific LAG.

— The configuration of multiple subgroups per PE in an MC-LAG is supported.

— If there is a tie in the selection algorithm, for example, two subgroups with identical aggregate weight
(or number of active links), the group that is local to the system with lower system LACP priority and
LAG system ID is selected.

* Providing an inter-chassis communication channel allows the inter-chassis communication to support
LACP on both systems. The communication channel enables the following functionality:

— It supports connections at the IP level that do not require a direct link between two nodes. The IP
address configured at the neighbor system is one of the addresses of the system (interface or loop-
back IP address).

— The communication protocol provides heartbeat mechanism to enhance robustness of the MC-LAG
operation and detect node failures.

— It supports operator actions that force an operational change on nodes.

— The LAG group-ids do not have to match between neighbor systems. At the same time, multiple
LAG groups between the same pair of neighbors is also allowed.

— It verifies that the physical characteristics, such as speed and auto-negotiation are configured
and initiates operator notifications (traps) if errors exist. Consistency of MC-LAG configuration
(system-id, administrative-key and system-priority) is provided. Load-balancing must be consistently
configured on both nodes.

— Traffic over the signaling link is encrypted using a user-configurable message digest key.

» The MC-LAG function provides active/standby status to other software applications to build reliable
solutions.
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Figure 5: MC-LAG L2 dual homing to remote PE pairs and Figure 6: MC-LAG L2 dual homing to local PE
pairs show different combinations of supported MC-LAG attachments. The supported configurations can be
divided into the following subgroups:

» dual-homing to remote PE pairs
— both end-points attached with MC-LAG
— one end-point attached
* dual-homing to local PE pair
— both end-points attached with MC-LAG
— one end-point attached with MC-LAG
— both end-points attached with MC-LAG to two overlapping pairs

The following figure shows dual homing to remote PE pairs.

Figure 5: MC-LAG L2 dual homing to remote PE pairs
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The following figure shows dual homing to local PE pairs.
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Figure 6: MC-LAG L2 dual homing to local PE pairs
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The forwarding behavior of the nodes is governed by the following principles. Note that the logical
destination (actual forwarding decision) is primarily determined by the service (VPLS or VLL), and the
following principle apply only if the destination or source is based on MC-LAG:

» Packets received from the network will be forwarded to all local active links of the specific destination-
sap based on conversation hashing. If there are no local active links, the packets will be cross-
connected to the inter-chassis pseudowire.

» Packets received from the MC-LAG sap will be forwarded to the active destination pseudowire or active
local links of destination-sap. If no such objects are available at the local node, the packets will be
cross-connected to inter-chassis pseudowire.
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2.7.11.2 Point-to-point redundant connection across Layer 2/3 VPN network

The following figure shows the connection between two CPE/access nodes across network based on Layer
2/3 VPN pseudowires. The connection between a CPE/access node and a pair of access aggregation

PE routers is realized by MC-LAG. From the CPE/access node perspective, a redundant pair of access
aggregation PE routers acts as a single partner in LACP negotiation. At any point in time, only one of the
routers has active links in a specific LAG. The status of LAG links is reflected in the status signaling of
pseudowires set between all participating PEs. The combination of active and standby states across LAG
links and pseudowires give only one unique path between a pair of MSANSs.

Note that the configuration in the following figure shows an example configuration of VLL connections
based on MC-LAG. Specifically, it shows a VLL connection where the two ends (SAPs) are located on two
different redundant-pairs. However, additional configurations are possible, for example:

* both ends of the same VLL connections are local to the same redundant-pair

» one end of the VLL endpoint is on a redundant-pair and the other on a single (local or remote) node
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Figure 7: P2P redundant connection through a Layer 2 VPN network
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2.7.11.3 DSLAM dual homing in Layer 2 network

The following figure shows a network configuration where DSLAM is dual homed to a pair of redundant
PEs by using MC-LAG. Inside the aggregation network, a redundant-pair of PEs is connecting to VPLS
service, which provides a reliable connection to single or pair of Broadband Service Routers (BSRs).

PE-A and PE-B implement MC-LAG toward access. The active node synchronizes the IGMP snooping
state with the standby node, allowing the standby node to forward multicast streams to receivers on the
access side, if the active node fails.
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Figure 8: DSLAM dual-homing using MC-LAG

VPLS e

Synchronise
Y\ IGMP-snooping

O33GII0

2.7.11.4 Configuration guidelines

The following guidelines apply to MC-LAG configurations:

*  MC-LAG peer nodes must be of the same platform type. For example, 7210 SAS-Sx/S 1/10GE can
only peer with another 7210 SAS-Sx/S 1/10GE. 7210 SAS-Sx/S 1/10GE cannot be configured with
7210 SAS-Sx 10/100GE.

* MC-LAG is only supported in network mode on 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE,
and 7210 SAS-Sx 10/100GE. For example, if two MC-LAG peers are set up using 7210 SAS-T, both
need to be configured in network mode. It is not possible to have a node operating in network mode
to be an MC-LAG peer with a node operating in access-uplink mode. This is true of standalone and
standalone-VC modes, as well.

» 7210 SAS-T access-uplink mode supports active/standby LAG, which allows it to be used as client in an
MC-LAG solution.

2.7.11.5 Configuring multi-chassis redundancy

. Note:
When configuring associated LAG ID parameters, the LAG must be in access mode and LACP
must be enabled.

Use the following syntax to configure multi-chassis redundancy features.

config>redundancy
multi-chassis
peer ip-address
authentication-key [authentication-key | hash-key][hash | hash2]
description description-string
mc-lag
hold-on-neighbor-failure duration
keep-alive-interval interval
lag lag-id lacp-key admin-key system-id system-id [remotelag lag-
id] system-priority system-priority
no shutdown
no shutdown
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source-address ip-address

sync
igmp-snooping
port [port-id | lag-id] [sync-taglrange encap-range sync-tag
no shutdown

config>redundancy# multi-chassis
config>redundancy>multi-chassis# peer 10.10.10.2 create
config>redundancy>multi-chassis>peer# description "Mc-Lag peer 10.10.10.2"
config>redundancy>multi-chassis>peer# mc-lag
config>redundancy>mc>peer>mc-lag# lag 1 lacp-key 32666 system-
id 00:00:00:33:33:33 system-priority 32888
config>redundancy>mc>peer>mc-lag# no shutdown
config>redundancy>mc>peer>mc-lag# exit
config>redundancy>multi-chassis>peer# no shutdown
config>redundancy>multi-chassis>peer# exit
config>redundancy>multi-chassis# exit

config>redundancy#

Example

The following is a sample configuration output.

*7210-SAS>config>redundancy# info
multi-chassis
peer 1.1.1.1 create
shutdown
sync
shutdown
port 1/1/1 create
exit
exit
peer 10.20.1.3 create
mc-lag
lag 3 lacp-key 1 system-id 00:00:00:aa:bb:cc remote-
lag 1 system-priority 1
no shutdown
exit
no shutdown
exit
exit

*7210-SAS>config>redundancy#

2.8 G.8032 protected Ethernet rings

Ethernet ring protection switching provides ITU-T G.8032 specification compliance to achieve resiliency for
Ethernet Layer 2 networks. The G.8032 (Eth-ring) specification is built on Ethernet OAM and often referred
to as Ring Automatic Protection Switching (R-APS).

See “G.8032 Ethernet Ring Protection Switching” in the 7210 SAS-Mxp, S, Sx, T Services Guide and the
7210 SAS-R6, R12 Services Guide.
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2.9 802.1x network access control

The 7210 SAS supports network access control of client devices (PCs, STBs, and others) on an Ethernet
network in accordance with the IEEE 802.1x standard (Extensible Authentication Protocol (EAP) over a
LAN network or EAPOL).

Layer 2 control protocols affect 802.1x authentication behavior differently depending on the protocol in use;
see Layer 2 control protocol interaction with authentication methods for more information.

2.9.1 802.1x modes

The 7210 SAS supports port-based network access control for Ethernet ports only. Every Ethernet port
can be configured to operate in one of three different operation modes, controlled by the port-control
parameter:

« force-auth

Disables 802.1x authentication and causes the port to transition to the authorized state without requiring
any authentication exchange. The port transmits and receives normal traffic without requiring 802.1x-
based host authentication. This is the default setting.

+ force-unauth

Causes the port to remain in the unauthorized state, ignoring all attempts by the hosts to authenticate.
The switch cannot provide authentication services to the host through the interface.

* auto

Enables 802.1x authentication. The port starts in the unauthorized state, allowing only EAPOL frames
to be sent and received through the port. Both the router and the host can initiate an authentication
procedure, described as follows. The port will remain in an unauthorized state (no traffic except EAPOL
frames is allowed) until the first client is authenticated successfully. After this, traffic is allowed on the
port for all connected hosts.

2.9.2 802.1x basics

The IEEE 802.1x standard defines three participants in an authentication conversation:
+ supplicant

This is the end-user device that requests access to the network.
» authenticator

This participant controls access to the network. Both the supplicant and the authenticator are referred to
as Port Authentication Entities (PAEs).

+ authentication server
This participant performs the actual processing of the user information.

The authentication exchange is carried out between the supplicant and the authentication server, the
authenticator acts only as a bridge. The communication between the supplicant and the authenticator

is done through the Extended Authentication Protocol (EAP) over LANs (EAPOL). On the back end, the
communication between the authenticator and the authentication server is done with the RADIUS protocol.
The authenticator is therefore a RADIUS client, and the authentication server a RADIUS server.

The following figure shows the 802.1x architecture.
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Figure 9: 802.1x architecture

Client 7210 SAS RADIUS
] Authentication

Authenticator
Supplicant Authenticator Server

EAPOL RADIUS
0SSG038-7210M

The following figure shows the messages involved in the authentication procedure.
Figure 10: 802.1x authentication scenario
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The router will initiate the procedure when the Ethernet port becomes operationally up, by sending a
special PDU called EAP-Request/ID to the client. The client can also initiate the exchange by sending an
EAPOL-start PDU, if it does not receive the EAP-Request/ID frame during bootup. The client responds
on the EAP-Request/ID with a EAP-Response/ID frame, containing its identity (typically username +
password).

After receiving the EAP-Response/ID frame, the router will encapsulate the identity information into a
RADIUS AccessRequest packet, and send it off to the configured RADIUS server.
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The RADIUS server checks the supplied credentials, and if approved will return an Access Accept
message to the router. The router notifies the client with an EAP-Success PDU and puts the port in
authorized state.

2.9.3 802.1x timers

The 802.1x authentication procedure is controlled by a number of configurable timers and scalars.
There are two separate sets, one for the EAPOL message exchange and one for the RADIUS message
exchange.

EAPOL timers:
* transit-period

Indicates how many seconds the Authenticator will listen for an EAP-Response/ID frame. If the timer
expires, a new EAP-Request/ID frame will be sent and the timer restarted. The default value is 60. The
range is 1 to 3600 seconds.

* supplicant-timeout

This timer is started at the beginning of a new authentication procedure (transmission of first EAP-
Request/ID frame). If the timer expires before an EAP-Response/ID frame is received, the 802.1x
authentication session is considered as having failed. The default value is 30. The range is 1 to 300.

* quiet-period

Indicates number of seconds between authentication sessions It is started after logout, after sending an
EAP-Failure message or after expiry of the supplicant-timeout timer. The default value is 60. The range
is 1 to 3600.

RADIUS timer and scaler:
* max-auth-req

Indicates the maximum number of times that the router will send an authentication request to the
RADIUS server before the procedure is considered as having failed. The default value is value 2. The
range is 1 to 10.

* server-timeout

Indicates how many seconds the authenticator will wait for a RADIUS response message. If the timer
expires, the access request message is sent again, up to max-auth-req times. The default value is 60.
The range is 1 to 3600 seconds.

The following figure shows sample EAPOL and RADIUS timers on the 7210 SAS.
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2.9.5
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Figure 11: 802.1x EAPOL timers (leff) and RADIUS timers (right)
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The router can also be configured to periodically trigger the authentication procedure automatically. This
is controlled by the enable re-authentication and reauth-period parameters. Reauth-period indicates

the period in seconds (since the last time that the authorization state was confirmed) before a new
authentication procedure is started. The range of reauth-period is 1 to 9000 seconds (the default is 3600
seconds, one hour). Note that the port stays in an authorized state during the re-authentication procedure.

802.1x configuration and limitations

Configuration of 802.1x network access control on the router consists of two parts:

» generic parameters, which are configured under config>security>dot1x

» port-specific parameters, which are configured under config>port>ethernet>dot1x

801.x authentication:

» Provides access to the port for any device, even if only a single client has been authenticated.

» Can only be used to gain access to a predefined Service Access Point (SAP). It is not possible
to dynamically select a service (such as a VPLS service) depending on the 802.1x authentication
information.

802.1x tunneling for Epipe service

Customers who subscribe to Epipe service considers the Epipe as a wire, and run 802.1x between their
devices which are located at each end of the Epipe.
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2.9.6

2.9.6.1
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. Note:
This feature only applies to port-based Epipe SAPs because 802.1x runs at port level not VLAN
level. Therefore such ports must be configured as null encapsulated SAPs.

When 802.1x tunneling is enabled, the 802.1x messages received at one end of an Epipe are forwarded
through the Epipe. When 802.1x tunneling is disabled (by default), 802.1x messages are dropped or
processed locally according to the 802.1x configuration (shutdown or no shutdown).

. Note:
Enabling 802.1x tunneling requires the 802.1x mode to be set to force-auth. Enforcement is
performed on the CLI level.

MAC authentication

. Note:
MAC authentication is only supported on 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-Sx/S 1/10GE,

and 7210 SAS-T.

The 7210 SAS supports the 802.1x EAP standard for authenticating Ethernet devices before they can
access the network. However, if a client device does not support 802.1x EAP, MAC authentication can be
used to prevent unauthorized traffic from being transmitted through the 7210 SAS.

Because MAC authentication is a fallback mechanism, the user must first enable 802.1x EAP to use MAC
authentication on the 7210 SAS. To authenticate a port using MAC authentication, first configure 802.1x
authentication on the 7210 SAS by enabling port-control auto, and then configure mac-auth on the
7210 SAS to enable MAC authentication.

Layer 2 control protocols affect MAC authentication behavior differently depending on the protocol in use;
see Layer 2 control protocol interaction with authentication methods for more information.

MAC authentication basics
When a port becomes operationally up with MAC authentication enabled, the 7210 SAS (as the
authenticator) performs the following steps:

1. After transmission of the first EAP-Request/ID PDU, the 7210 SAS starts the mac-auth-wait timer and
begins listening on the port for EAP-Response/ID PDUs. At this point, the 7210 SAS only listens to
EAPOL frames. If EAPOL frames are received, 802.1x authentication is chosen.

Note:
\J
If it is known that the attached equipment does not support EAP, you can configure no mac-
auth-wait so that MAC authentication is used as soon as the port is operationally up.

2. If the mac-auth-wait timer expires, and no EAPOL frames have been received, the 7210 SAS begins
listening on the port for any Ethernet frames.

3. If the 7210 SAS receives an Ethernet frame, the 7210 SAS scans the client source MAC address in
the frame and transmits the MAC address to the configured RADIUS server for comparison against the
MAC addresses configured in its database.

The following attributes are contained in the RADIUS message:

* User-Name
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This attribute specifies the source MAC address of the client device.
+ User-Password

This attribute specifies the source MAC address of the client device in an encrypted format.
» Service-Type

This attribute specifies the type of service that the client has requested; the value is set to 10 (call-
check) for MAC authentication requests.

+ Calling-Station-Id
This attribute specifies the source MAC address of the client device.
* NAS-IP-Address
This attribute specifies the IP address of the device acting as the authenticator.
* NAS-Port
This attribute specifies the physical port of the device acting as the authenticator.
* Message-Authenticator

This attribute is used to authenticate and protect the integrity of Access Request messages to
prevent spoofing attacks.

4. If the MAC address is approved by the RADIUS server, the 7210 SAS enables the port for traffic
transmission by that particular MAC address, which is successfully authenticated.

If the MAC address is rejected by the RADIUS server, the 7210 SAS will not authenticate the port using
either 802.1x or MAC authentication. If an Ethernet frame with the same MAC address is received, the
7210 SAS returns to step3 and reattempts approval of the MAC address.

5. If a port that was previously authenticated with MAC authentication receives an EAPOL-Start frame, the
port will not reauthenticate using 802.1x EAPOL.

While the port is unauthenticated, the port will be down to all upper layer protocols or services.

When a MAC address is authenticated, only packets whose source MAC address matches the
authenticated MAC address are forwarded when the packets are received on the port, and only packets
whose destination MAC address matches the authenticated MAC address are forwarded out of the port.

Broadcast and multicast packets at ingress are sent for source MAC address authentication. Broadcast
and multicast packets at egress are forwarded as normal.

Unknown destination packets at ingress are copied to the CPU and MAC authentication is attempted.
Unknown destination packets at egress are dropped.

2.9.6.2 MAC authentication limitations

MAC authentication is subject to the following limitations:

» If MAC authentication is configured on ports that are part of a LAG, the authenticated MAC address is
forwarded in the egress direction out of any port in the LAG.

» If MAC authentication is configured on a port and the port is added to or removed from a LAG, all
previously authenticated MACs are reauthenticated by the system.

Caution:
@ A small amount of traffic loss may occur while MAC reauthentication is in progress.
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2.9.7 VLAN authentication

N Note:
VLAN authentication is only supported on 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-Sx/S
1/10GE, and 7210 SAS-T.

The 7210 SAS supports VLAN authentication, which operates similarly to 802.1x network access control
but only uses VLAN-tagged EAPOL frames to trigger the authentication process on a per-VLAN basis,
or uses null-tagged EAPOL frames to authenticate and authorize processing of service traffic received in
the context of a Dot1q explicit null SAP. See 802.1x network access control for information about 802.1x
network access control and authentication.

To authenticate a port using VLAN authentication, you must first configure 802.1x authentication on the
7210 SAS by enabling port-control auto, and then configure vlan-auth on the 7210 SAS to enable
VLAN authentication and allow VLAN authentication functionality to supersede that of basic 802.1x
authentication.

VLAN authentication and MAC authentication are mutually exclusive. MAC authentication cannot be
configured on a port while VLAN authentication is already configured on the same port. See MAC
authentication for information about MAC authentication.

Layer 2 control protocols affect VLAN authentication behavior differently depending on the protocol in use;
see Layer 2 control protocol interaction with authentication methods for more information.

2.9.7.1 VLAN authentication basics

When a port becomes operationally up with VLAN authentication enabled, the 7210 SAS (as the
authenticator) performs the following steps:

1. After transmission of the first EAP-Request/ID PDU, the 7210 SAS begins listening on the port for
VLAN-tagged EAPOL Start, Request-ldentity frames from the access device connected to the port. Null-
tagged EAPOL frames also trigger the authentication process if a Dot1q explicit null SAP is configured.

2. If the 7210 SAS receives a VLAN-tagged EAPOL frame (or a null-tagged EAPOL frame if a Dot1q
explicit null SAP is configured), the 7210 SAS transmits the frame to the configured RADIUS server for
comparison of the VLAN against the usernames configured in its database.

The User-Name attribute is contained in the RADIUS message. This attribute specifies the username
received in the EAPOL frame from the client device.

3. If the VLAN is approved by the RADIUS server, the 7210 SAS maps all traffic received from the VLAN
to a SAP and processes it in the context of the configured service.

If the VLAN is rejected by the RADIUS server, all traffic from the VLAN is dropped. The 7210 SAS
enters a quiet period, configured using the quiet-period command, and will not authenticate the port
using VLAN authentication. After the quiet period expires, the 7210 SAS returns to step1.

While the port is unauthenticated, the port will be down to all upper layer protocols or services.

2.9.7.2 VLAN authentication limitations

VLAN authentication is subject to the following limitations:
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* VLAN authentication is only supported on Dot1g-encapsulated ports. It is not supported on NULL or
QinQ-encapsulated ports.

* VLAN authentication only uses the outermost VLAN tag received in the packets. Packets with more
than one tag are processed only if the outermost tag matches the SAP tag.

2.9.8

* Restrictions on processing of SAP tags also apply to VLAN authenticated frames. VLAN authentication
does not change the current behavior for frames mapped to different SAPs and services.

* VLAN range SAPs are not supported on a port with VLAN authentication enabled.

» Dot1q default SAPs configured on a port with Dot1q encapsulation do not support VLAN authentication.

» Dot1q explicit null SAPs can be configured on a port with Dot1q encapsulation, which requires
authentication of null-tagged EAPOL frames.

Layer 2 control protocol interaction with authentication methods

The following table describes the interactions of Layer 2 control protocols with 802.1x authentication, MAC

authentication, and VLAN authentication.

Table 19: Layer 2 control protocol interaction with authentication methods

Use subject to Terms available at: www.nokia.com/terms.

Layer 2 802.1x port MAC authentication |VLAN authentication enabled

control authentication enabled

protocol enabled Dot1q explicit null Dot1q explicit null

SAP not configured |SAP configured

EFM OAM Allow Allow Allow Allow

LLDP Block if port is Block if MAC is Allow Allow
unauthenticated unauthenticated
Allow if port is Allow if MAC is
authenticated authenticated

LACP Block if port is Block if MAC is LAG and LACP are LAG and LACP are
unauthenticated unauthenticated not supported on not supported on
Allow if port is Allow if MAC is ports with VLAN ports with VLAN
authenticated authenticated authentication enabled | authentication enabled

CFM Block if port is Block if MAC is Block if VLAN (SAP) is | Block if null SAP is
unauthenticated unauthenticated unauthenticated unauthenticated
Allow if port is Allow if MAC is Allow only if specific Allow if null SAP is
authenticated authenticated VLAN is authenticated | authenticated

xSTP (STP/ Block if port is Block if MAC is Block if VLAN (SAP) is | Block if null SAP is

RSTP/MSTP) | unauthenticated unauthenticated unauthenticated unauthenticated
Allow if port is Allow if MAC is Allow if VLAN (SAP) is | Allow if null SAP is
authenticated authenticated authenticated authenticated
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2.10 802.3ah OAM

802.3ah Clause 57 (EFM OAM) defines the Operations, Administration, and Maintenance (OAM) sublayer,
which provides mechanisms useful for monitoring link operation such as remote fault indication and remote
loopback control. In general, OAM provides network operators the ability to monitor the health of the
network and quickly determine the location of failing links or fault conditions. EFM OAM described in this
clause provides data link layer mechanisms that complement applications that may reside in higher layers.

OAM information is conveyed in slow protocol frames called OAM protocol data units (OAMPDUSs).
OAMPDUSs contain the appropriate control and status information used to monitor, test, and troubleshoot
OAM-enabled links. OAMPDUs traverse a single link being passed between peer OAM entities, and

therefore, are not forwarded by MAC clients (like bridges or switches).
The following EFM OAM functions are supported:

+ EFM OAM capability discovery

* active and passive modes

» remote failure indication mechanism to handle critical link events, including link fault and dying gasp

+ dying gasp support; EFM OAM dying gasp messages and SNMP dying gasp messages are mutually
exclusive and are generated on power failure. See the 7210 SAS-Mxp, R6, R12, S, Sx, T System

Management Guide for more information about support for SNMP dying gasp.

All 7210 SAS platforms process the EFM OAM dying gasp message received on a port enabled for
EFM and generate an SNMP trap. Support for generation of dying gasp messages on 7210 SAS
platforms is listed in the following table.

Table 20: Dying gasp message support on 7210 SAS platforms

7210 SAS platform Dying gasp
message
support 54

7210 SAS-Mxp v

7210 SAS-R6

7210 SAS-R12

7210 SAS-Sx/S 1/10GE v

7210 SAS-Sx 10/100GE v

7210 SAS-T v

* loopback, a mechanism provided to support a data link layer frame-level loopback mode. Both remote

and local loopback modes are supported.
+ EFM OAMPDU tunneling
* high resolution timer for EFM OAM in 500ms interval (minimum)

54 EFM OAM dying gasp messages are generated on either the network ports or access uplink ports based

on the operating mode of the device. The messages are not generated on access ports.
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2.10.1

2.10.2

2.10.3
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OAM events
EFM OAM defines a set of events that may impact link operation. The following critical link events (as
defined in 802.3ah clause 57.2.10.1) are supported:
* link fault
The PHY has determined a fault has occurred in the receive direction of the local DTE.
+ dying gasp
An unrecoverable local failure condition has occurred.
» critical event
An unspecified critical event has occurred.
These critical link events are signaled to the remote DTE by the flag field in OAM PDUs.

The 7210 SAS does not generate EFM OAM PDUs with these flags except for the dying gasp flag.
However, it supports processing of these flags in EFM OAM PDUs received from the peer.

Remote loopback

EFM OAM provides a link-layer frame loopback mode that can be remotely controlled.

To initiate remote loopback, the local EFM OAM client sends a loopback control OAM PDU by enabling the
OAM remote-loopback command. After receiving the loopback control OAM PDU, the remote OAM client
puts the remote port into local loopback mode.

To exit remote loopback, the local EFM OAM client sends a loopback control OAM PDU by disabling the
OAM remote-loopback command. After receiving the loopback control OAM PDU, the remote OAM client
puts the port back into normal forwarding mode.

Note that during remote loopback test operation, all frames except EFM OAM PDUs are dropped at the
local port for the receive direction, where remote loopback is enabled. If local loopback is enabled, then all
frames except EFM OAM PDUs are dropped at the local port for both the receive and transmit directions.
This behavior may result in many protocols (such as STP or LAG) resetting their state machines.

802.3ah OAM PDU tunneling for Epipe service

The 7210 SAS routers support 802.3ah. Customers who subscribe to Epipe service treat the Epipe as a
wire, so they demand the ability to run 802.3ah between their devices which are located at each end of the
Epipe.

. Note:
This feature only applies to port-based Epipe SAPs because 802.3ah runs at the port level, not at
the VLAN level. Therefore, such ports must be configured as null encapsulated SAPs.

When OAM PDU tunneling is enabled, 802.3ah OAM PDUs received at one end of an Epipe are forwarded
through the Epipe. 802.3ah can run between devices that are located at each end of the Epipe. When
OAM PDU tunneling is disabled (by default), OAM PDUs are dropped or processed locally according to the
efm-oam configuration (shutdown or no shutdown).
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Note that by enabling 802.3ah for a specific port and enabling OAM PDU tunneling for the same port are
mutually exclusive.

2.11 MTU configuration guidelines

The 7210 SAS devices provide the option to configure MTU limitations at many service points. The
physical (access and network) port, service, and SDP MTU values must be individually defined.
MTU values must conform to both of the following conditions:

» The service MTU must be less than or equal to the SDP path MTU.

* The service MTU must be less than or equal to the access port (SAP) MTU.

2.11.1 Default MTU values

The following table describes the default MTU values that are dependent upon the (sub-) port type, mode,
and encapsulation.

Table 21: MTU default values

Port type Mode Encap type Default (bytes)
Ethernet access null 1514
Ethernet access dot1q 1518
Port mode access qing 1522
Fast Ethernet network — 1514
Other Ethernet network — 9212
Ethernet hybrid — 9212
Notes:

1. The no service-mtu-check command disables service MTU check. Disabling the service MTU check
allows packets to pass to the egress if the packet length is less than or equal to the MTU configured
on the port. The length of the packet sent from a SAP is limited only by the access port MTU. In case
of a pseudowire, the length of the packet is limited by the network port MTU (including the MPLS
encapsulation).

2. In 7210 SAS, length of the SAP tag (or service-delimiting tag, for a packet received over a pseudowire)
is included in the computation of the packet length before comparing it with the service-MTU configured
for the service. Packet length= Length of IP packet + L2 header + length of SAP tag

For example, if the IP packet received over a dot1q SAP is 1500 and the service-MTU configured is
1514, the service MTU validation check fails as:

Packet length=1500 (Length of IP packet) +14 (L2 header) +4 (length of SAP tag) =1518. The packet is
dropped as packet length is greater than the service MTU configured.
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. Note:
See the 7210 SAS release notes for other restrictions with regards to MTU checking and
processing on each of the platforms.

2.12 Deploying preprovisioned components on 7210 SAS

This section describes the deployment of preprovisioned components on 7210 SAS platforms.

2.12.1 Deploying preprovisioned components for 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-
Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE.

Appropriate MDAs are auto-provisioned on the 7210 SAS-T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE, and
7210 SAS-Sx 10/100GE. The user is not required to provision the slots or MDA on these platforms.

2.12.2 Deploying preprovisioned components for 7210 SAS-R6 and 7210 SAS-R12

When a line card or MDA is installed in a preprovisioned slot, the device detects discrepancies between
the preprovisioned card and MDA type configurations and the types actually installed. Error messages
display if there are inconsistencies and the card does not initialize.

When the correct preprovisioned cards are installed in the appropriate chassis slot, alarm, status, and
performance details display.

The 7210 SAS-R6 has 6 IMM slots and 2 SF/CPM slots, which are not auto-provisioned and need to be
provisioned by the user.

The 7210 SAS-R12 has 12 IMM slots and 2 SF/CPM slots, which are not auto-provisioned and need to be
provisioned by the user.

The 7210 SAS-R6 and 7210 SAS-R12 allow the user to preprovision the chassis to accept either

IMMv2 or IMM-c cards. By default, without any configuration, the chassis accepts IMMv2 cards. Use the
configure>system>allow-imm-family command to configure the type of card the chassis can accept and
reboot the device for the value to take effect. See the 7210 SAS-Mxp, R6, R12, S, Sx, T Basic System
Configuration Guide for more information about this command.

2.13 Configuration process overview

The following figure shows the process to provision chassis slots (if any), line cards (if any), MDAs (if any),
and ports.
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Figure 12: Slot, card, MDA, and port configuration and implementation flow
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LAG I: | Configure LAG Attributes (Optional) |
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e Note:

» Specifying the chassis slot and card type is not needed for fixed platforms such as 7210 SAS-
T, 7210 SAS-Mxp, 7210 SAS-Sx/S 1/10GE and 7210 SAS-Sx 10/100GE; these platforms
do not support removable cards. On fixed platforms, the card type is auto-provisioned. It is
typically used only on chassis-based platforms that support slots for inserting cards, such as
the 7210 SAS-R6 and 7210 SAS-R12.

» Specifying the MDA type is not required on platforms that do not support an MDA, such
as 7210 SAS-T, 7210 SAS-Sx/S 1/10GE, 7210 SAS-Sx 10/100GE, 7210 SAS-R6, and
7210 SAS-R12. 7210 SAS-Mxp does not have a expansion slot and therefore does not
support MDAs.

2.14 Configuring physical ports with CLI

This section provides information to configure ports.

2.15 Preprovisioning guidelines

The 7210 SAS platforms have a console port to connect terminals to the device. The Ethernet
management port is supported.
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2.15.1

2.15.2
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Configure parameters from a system console connected to a console port, using Telnet to access the
device remotely or SSH to open a secure shell connection.

Predefining entities

On 7210 SAS platforms, where cards/MDAs are not auto-provisioned, to initialize a card, the chassis slot,
line card type, and MDA type must match the preprovisioned parameters. In this context, preprovisioning
means to configure the entity type (such as the line card type, MDA type, port, and interface) that is
planned for a chassis slot, line card, or MDA. Preprovisioned entities can be installed but not enabled or
the slots can be configured but remain empty until populated. Provisioning means that the preprovisioned
entity is installed and enabled.

You can:
» provision the chassis to accept specific IMM cards on the 7210 SAS-R6 and 7210 SAS-R12
» preprovision ports and interfaces after the line card and MDA types are specified.

+ install line cards in slots with no preconfiguration parameters specified. When the card is installed,
the card and MDA types must be specified. This is required on 7210 SAS chassis-based platforms
(7210 SAS-R6 and 7210 SAS-R12). On 7210 SAS platforms that do not support any removable cards
or MDAs, the cards are preprovisioned for fixed ports.

» install a line card in a slot provisioned for a different card type (the card will not initialize). The existing
card and MDA configuration must be deleted and replaced with the current information. This is required

on 7210 SAS chassis-based platforms (7210 SAS-R6 and 7210 SAS-R12). On 7210 SAS platforms that

do not support any removable cards or MDAs, the MDAs are preprovisioned for all fixed ports.

Preprovisioning a port

On 7210 SAS chassis-based platforms (7210 SAS-R6 and 7210 SAS-R12), before a port can be
configured, the slot must be preprovisioned with an allowed card type or the MDA must be preprovisioned
with an allowed MDA type.

Some recommendations to configure a port include:
» Ethernet
— Configure an access port for customer facing traffic on which services are configured.

An encapsulation type may be specified to distinguish services on the port or channel. Encapsulation

types are not required for network ports.
To configure an Ethernet access port, see Ethernet access port.

— Configure a network port to participate in the service provider transport or infrastructure network.
To configure an Ethernet network port, see Ethernet network port.

Accounting policies can only be associated with network ports and Service Access Points (SAPs).
Accounting policies are configured in the config>log>accounting-policy context.

When ports are preprovisioned, Link Aggregation Groups (LAGs) can be configured to increase the
bandwidth available between two nodes. All physical links in a specific LAG combine to form one logical
connection. A LAG also provides redundancy in case one or more links that participate in the LAG fail. For
command syntax, see Configuring LAG parameters.
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2.16

2.16.1

2.16.2
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Basic configuration

For 7210 SAS platforms that do not support any removable cards or MDAs (7210 SAS-T, 7210 SAS-
Mxp, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE), the card and MDA is auto-provisioned and
operators can directly start with identifying and configuring the ports as follows.

On 7210 SAS chassis-based platforms, (7210 SAS-R6 and 7210 SAS-R12), the card type must be
provisioned and operators need to start from identifying the chassis slot and configuration of the slot and
card type, as shown below.

The most basic configuration must have the following:

» identify chassis slot (if applicable)

» specify line card type (must be an allowed card type).

» identify MDA slot (if applicable)

+ specify MDA (must be an allowed MDA type) — if applicable
 identify specific port to configure

Configuring cards and MDAs

Card configurations include a chassis slot designation.
Example

The following is a sample of card configuration output for the 7210 SAS-R6.

A:SASR6>config>card# info

card-type imm-sas-2xfp
mda 1
no shutdown
exit
no shutdown

A:SASR6>config>card#

Configuration notes for provisioning of cards

The following provisioning guidelines and restrictions apply:

+ On 7210 SAS systems that require provisioning of the card type (7210 SAS-R6 and 7210 SAS-R12), if
a card type is installed in a slot provisioned for a different type, the card will not initialize.

* On 7210 SAS systems that require provisioning of a card (7210 SAS-R6 and 7210 SAS-R12), if the
card is installed in an unprovisioned slot, it will remain administratively and operationally down until the
card type is specified.

» Ports cannot be provisioned until the slot and card type are specified, on systems that require
provisioning of the card. Ports can be provisioned on bootup on systems that auto-provision the cards
(7210 SAS-T, 7210 SAS-Sx/S 1/10GE, and 7210 SAS-Sx 10/100GE).
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2.16.2.1 Configuration notes for provisioning of 7210 SAS-R6 IMMv2 (IMM-b) cards

The 7210 SAS-R6 platform supports IMM version-2 cards (imm-sas-b variants). To use IMMv2 cards, you
must provision the chassis using the config>system>chassis>allow-imm-family CLI command as shown
below. This command allows the software know which version of cards will be used in the system and
allows it to initialize the system appropriately with the correct set of parameters. A change to this value
requires a reboot of the chassis.

config>system>chassis#
allow-imm-family imm-family
where:
imm-family = imm-sas-r-b | imm-sas-r-c
* imm-sas-r-b: use for IMMv2
* imm-sas-r-c: use for IMM-c
For the list of IMMs supported in a particular release, see the release notes.

The user can change the value of allow-imm-family at any time. It does not change the operational state
of the chassis. For the value to take effect, the user must reboot. If the software detects a mismatch in
the cards specified by allow-imm-family and the IMM cards provisioned/equipped in the chassis, it will
generate an error as shown below.

*A:NS140500018# /configure system chassis allow-imm-family ?
- allow-imm-family <imm-family>
- no allow-imm-family

<imm-family> : imm-sas-r-b|imm-sas-r-c
*A:NS140500018# /configure system chassis allow-imm-family imm-sas-r-b

INFO: CHMGR #4004 Configuration changes successful. Reboot the chassis for configura
tion to take effect.

Use the following command to display a list of supported cards per family.

*A:sasr_dutb>show>system# chassis imm-family all

IMM FAMILY INFORMATION

IMM-TYPE IMM-FAMILY SUPPORTED
imm-sas-b-4sfp+ imm-sas-r-b ----
imm-sas-b-2sfp+ imm-sas-r-b ----
imm-sas-b-10sfp-1sfp+ imm-sas-r-b ----
imm-sas-b-1lcsfp imm-sas-r-b -
imm-sas-b-16tx imm-sas-r-b ----

*A:sasr _dutb>show>system#

Use the following command to display the list of IMM cards allowed in the chassis based on the configured
value of allow-imm-family .

*A:sasr dutb>show>system# chassis imm-family configured
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IMM FAMILY INFORMATION

IMM-TYPE IMM-FAMILY SUPPORTED
imm-sas-b-4sfp+ imm-sas-r-b -- -
imm-sas-b-2sfp+ imm-sas-r-b -- -
imm-sas-b-10sfp-1sfp+ imm-sas-r-b -- -

*A:sasr_dutb>show>system#

N Note:
For more information about upgrading the chassis to use IMMv2 cards, see the 7210 SAS-R6
Chassis Installation Guide.

2.16.2.2 Configuration notes for provisioning of 7210 SAS-R6 IMM-c cards

The user has the option to aggregate 1G and 10G customer services to 100GE uplinks to meet the
increasing bandwidth needs in access networks by provisioning 7210 SAS-R6 IMM-c cards. The QSFP28
(named imm-sas-c-1gsfp28) variant is supported, providing the flexibility of using optics based on needs.

Before using the card, the command config>system>chassis>allow-imm-family imm-sas-r-c must be
used, followed by a reboot of the node to allow the system to initialize correctly when using the new card.

On both the 7210 SAS-R6 and 7210 SAS-R12, imm-b and imm-c can be used simultaneously (that is,
some slots can be populated with imm-b and some slots can be populated with imm-c). To achieve that,
configure both imm-sas-r-b and imm-sas-r-c using the CLI command config>system>chassis>allow-
imm-family. The system scaling of the functions supported when a mix of IMM-b and IMM-c are in use
in the chassis is the lower of the scaling supported by each of the cards. See the scaling guide or contact
your Nokia representative for more information.

config>system>chassis#
allow-imm-family imm-family

where:
imm-family = imm-sas-r-b | imm-sas-r-c
* imm-sas-r-b: use for IMMv2
* imm-sas-r-c: use for IMM-c
The following guidelines and restrictions apply:
» IMM-c supports hot-swapping (after one-time configuration of the node).

* On the 7210 SAS-RG6, only two 100GE IMM-c cards in specified slots can be used. On the 7210 SAS-
R12, all slots can be populated with 100GE IMM-c cards.

» SyncE (as a reference and for distribution of frequency) and PTP (IEEE default and G.8265.1 profile)
are available for use with the 100GE port.

» Supports eight egress queues per network port for egress queuing and scheduling, along with MPLS
EXP based marking, for prioritizing service traffic on network uplinks. Supports network port ingress
classification with policing and network IP interface ingress classification with policing to differentiate
and prioritize service traffic.

» 100GE QSFP28 IMM-c variant does not provide a breakout option.
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2.17 Common configuration tasks

This section describes common configuration tasks.

2.17.1 Configuring ports

*A:7210SAS duth>config>port# info detail
description "10/100/Gig Ethernet TX"
access

egress
pool default
resv-cbs default
slope-policy "default"
exit
exit
exit
network
egress
pool default
no amber-alarm-threshold
no red-alarm-threshold
resv-cbs default
slope-policy "default"
exit
exit
exit

*A:7210 SAS duth>config>port#

2.17.1.1 Configuring Ethernet port parameters

This section describes Ethernet port configuration.

2.17.1.1.1 Ethernet network port

A network port is network-facing and participates in the service provider transport or infrastructure network

processes.
Example

The following is a sample network port configuration output.

A:ALA-B>config>port# info
description "Ethernet network port"
ethernet
mode network
exit
no shutdown

A:ALA-B>config>port#
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2.17.1.1.2 Ethernet access-uplink port

Access-uplink ports are network-facing and transport customer services. Only QinQ encapsulation can be
used.

Example

The following is a sample access-uplink port configuration output.

A:ALA-B>config>port# info

description "Ethernet network port"
ethernet
mode access uplink
exit
no shutdown

A:ALA-B>config>port#

2.17.1.1.3 Ethernet access port

Services are configured on access ports used for customer-facing traffic. If a SAP is to be configured on
a port, it must be configured in access mode. When a port is configured for access mode, the appropriate
encapsulation type can be specified to distinguish the services on the port. When a port has been
configured for access mode, multiple services may be configured on the port.

Example

The following is a sample Ethernet access port configuration output.

*A:7210-SAS>config>port# info
ethernet
mode access
access
egress
exit
ingress
exit
exit
encap-type dotlq
mtu 9212
exit
no shutdown

*A:7210-SAS>

2.17.1.1.4 Configuring 802.1x authentication port parameters
Example

The following is a sample 802.1x port configuration output.

A:ALA-A>config>port>ethernet>dotlx# info detail
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port-control auto
radius-plcy dotlxpolicy
re-authentication
re-auth-period 3600
max-auth-req 2
transmit-period 30
quiet-period 60
supplicant-timeout 30
server-timeout 30

2.17.1.1.5 Configuring MAC authentication port parameters

N Note:
MAC authentication is only supported on 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-Sx/S 1/10GE,
and 7210 SAS-T.

The 7210 SAS supports a fallback MAC authentication mechanism for client devices (for example, PCs
and cameras) on an Ethernet network that do not support 802.1x EAP.

MAC authentication provides protection against unauthorized access by forcing the device connected to
the 7210 SAS to have its MAC address authenticated by a RADIUS server before the device is able to
transmit packets through the 7210 SAS.

Use the following CLI syntax to configure MAC authentication for an Ethernet port.

port port-id ethernet
dotlx
mac-auth
mac-auth-wait seconds
port-control auto
quiet-period seconds
radius-plcy name

Example

The following example shows the command usage to configure MAC authentication for an Ethernet
port.

config# port 1/1/2 ethernet dotlx
config>port>ethernet>dotlx# mac-auth
config>port>ethernet>dotlx# mac-auth-wait 20
config>port>ethernet>dotlx# port-control auto
config>port>ethernet>dotlx# quiet-period 60
config>port>ethernet>dotlx# radius-plcy dotlxpolicy

Example: Port configuration output

Use the info detail command to display port configuration information.

SAS-T>config>port>ethernet>dotlx# info detail
port-control auto
radius-plcy dotlxpolicy
re-authentication
re-auth-period 3600
max-auth-req 2
transmit-period 30
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quiet-period 60
supplicant-timeout 30
server-timeout 30
mac-auth
mac-auth-wait 20

SAS-T>config>port>ethernet>dot1x#

2.17.1.1.6 Configuring VLAN authentication port parameters

N Note:
VLAN authentication is only supported on 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-Sx/S
1/10GE, and 7210 SAS-T.

The 7210 SAS supports VLAN authentication for client devices (for example, PCs and STBs) on an
Ethernet network.

VLAN authentication provides protection against unauthorized access by forcing the device connected
to the 7210 SAS to be authenticated by a RADIUS server before the device is able to transmit packets
through the 7210 SAS.

Use the following CLI syntax to configure VLAN authentication for an Ethernet port.

port port-id ethernet
dotlx
vlan-auth
port-control auto
quiet-period seconds
radius-plcy name

Example

The following example shows the command usage to configure VLAN authentication for an Ethernet
port.

config# port 1/1/2 ethernet dotlx
config>port>ethernet>dotlx# vlan-auth
config>port>ethernet>dotlx# port-control auto
config>port>ethernet>dotlx# quiet-period 60
config>port>ethernet>dotlx# radius-plcy dotlxpolicy

Example: Port configuration output

Use the info detail command to display port configuration information.

SAS-T>config>port>ethernet>dotlx# info detail
port-control auto
radius-plcy dotlxpolicy
re-authentication
re-auth-period 3600
max-auth-req 2
transmit-period 30
quiet-period 60
supplicant-timeout 30
server-timeout 30
vlan-auth
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SAS-T>config>port>ethernet>dot1x#

2.17.2 Configuring LAG parameters

The following guidelines and restrictions apply for LAG configurations:
» LAG configurations must include at least two ports.

» Up to eight ports can be included in a LAG, depending on the platform. All ports in the LAG must share
the same characteristics (speed, duplex, hold-timer, and so on). The port characteristics are inherited
from the primary port.

» Autonegotiation must be disabled or set to limited mode for ports that are part of a LAG to guarantee a
specific port speed.

» Ports in a LAG must be configured as full duplex.

* The 7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12 support IP DSCP table-based classification for
LAG. See “Service Ingress QoS Policies” in the 7210 SAS-Mxp, R6, R12, S, Sx, T Quality of Service
Guide for more information.

Example: LAG configuration output

*A:7210SAS>config>lag# info detail
no mac
mode hybrid
encap-type dotlq
no enable-dei
no enable-table-classification
port 6/1/1 priority 32768 sub-group 1
no dynamic-cost
lacp active administrative-key 32770
port-threshold 0 action down
lacp-xmit-interval fast
lacp-xmit-stdby
no selection-criteria
no hold-time
standby-signaling lacp
no shutdown

*A:7210SAS>config>lag#

2.17.2.1 Configuring BFD Over LAG links

After the LAG and associated links are configured, you can configure BFD in the LAG context to create and
establish the micro-BFD session per link. Before micro-BFD can be established, an IP interface must be
associated with the LAG or a VLAN within the LAG, if dot1q encapsulation is used.

Perform the following to enable and configure BFD over individual LAG links.
1. Within the lag context, enter the bfd context and enable BFD.

2. Configure the address family for the micro-BFD sessions. Only one address family per LAG can be
configured. On the 7210 SAS-T, 7210 SAS-R6, and 7210 SAS-R12, only the IPv4 address family can
be configured.

3. Configure the local IP address for the BFD sessions.
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4. Configure the remote IP address for the BFD sessions.

When configuring the local and remote IP address for the BFD over LAG link sessions, ensure that the
local-ip parameter should always match an IP address associated with the IP interface to which the LAG is
bound. In addition, the remote-ip parameter must match an IP address on the remote system and should
also be in the same subnet as the local-ip address. If the LAG bundle is reassociated with a different IP
interface, modify the local-ip and remote-ip parameters to match the new IP subnet. The local-ip and
remote-ip values do not have to match a configured interface in the case of tagged LAG or ports.

The following optional parameters can be configured for BFD over LAG links:
» transmit interval

* receive interval

» multiplier

* max-wait-for-up-time — This parameter controls how long a link will remain active if BFD is enabled
after the LAG and associated links are active and in a forwarding state.

* max-time-admin-down — This parameter controls how long the system will wait before bringing the
associated link out of service if an admin down message is received from the far end.

Example

The following is a sample configuration output.

*A:Dut-C>config>lag# info

family ipv4
local-ip-address 10.120.1.2
receive-interval 1000
remote-ip-address 10.120.1.1
transmit-interval 1000
no shutdown
exit
exit
no shutdown

2.17.3 Configuring access egress queue overrides

Queue override support on an access port in the egress direction allows users to override queue
parameters such as adaptation rule, percent CIR and PIR rates, queue management policy, queue mode,
CIR and PIR rates, and queue weight.

When the queue override feature is not used, queue parameters for the port are taken from the access
egress QoS policy assigned to the port.

Example

The following is a sample queue override configuration output.

*A:dut-g>config>port>ethernet>access>egr>queue-override# info
queue "1" create
queue-mgmt default
queue-mode strict
weight 7
rate cir 3000 pir 90000
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adaptation-rule cir min pir max
exit

queue "5" create
queue-mgmt 200
queue-mode weighted
weight 1
percent-rate cir 5.00 pir 10.00
adaptation-rule cir min pir closest
exit

queue "8" create

exit

*A:dut-g>config>port>ethernet>access>egr>queue-override#

CRC error monitoring

This feature allows the user to track CRC (cyclic redundancy check) errors received on a specific port.

The detection mechanism is based around a configurable threshold specified by the administrator. Two
thresholds are configurable, one for CRC degrade and one for CRC signal fail. The first threshold crossing
generates an alarm, log entry, and trap, but does not bring the physical port down, while the second (signal
fail) threshold crossing logs an alarm, generates a trap, and brings the port operationally down.

The thresholds are configurable with the CLI command config>port>ethernet crc-monitor.

. Note:
This behavior is enabled on a per-port basis. By default, the command and functionality is
disabled for signal degrade and signal fail.

The user can configure different values for the sf-threshold and the sd-threshold. However, the sf-
threshold value must be less than or equal to the sd-threshold value.

The values provided by the user for threshold and multiplier are used to compute the error ratio as
(multiplier * (10 ~ - (threshold value)). Port statistics are collected once per second and accumulated over
the configured window size. Each second, the oldest sample is discarded and the new sample is added
to a running total. If the error ratio exceeds the configured threshold (as computed previously) over the
window size for 2 consecutive seconds, appropriate actions are taken as follows.

» If the number of CRC errors exceeds the signal degrade threshold value, a log warning message,
syslog event and SNMP trap with the message “CRC errors in excess of the configured degrade
threshold <M>*10e-<N> Set” is raised.

» If the CRC error rate increases further and exceeds the configured signal fail threshold value, an alarm
log message, syslog event, and SNMP trap are raised, and the port is brought operationally down.

When the condition is cleared, a SNMP trap message to clear the event is generated.

Service management tasks

This section describes the service management tasks.
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2.18.1 Modifying or deleting an MDA

To change an MDA type already provisioned for a specific slot/card, the slot/MDA/port configuration must
be shut down and then the MDA must be deleted from the configuration. Modify and delete operations can

be performed only on the MDAs that are not auto-equipped or auto-provisioned.
Use the following syntax to modify an MDA.

config> port port-id
shutdown

config> card slot-number
shutdown

[no] mda mda-number

[no] mda-type mda-type
shutdown

2.18.2 Modifying a card type

The modify operation cannot be performed on an IOM card that is auto-equipped and auto-provisioned

during bootup and is fixed.

config> port port-id
[no] shutdown

config> card slot-number
mda mda-number

[no] mda-type mda-type
[no] shutdown

2.18.3 Deleting a card

The delete operation cannot be performed on an IOM card that is auto-equipped and auto-provisioned

during bootup and is fixed.

config> port port-id
shutdown

config> card slot-number
card-type card-type

mda mda-number

no mda-type mda-type

no shutdown

2.18.4 Deleting port parameters
Use the following syntax to delete a port provisioned for a specific card.

config>port port-id
shutdown
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no port port-id

2.19 Card, MDA, and port command reference

2.19.1 Command hierarchies

» Hardware commands

+ MDA commands

» Port configuration commands for PTP port-based timestamp
» Port-based split horizon group configuration commands
» Port configuration commands for DWDM Optics

* Port loopback commands

* Port QoS slope policy commands

» Port Ethernet commands

* LAG commands

* Multi-chassis redundancy commands

» Ethernet ring commands

* Show commands

* Monitor commands

» Clear commands

* Debug commands
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2.19.1.1 Configuration commands

2.19.1.1.1 Hardware commands

config
- [no] card slot-number
- card-type card-type
- sys-res-profile policy-id
- no sys-res-profile

2.19.1.1.2 MDA commands

config
- [no] card slot-number

- [no] mda mda-slot
- mda-type mda-type
- no mda-type
- [no] shutdown
- [no] sync-e

- [no] shutdown

2.19.1.1.3 Port configuration commands for PTP port-based timestamp

config
- port
- no port
- [no] ptp-hw-timestamp

2.19.1.1.4 Port-based split horizon group configuration commands

config
- port
- no port
- split-horizon-group group-name
- no split-horizon-group

config
- [no] lag [lag-1id]
- [no] split-horizon-group group-name

2.19.1.1.5 Port configuration commands for DWDM Optics

config
- port {port-id}
- no port
- description long-description-string
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- no description
- dwdm
- channel channel

2.19.1.1.6 Port loopback commands

configure
- system
- loopback-no-svc-port [mac-swap mac-swap port-id]l [mirror mirror-port-id]
[testhead testhead port-id]l [p2mpbud p2mpbud-port-id [p2mp-bud-classification]]
- no loopback-no-svc-port [mac-swap mac-swap port-id] [mirror mirror-port-id]
[testhead testhead port-id]l [p2mpbud p2mpbud-port-id]

2.19.1.1.7 Port QoS slope policy commands

config
- port
- no port
- access
- egress
- [no] pool [name]
- slope-policy name
- no slope-policy
- uplink
- egress
- [no] pool [namel]
- slope-policy name
- no slope-policy
- network
- egress

- [no] pool [name]
- slope-policy name
- no slope-policy

2.19.1.1.8 Port Ethernet commands

2.19.1.1.8.1 General Port Ethernet commands

config
- [no] port {port-id}
- ethernet

- autonegotiate [limited]

- [no] autonegotiate

- connection-type connection-type

- down-on-internal-error

- no down-on-internal-error

- duplex {full | half}

- encap-type {dotlq | null | ginq}

- [no] eth-bn-egress-rate-changes

- eth-cfm

- [no] mep mep-id domain md-index association ma-index
- eth-bn
- [no] receive
3HE 19278 AAAA TQZZA © 2023 Nokia. 121

Use subject to Terms available at: www.nokia.com/terms.



7210 SAS-Mxp, R6, R12, S, Sx, T Interface Configuration 7210 SAS interfaces
Guide Release 23.3.R1

- rx-update-pacing seconds
- hold-time {[up hold-time up] [down hold-time down] [seconds| centiseconds]}
- no hold-time
- [no] lacp-tunnel
- mac ieee-address
- no mac
- mode {access [uplink] network| hybrid}
- no mode
- monitor-oper-group name
- no monitor-oper-group
- mtu mtu-bytes
- no mtu
- multicast-egress {12-switch | 13-fwd}
- no multicast-egress
- multicast-ingress {12-mc | ip-mc}
- no multicast-ingress
- no loopback {internal} [service svc-id sap sap-id src-mac SA dst-mac DA]
- no oper-group
- oper-group name
- no poe
- poe [plus]
- ginq-etype 0x0600..0xffff
- no qing-etype
- rs-fec-mode rs-fec-mode
- no rs-fec-mode
- [no] report-alarm [signal-fail] [remote] [locall]
- speed {10 | 100 | 1000 | 10000}
- [no] shutdown

2.19.1.1.8.2 Port Ethernet QoS commands

config
- [no] port {port-id}
- ethernet
- access-ingress-qos-mode {sap-mode | port-mode}
- access
- accounting-policy acct-policy-id
- no accounting-policy
- [no] collect-stats
- egress
- qos policy-id
- no qos
- [no] queue-override
- [no] queue queue-id [create]
- adaptation-rule cir {max | min | closest} [pir {max | min
closest}]
- no adaptation-rule
- percent-rate cir cir-percent [pir pir-percent]
- no percent-rate
- queue-mgmt name
- no queue-mgmt
- queue-mode queue-mode
- no queue-mode
- rate cir cir-rate [pir pir-rate]
- no rate
- weight weight
- no weight
- ingress
- dotlp-classification policy-id
- no dotlp-classification
- dscp-classification policy-id
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- no dscp-classification
- untagged-fc fc
- no untagged-fc
- qos policy-id
- no qos
- uplink
- accounting-policy acct-policy-id
- no accounting-policy
- [no] collect-stats
- qos policy-id
- no qos
- queue-policy name
- no queue-policy
- egress-rate sub-rate [max-burst size-in-kbits]
- no egress-rate
- egress-scheduler-policy port-scheduler-policy-name
- no egress-scheduler-policy
- enable-dei
- no enable-dei
- enable-table-classification
- no enable-table-classification
- network
- accounting-policy policy-id
- no accounting-policy
- [no] collect-stats
- qos policy-id
- no qos
- queue-policy name
- no queue-policy

2.19.1.1.8.3 Port Ethernet CRC Monitoring commands

config
- [no] port {port-id}
- ethernet
- crc-monitor
- [no] sd-threshold threshold [multiplier multiplier]
- [no] sf-threshold threshold [multiplier multiplier]
- [no] window-size seconds

2.19.1.1.8.4 Port Ethernet 802.1x commands

config
- [no] port {port-id}
- ethernet
- dotlx
- [no] mac-auth
- mac-auth-wait seconds
- no mac-auth-wait
- max-auth-req max-auth-request
- port-control {auto | force-auth | force-unauth}
- quiet-period seconds
- no quiet-period
- [no] radius-plcy name
- re-auth-period seconds
- [no] re-authentication
- server-timeout seconds
- no server-timeout
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- supplicant-timeout seconds
- no supplicant-timeout

- transmit-period seconds

- no transmit-period

- [no] tunneling

- [no] vlan-auth

2.19.1.1.8.5 Port Ethernet Down-when-Looped commands

config
- [no] port {port-id}
- ethernet

- down-on-internal-error

- no down-on-internal-error

- down-when-looped
- keep-alive timer
- no keep-alive
- retry-timeout timer
- no retry-timeout
- [no] shutdown

2.19.1.1.8.6 Port Ethernet EFM OAM commands

config
- [no] port {port-id}
- ethernet
- efm-oam
- [no] accept-remote-loopback
- mode {active | passive}
- [no] shutdown
- [no] transmit-interval interval [multiplier multiplier]
- [no] tunneling

2.19.1.1.8.7 Port Ethernet LLDP commands

config
- [no] port {port-id}
- ethernet
- 1udp
- [no] tunnel-nearest-bridge-dest-mac
- dest-mac {nearest-bridge | nearest-non-tpmr | nearest-customer}

- admin-status {rx | tx | tx-rx | disabled}

- lldp-med
- admin-status {tx-rx | disabled}
- no admin-status
- network-policy policy-id [policy-id...(up to 4 max)]
- no network-policy
- tx-tlvs [network-policy] [mac-phy-config-status]
- no tx-tlvs

- [no] notification

- port-id-subtype {tx-if-alias | tx-if-name | tx-local}

- no port-id-subtype

- tx-mgmt-address [system] [system-ipv6]

- no tx-mgmt-address

- tx-tlvs [port-desc] [sys-name] [sys-desc] [sys-cap]
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- no tx-tlvs

2.19.1.1.8.8 Port Ethernet sync commands

config
- [no] port {port-id}
- ethernet

- no port-clock

- port-clock {master|slave|automatic}

- ssm
- [no] code-type sonet | sdh
- [no] esmc-tunnel
- [no] shutdown
- [no] tx-dus

2.19.1.1.9 LAG commands

config
- [no] lag [lag-1id]
- access-ingress-qos-mode {sap-mode | port-mode}
- bfd
- [no] disable-soft-reset-extension
- family {ipv4}
- [no] bfd-on-distributing-only
- local-ip-address ip-address
- no local-ip-address
- max-admin-down-time [down-interval]
- max-admin-down-time infinite
- no max-admin-down-time
- max-setup-time [up-intervall]
- max-setup-time infinite
- no max-setup-time
- multiplier [multiplier]
- no multiplier
- receive-interval interval
- no receive-interval
- remote-ip-address ip-address
- no remote-ip-address
- [no] shutdown
- transmit-interval interval
- no transmit-interval
- description long-description-string
- no description
- [no] dynamic-cost
- enable-table-classification
- no enable-table-classification
- enable-dei
- no enable-dei
- encap-type {dotlq | null | ginq}
- no encap-type
- hold-time down hold-down-time
- no hold-time
- lacp [mode] [administrative-key admin-key] [system-id system-id] [system-priority
priority]
- lacp-xmit-interval {slow | fast}
- no lacp-xmit-interval
- [no] lacp-xmit-stdby
- load-balancing hash parameters
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- mac ieee-address
- no mac
- mode access [uplink]
- no mode
- no oper-group
- oper-group name
- port port-id [port-id ..] [priority priority] [sub-group sub-group-id]
- no port port-id [port-id ..]
- port-threshold value [action {dynamic-cost | down}]
- port-threshold
- selection-criteria [{highest-count | highest-weight | best-port}] [slave-to-partner]
- no selection-criteria
- standby-signaling {lacp | power-off}
- no standby-signaling
- [no] shutdown
- system
- lag
- lb-hash-1-version version
- no lb-hash-1-version

2.19.1.1.10 Multi-chassis redundancy commands

config
- redundancy
- multi-chassis
- [no] peer ip-address [create]
- authentication-key [authentication-key | hash-key] [hash | hash2]
- no authentication-key
- description description-string
- no description
- [no] mc-lag
- hold-on-neighbor-failure multiplier
- no hold-on-neighbor-failure
- keep-alive-interval interval
- no keep-alive-interval
- lag lag-id lacp-key admin-key system-id system-id [remote-lag remote-lag-
id] system-priority system-priority
- lag remote-lag remote-lag-idl]
- no lag lag-id
- [no] shutdown
- peer-name
- no peer-name
- [no] shutdown
- source-address ip-address
- no source-address
- [no] sync
- [no] igmp-snooping
- port [port-id | lag-id] [sync-tag sync-tagl [create]
- no port [port-id | lag-id]
- range encap-range [sync-tag sync-tag]
- no range encap-range
- [no] shutdown

2.19.1.1.11 Ethernet ring commands

config
- eth-ring ring-id
- no eth-ring
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- [no] ccm-hold-time {down down-timeout | up up-timeout}
- [no] compatible-version version
- description description-string
- no description
- [no] guard-time time
- [no] revert-time time
- [no] rpl-node {owner | nbr}
- [no] node-id mac
- [no] sub-ring {virtual-link | non-virtual-link}
- [no] interconnect {ring-id ring-id | vpls}
- [no] propagate-topology-change
- [no] path {a | b} [{port-id} raps-tag qtagl.qtagll
- description description-string
- [no] rpl-end
- eth-cfm
- [no] mep mep-id domain md-index association ma-index
- [no] ccm-enable
- [no] ccm-1tm-priority priority
- [no] control-mep
- [no] control-sap-tag tag-range
- [no] description description-string
- [no] eth-test-enable
- [no] test-pattern {all-zeros | all-ones} [crc-enable]
- bit-error-threshold bit-errors
- low-priority-defect {allDef | macRemErrXcon | remErrXcon | errXcon | xcon
| noXcon}
- mac-address mac-address
- one-way-delay-threshold seconds
- [no] shutdown
- [no] shutdown
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2.19.1.2 Show commands

show
- chassis [environment] [power-supply]
- card state
- card [slot-number]
- card [slot-number] [detaill
- card [slot-number] active-resource-profile
- card [slot-number] fabric-port-status
- pools mda-id[/port] [access-app [pool-namell
- pools mda-id[/port] [network-app [pool-namel]
- lag [lag-id] [detail] [statistics]
- lag lag-id associations
- lag [lag-id] description
- lag [lag-id] port
- port port-id [detail]
- port port-id description
- port port-id associations
- port port-id dotlx [detail]
- port port-id ethernet [efm-oam | detail]
- port port-id optical
- port [Al] [detail] [statistics] [description]
- port port-id acr [detaill]
- port port-id ptp-hw-timestamp
- ethernet
- 1ldp [nearest-bridge | nearest-non-tpmr | nearest-customer] [remote-info]
[detail] [1ldp-med]
- poe [detail]
- redundancy
- multi-chassis all
- mc-lag peer ip-address [lag lag-id]
- mc-lag [peer ip-address [lag lag-id]] statistics
- sync peer [ip-address]
- sync peer [ip-address] detail
- sync peer [ip-address] statistics
- system
- internal-loopback-ports [detaill]
- 1ldp
- 1ldp neighbor

2.19.1.3 Monitor commands

monitor
- port port-id [port-id...(up to 5 max)] [interval seconds] [repeat repeat] [absolute |
rate] [multiclass]

2.19.1.4 Clear commands

clear
- lag lag-id statistics
- mda mda-id [statistics]
- port port-id statistics
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2.19.1.5 Debug commands

debug
- lag [lag-id lag-id port port-id] [all]
- lag [lag-id lag-id port port-id] [sm] [pkt]l [cfg]l [red] [iom-upd] [port-state] [timers]
[sel-logic] [mc] [mc-pkt]
- no lag [lag-id lag-id]

2.19.2 Command descriptions

» Configuration commands
*  Show commands
e Clear commands

* Debug commands

2.19.2.1 Configuration commands

» Generic commands

» Card commands

*+ MDA commands

* Interface QoS commands

* General port commands

* Port loopback commands

» Ethernet port commands

+ 802.1x port commands

» LLDP Ethernet port commands
» Port commands

*+ LAG commands

» Ethernet ring commands

» Ethernet tunnel commands

* Multi-chassis redundancy commands
*  MC Endpoint commands

+ MC LAG commands

2.19.2.1.1 Generic commands
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description

Syntax
description /ong description-string

no description

Context
config>port
config>lag

Platforms

Supported on all 7210 SAS platforms as described in this document, including platforms configured in the
access-uplink operating mode

Description

This command creates a text description for a configuration context to help identify the content in the
configuration file.

The no form of this command removes any description string from the context.

Parameters
long-description-string

Specifies the description character string. Strings can be up to 160 characters composed
of printable, 7-bit ASCII characters. If the string contains special characters (#, $, spaces,
and so on), the entire string must be enclosed within double quotes.

shutdown

Syntax
[no] shutdown

Context
config>card

config>card>mda

config>port
config>port>ethernet
config>lag
config>port>ethernet>efm-oam
config>port>ethernet>ssm

config>redundancy>multi-chassis>peer>mc-lag
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Platforms

Supported on all 7210 SAS platforms as described in this document, including platforms configured in the
access-uplink operating mode

Description

This command administratively disables an entity. When disabled, an entity does not change, reset, or
remove any configuration settings or statistics.

The operational state of the entity is disabled as well as the operational state of any entities contained
within.

The no form of this command administratively enables an entity.

Default
card — no shutdown

mda — no shutdown
lag — shutdown
mc-lag — shutdown
port — shutdown

Special Cases
MC-LAG Protocol Handling for 7210 SAS-Mxp

When the no shutdown command is issued in the config>redundancy>multi-
chassis>peer>mc-lag context, resources are allocated to enable the node to process the
protocol.

The resources are deallocated when you issue the config>redundancy>multi-
chassis>peer>mc-lag>shutdown command.

2.19.2.1.2 Card commands

card

Syntax
card slot-number

Context
config

Platforms
Supported on all 7210 SAS platforms as described in this document.
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Description

This mandatory command enables the chassis card Input/Output Module (IOM), slot, and MDA CLI
context.

The no form of this command cannot be used on fixed IOM and MDA cards that are auto equipped and
auto provisioned.

Default
the IOM card is equipped and provisioned for slot 1

Parameters
slot-number
Specifies the slot number of the card in the chassis.

card-type

Syntax
card-type card-type

Context
config>card

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description

This command configures the card slot. The card type can be preprovisioned, meaning that the card does
not need to be installed in the chassis.

A card must be provisioned before an MDA or port can be configured.

A card can only be provisioned in a slot that is vacant, meaning no other card can be provisioned
(configured) for that particular slot.

A card can only be provisioned in a slot if the card type is allowed in the slot. An error message is
generated if an attempt is made to provision a card type that is not allowed.

A high severity alarm is raised if an administratively enabled card is removed from the chassis. The alarm
is cleared when the correct card type is installed or the configuration is modified. A low severity trap is
issued when a card is removed that is administratively disabled.

An appropriate alarm is raised if a partial or complete card failure is detected. The alarm is cleared when
the error condition ceases.

. Note:
This command is not required for 7210 SAS-T, 7210 SAS-Sx/S 1/10GE (standalone), 7210 SAS-
Sx 10/100GE, and 7210 SAS-Mxp devices as the cards are preprovisioned.

In a virtual chassis (VC), when the TiIMOS image boots up on the CPM-IMM and the IMM-only cards/
nodes, users must provision the card type on each member node so that the software knows which
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hardware platforms are members of the VC. The software can then determine the logical IMM types that
are part of the VC. Provisioning the card type is a mandatory step in the bring up of virtual chassis system
in order for all the member nodes to be fully functional.

The no form of this command cannot be used as the IOM card is fixed.

Default
the IOM card is equipped and preprovisioned for slot 1

Parameters
card-type
Specifies the type of card to be configured and installed in that slot.

Values iom-sas (7210 SAS-Mxp, and 7210 SAS-Sx/S 1/10GE (standalone))

imm-sas-10sfp+1xfp | imm-sas-10sfp | imm-sas-2xfp | imm-sas-b-4sfp+
| imm-sas-b-2sfp+ | imm-sas-b-10sfp-1sfp+ | imm-sas-b-11csfp | imm-
sas-b-16tx | imm-sas-c-1qsfp28 (7210 SAS-R6)

imm-sas-b-4sfp+ | imm-sas-b-4xfp | imm-sas-b-2sfp+ | imm-sas-
b-10sfp-1sfp+ | imm-sas-b-11csfp | imm-sas-b-16tx | imm-sas-
c-1qsfp28 (7210 SAS-R12)

sas-sx-24sfp-4sfpp | sas-sx-48sfp-4sfpp | sas-sx-24t-4sfpp | sas-
sx-48t-4sfpp | sas-s-24sfp-4sfpp | sas-s-48sfp-4sfpp | sas-s-24t-4sfpp

| sas-s-48t-4sfpp | sas-sx-24tp-4sfpp | sas-sx-48tp-4sfpp | sas-
s-24tp-4sfpp | sas-s-48tp-4sfpp (7210 SAS-Sx 1/10GE (standalone-vc))

sys-res-profile

Syntax
[no] sys-res-profile policy-id

Context
config>card

Platforms
7210 SAS-R6, 7210 SAS-12, and 7210 SAS-Sx/S 1/10GE (standalone-VC)

Description

This command attaches the system resource-profile policy. The system resource profile parameters are
defined as a policy. The user must configure the system resource profile policy and associate it with the
IMM card. The software reads the configured policy and allocates resources appropriately per IMM card. It
allows users to allocate resources to different features per IMM card.

. Note:
On 7210 SAS-R6 and 7210 SAS-R12, some of the system resource profile parameters are
applicable to the entire node and not per IMM card.
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For more information about the CLI descriptions for System Resource Profile parameters, see the
7210 SAS-Mxp, R6, R12, S, Sx, T Basic System Configuration Guide.

Default
system attaches the default system resource-profile to each IMM when it is booted up

Parameters
policy-id
Specifies the system resource profile policy to use for this card.

Values 1to 16

2.19.2.1.3 MDA commands

mda

Syntax
mda mda-slot

no mda mda-slot

Context
config>card

Platforms

Supported on all 7210 SAS platforms as described in this document, including platforms configured in the
access-uplink operating mode

Description
This command enables the MDA CLI context to configure MDAs.

. Note:
All 7210 SAS platforms auto-provision MDAs and do not require this command to be configured.

Parameters
mda-slot
Specifies the MDA slot number to be configured. Fixed ports on the panel of the chassis
belong to MDA 1.

Values 1

3HE 19278 AAAA TQZZA © 2023 Nokia. 134

Use subject to Terms available at: www.nokia.com/terms.



7210 SAS-Mxp, R6, R12, S, Sx, T Interface Configuration 7210 SAS interfaces
Guide Release 23.3.R1

mda-type

Syntax
mda-type mda-type

no mda-type

Context
config>card>mda

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description

This command configures a specific MDA type to the device configuration for the slot. The MDA can be
preprovisioned but an MDA must be provisioned before ports can be configured. Ports can be configured
after the MDA is correctly provisioned.

All 7210 SAS platforms (unless noted otherwise) support a fixed MDA. The fixed MDA (addressed as mda
1) is auto-equipped and auto-provisioned on boot up. It cannot be deleted. An error message is shown in
case a ho mda-type command is executed on a fixed MDA.

. Note:
All 7210 SAS platforms auto-provision MDAs and do not require this command to be configured.

The no form of this command deletes the MDA from the configuration.

Default
MDA 1 is auto-equipped and auto-provisioned by default during boot up

Parameters
mda-type
Specifies the type of MDA selected for the slot position.
Values 7210 SAS-T, 7210 SAS-Sx/S 1/10GE, 7210 SAS-Sx 10/100GE,
7210 SAS-Mxp — The logical MDA with fixed ports is auto-provisioned

7210 SAS-R6, 7210 SAS-R12 — The logical MDA (which is named
based on the type of IMM) is auto-provisioned

sync-e

Syntax
[no] sync-e

Context
config>card>mda
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Platforms

7210 SAS-T, 7210 SAS-Sx/S 1/10GE (standalone), 7210 SAS-Sx 10/100GE, 7210 SAS-Mxp, 7210 SAS-
R6, and 7210 SAS-R12

Description

This command enables Synchronous Ethernet on the Ethernet ports that support Synchronous Ethernet.
When Synchronous Ethernet is enabled, the timing information is derived from the Ethernet ports.

Synchronous Ethernet is supported for both Ethernet SFP ports and fixed copper ports. It is highly
recommended to use copper port only for distribution of synchronous Ethernet and not as a reference.

See the 7210 SAS-Mxp, R6, R12, S, Sx, T Basic System Configuration Guide for more information about
Synchronous Ethernet.

The no form of this command disables Synchronous Ethernet on the MDA.
Default
no sync-e

2.19.2.1.4 Interface QoS commands

access

Syntax
access

Context
config>port

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description
Commands in this context configure egress and ingress pool policy parameters.

network

Syntax
network

Context
config>port
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Platforms
Supported on all 7210 SAS platforms as described in this document.

Description
Commands in this context configure egress and ingress pool policy parameters.

uplink

Syntax
uplink

Context
config>port>access

Platforms
7210 SAS-T

Description
Commands in this context configure access pool parameters.

egress

Syntax
egress

Context
config>port>access
config>port>network

config>port>uplink

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description

Commands in this context specify the slope policy that is configured in the config>qos>slope-policy
context.

ingress

Syntax
ingress
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Context
config>port>ethernet>access

Platforms
7210 SAS-Mxp, 77210 SAS-R6, and 7210 SAS-R12.

Description
This command configures Ethernet access ingress port QoS parameters.

pool

Syntax
[no] pool [name]

Context
config>port>access>egress

config>port>network>egress

config>port>access>uplink>egress

Platforms
7210 SAS-T, 7210 SAS-Sx/S 1/10GE (standalone and standalone-VC), and 7210 SAS-Sx 10/100GE

Description
Commands in this context configure the slope policy for the queues associated with this port.

Default
default
Parameters
name
Specifies the pool name, a string up to 32 characters composed of printable, 7-bit ASCII
characters. If the string contains special characters (#, $, spaces, and so on), the entire
string must be enclosed within double quotes
slope-policy
Syntax

slope-policy name

no slope-policy
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Context
config>port>access>egress>pool
config>port>access>uplink>pool
config>port>network>egress

Platforms
7210 SAS-T, 7210 SAS-Sx/S 1/10GE (standalone and standalone-VC), and 7210 SAS-Sx 10/100GE

Description

. Note:
The config>port>access>uplink>pool context is only supported on 7210 SAS platforms
operating in the access-uplink mode.

This command specifies an existing slope policy which defines high and low priority RED slope parameters
and the time average factor. The policy is defined in the config>qos>slope-policy context.

Parameters
name
Specifies the policy name, a string up to 32 characters.

gos

Syntax
qos policy-id
no qos

Context
config>port>ethernet>access>egress

Platforms

Supported on all 7210 SAS platforms as described in this document, including platforms configured in the
access-uplink operating mode

Description
This command associates a access-egress QoS policy to the access port.
On 7210 SAS-T operating in access uplink mode, this policy is used to enable port-based marking and

configuring port-based queue parameters. For more information, see the 7210 SAS-Mxp, R6, R12, S, Sx, T
Quality of Service Guide.

On 7210 SAS-T operating in network mode, this policy is used to enable port-based marking and
configuring port-based queue parameters. For more information, see the 7270 SAS-Mxp, R6, R12, S, Sx, T
Quality of Service Guide.

On 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-R12, when SAP based egress queuing is configured, this
policy is to used configure only marking values for packets sent out of access ports. For more information,
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see the 7210 SAS-Mxp, R6, R12, S, Sx, T Quality of Service Guide and the 7210 SAS-Mxp, R6, R12, S,
Sx, T Quality of Service Guide.

On 7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-R12, when port-based queues are used on access ports, this
policy is used to configure marking values and to configure the port-based queue parameters. For more
information, see the 7210 SAS-Mxp, R6, R12, S, Sx, T Quality of Service Guide and the 7210 SAS-Mxp,
R6, R12, S, Sx, T Quality of Service Guide.

On 7210 SAS-Sx/S 1/10GE(standalone and standalone-VC) and 7210 SAS-Sx 10/100GE, this policy is
used to enable port-based marking and configuring port-based queue parameters. For more information,
see the 7210 SAS-Mxp, R6, R12, S, Sx, T Quality of Service Guide.

The no form of this command removes the explicit association of a user configured QoS policy and
associates a default QoS policy with the port.

Parameters
policy-id
Specifies an existing QoS policy to be assigned to the port.

Values 1 to 65535

gos

Syntax
qos policy-id
no qos

Context
config>port>ethernet>access>uplink

Platforms
Only supported on 7210 SAS platforms configured in the access-uplink operating mode

Description
This command associates a network QoS policy to the access-uplink port.

On 7210 SAS-T operating in access uplink mode, this policy is used to enable marking on egress and
classification and metering/policing on port ingress. For more information, see the 7210 SAS-Mxp, R6,
R12, S, Sx, T Quality of Service Guide.

The no form of this command removes the explicit association of a user configured QoS policy and
associates a default QoS policy with the port.

Parameters
policy-id
Specifies an existing QoS policy to be assigned to the port.

Values 1 to 65535
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qos

Syntax
qos policy-id

no qos

Context
config>port>ethernet>network

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description
This command associates a network QoS policy to a network port.

Parameters
policy-id
Specifies an existing QoS policy to be assigned to the network port.

Values 1, 3to 65535

queue-override

Syntax
[no] queue-override

Context
config>port>ethernet>access>egress

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description

Commands in this context configure override values for the specified queue. These values will override the
values specified in the associated access egress QoS policy.

The no form of this command removes all existing queue override commands.
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queue

Syntax
[no] queue queue-id [create]

Context
config>port>ethernet>access>egress>queue-override

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description
Commands in this context modify the queue parameters associated with a particular queue.

The no form of this command removes the queue override commands for this queue.

Parameters
queue-id
Specifies the ID of the queue.

Values 1to8

adaptation-rule

Syntax
adaptation-rule cir {max | min | closest} [pir {max | min | closest}]

no adaptation-rule

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description

This command overrides the adaptation-rule CIR and PIR values defined in the access egress QoS policy
assigned to the port.

This command defines the method used by the system to derive the operational CIR and PIR settings
when the queue is provisioned in hardware. For the CIR and PIR parameters individually, the system
attempts to derive the best operational rate depending on the defined constraint.

The no form of this command removes adaptation-rule override parameters on the queue and applies the
adaptation-rule defined for the queue in the access egress QoS policy.
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Default
no adaptation-rule

Parameters

pir
Specifies the constraints enforced when adapting the PIR defined within the queue queue-
id rate command. The pir parameter requires a qualifier that defines the constraint used
when deriving the operational PIR for the queue. When the rate command is not specified,
the default constraint applies.

cir
Specifies the constraints enforced when adapting the CIR defined within the queue
queue-id rate command. The cir parameter requires a qualifier that defines the constraint
used when deriving the operational CIR for the queue. When the cir parameter is not
specified, the default constraint applies.

max | min | closest

Specifies the criteria to use to compute the operational CIR and PIR values for this queue,
while maintaining a minimum offset.

Values max — The max (maximum) option is mutually exclusive with the min
and closest options. The hardware step size varies with the configured
rate.

min — The min (minimum) option is mutually exclusive with the max
and closest options. The hardware step size varies with the configured
rate.

closest — The closest parameter is mutually exclusive with the min
and max parameter. The hardware step size varies with the configured
rate.

percent-rate

Syntax
percent-rate [cir cir-percent] [pir pir-percent]
no percent-rate

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description

This command overrides the percent-rate or rate CIR and PIR values defined in the access egress QoS
policy assigned to the port.
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The percent-rate command enables support for configuring a queue PIR and CIR as a percentage of the
egress port line rate (that is, the port limit). When the rates are expressed as a port limit, the actual rates
used per instance of the queue will vary based on the port speed or the configured port egress rate. For
example, when the same QoS policy is used on a 1 Gigabit and a 10 Gigabit Ethernet port, the queue rates
will be 10 times greater on the 10 Gigabit port because of the difference in port speeds.

If the port speed changes after the queue is created, the queue PIR and CIR will be recalculated based on
the defined percentage value.

The rate and percent-rate commands override one another. If the current rate for a queue is defined using
the percent-rate command and the rate command is executed, the percent-rate values are deleted.
Similarly, the percent-rate command causes any rate command values to be deleted. A queue rate may
dynamically be changed back and forth from a percentage to an explicit rate at anytime.

The no form of this command, when defined within an egress queue-override command, reverts to the
defined PIR and CIR within the access egress QoS policy associated with the queue.

Default
no percent-rate

Parameters
cir cir-percent
Specifies the queue CIR as a percentage that is dependent on the use of the port-limit.

Values 0.00 to 100.00

Default 0.00

pir pir-percent
Specifies the queue PIR as a percentage that is dependent on the use of the port-limit.

Values 0.01 to 100.00

Default 100.00

queue-mgmt

Syntax
queue-mgmt name

no queue-mgmt

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12
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Description

This command overrides the queue management policy defined in the access egress QoS policy assigned
to the port.

This command associates the specified queue management policy with this queue.
The queue management policy specifies the queue buffer parameters and queue slope policy parameters.

The no form of this command associates the queue management policy for this queue as defined in the
access egress QoS policy.

Default
no queue-mgmt

Parameters
name
Specifies the name of the queue management policy, up to 32 characters.

queue-mode

Syntax
queue-mode queue-mode

no queue-mode

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description
This command overrides the queue mode defined in the access egress QoS policy assigned to the port.
This command determines whether the queue operates in strict or weighted mode.

The no form of this command associates the queue-mode for this queue as defined in access egress QoS
policy.

Default
no queue-mode

Parameters
queue-mode
Specifies the queue mode.

Values strict: Setting the queue mode to strict mode influences the CIR loop
and the PIR loop. In both the CIR loop and the PIR loop, the scheduler
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schedules the queues in the order of their priority (that is, the weights
are disregarded).

weighted: Setting the queue mode to weighted mode influences the
CIR loop and the PIR loop as follows.

* Inthe CIR loop, the scheduler distributes the available bandwidth
to all the strict and then to all the weighted queues in round-robin
fashion, up to the configured CIR rate.

* In the PIR loop, after examining all the strict queues, the scheduler
examines the weighted queues and distributes the available
bandwidth, if any, in the proportion of the configured weights.

rate

Syntax
rate [cir cir-rate] [pir pir-rate]
no rate

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description
This command overrides the CIR and PIR values defined in the access egress QoS policy assigned to the
port.
This command defines the administrative PIR and the administrative CIR parameters for the queue. The
PIR defines the maximum rate at which the queue can transmit packets through the port. Defining a PIR
does not necessarily guarantee that the queue can transmit at the intended rate. The actual rate sustained
by the queue can be limited by oversubscription factors or available egress bandwidth. The CIR defines the
rate at which the system prioritizes the queue over other queues competing for the same bandwidth.

The rate command can be executed at anytime, altering the PIR and CIR for all queues created on the
access ports.

The rate and percent-rate commands override one another. If the current rate for a queue is defined using
the percent-rate command and the rate command is executed, the percent-rate values are deleted.
Similarly, the percent-rate command causes any rate command values to be deleted. A queue rate may
dynamically be changed back and forth from a percentage to an explicit rate at anytime.

The no form of this command removes the percent-rate parameter and applies the rate or percent-rate
as specified for the queue in access egress QoS policy.

Default
no rate
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Parameters
cir cir-rate

Specifies that the cir parameter overrides the default administrative CIR used by the
queue. If the rate command is not executed or the cir parameter is not explicitly specified,
the default CIR value is used.

Values 0 to 100000000, max

Default 0

pir pir-rate

Specifies the administrative PIR rate, in kilobits, for the queue. When the rate command is
executed, a PIR setting is optional. If the rate command is not executed, the default PIR of
maximum value is used.

Values 0 to 100000000, max

Default max — The max keyword implies the maximum port Ethernet speed or
the egress-port rate.

weight

Syntax
weight weight
no weight

Context
config>port>ethernet>access>egress>queue-override>queue

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description
This command overrides the weight defined in the access egress QoS policy assigned to the port.

For queues configured with queue-mode in weighted mode, weight values are considered only in the
PIR loop. That is, in the CIR loop the CIR of the queues are met if bandwidth is available, and in the PIR
loop the configured weight values determine the proportion of available bandwidth allocated to this queue
relative to other queues configured in weighted mode.

The no form of this command removes the configured queue-override weight value and applies the
weight value as defined in access-egress QoS policy for that queue.

Default
no weight
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Parameters
weight

Specifies the weight value. The value is an integer that specifies the proportion of available
bandwidth to be allocated to this queue relative to other queues.

Values 1to15

dot1p-classification

Syntax
dot1p-classification policy-id
no dot1p-classification

Context
config>port>ethernet>access>ingress

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description
This command associates a dot1p classification policy with an Ethernet port.

The dot1p classification policy is applicable only when table-based classification is enabled on the access
port. It is used to classify only bridged packets received on this port and processed in the context of an
RVPLS service with a SAP configured on this port. The dot1p classification policy defines the mapping of
IP dot1p values to forwarding class (FC) and profile (in-profile or out-profile).

The no form of this command removes the dot1p classification policy from its association with the Ethernet
port.

Default
no dot1p-classification

Parameters
policy-id
Specifies the policy ID.

Values 1 to 65535

dscp-classification

Syntax
dscp-classification policy-id

no dscp-classification
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Context
config>port>ethernet>access>ingress

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description

This command associates a DSCP classification policy with an Ethernet port.

The DSCP classification policy is applicable only when table-based classification is enabled on the access
port. It is used to classify only bridged packets received on this port and processed in the context of an
RVPLS service with a SAP configured on this port. The DSCP classification policy defines the mapping of

IP DSCP values to forwarding class (FC) and profile (in-profile or out-profile).

The no form of this command removes the DSCP classification policy from its association with the Ethernet

port.

Default
no dscp-classification

Parameters
policy-id
Specifies the policy ID.

Values 1 to 65535

untagged-fc

Syntax
untagged-fc fc

no untagged-fc

Context
config>port>ethernet>access>ingress

Platforms
7210 SAS-Mxp, 7210 SAS-R6, and 7210 SAS-R12

Description

This command assigns a default FC and profile to non-IP Ethernet packets received on this port and

processed in the context of an RVPLS service that has a SAP configured on this port.

Non-IP tagged and untagged packets are assigned the untagged-fc fc because they do not have a DSCP

field available to match in the DSCP classification policy.
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e Note:

All tagged bridged non-IP packets received on this port are processed in the context of an RVPLS
service with a SAP configured on this port. FC is assigned as per the value configured using this
command and profile is assigned using the DEI bit in the packet. Untagged bridged traffic will also
match the untagged-fc fc and are treated as out of profile.

The no form of this command reverts the assigned FC to the default value.

Default
be

Parameters
fc
Specifies the fc value.

Values be|12|af|I1|h2|ef|h1]|nc

Default be

gos

Syntax
qos policy-id
no qos

Context
config>port>ethernet>access>ingress

Platforms

7210 SAS-Mxp, 7210 SAS-R6, 7210 SAS-R12, 7210 SAS-Sx/S 1/10GE (standalone), and 7210 SAS-Sx
10/100GE (standalone)

Description

This command associates an access ingress policy with an access port configured to use the port-mode
option in the configure port ethernet access-ingress-qos-mode command.

The gos command is ignored if the configure port ethernet access-ingress-qos-mode command is
configured to use the sap-mode option.

The no form of this command reverts to the default value.

Default
gos 1

Parameters
policy-id
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Specifies the access ingress QoS policy ID.

Values 1 to 65535

2.19.2.1.5 General port commands

port

Syntax
port port-id
no port port-id

Context
config

Platforms
Supported on all 7210 SAS platforms as described in this document.

Description

This command configures ports. Before a port can be configured, the chassis slot must be provisioned with
a valid card type and the MDA parameter must be provisioned with a valid MDA type. (See card and mda
commands.)

Parameters
port-id
Specifies the physical port ID in the 