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1 Getting started

1.1 About this guide

This guide describes the services and protocol support provided by the router and presents examples to
configure and implement MPLS, RSVP, and LDP protocols.

This guide is organized into functional chapters and provides concepts and descriptions of the
implementation flow, as well as Command Line Interface (CLI) syntax and command usage.

Note: Unless otherwise indicated, this guide uses classic CLI command syntax and configuration
examples.

The topics and commands described in this document apply to the:

» 7450 ESS

+ 7750 SR

» 7950 XRS

» Virtualized Service Router

For a list of unsupported features by platform and chassis, see the SR OS R22.x.Rx Software Release
Notes, part number 3HE 18412 000 x TQZZA.

Command outputs shown in this guide are examples only; actual displays may differ depending on
supported functionality and user configuration.

N Note:
The SR OS CLI trees and command descriptions can be found in the following guides:
+ 7450 ESS, 7750 SR, 7950 XRS, and VSR Classic CLI Command Reference Guide

e 7450 ESS, 7750 SR, 7950 XRS, and VSR Clear, Monitor, Show, and Tools Command
Reference Guide (for both MD-CLI and Classic CLI)

e 7450 ESS, 7750 SR, 7950 XRS, and VSR MD-CLI Command Reference Guide

N Note:
Content previously found in this guide related to Segment Routing and PCE has been moved to
the 7750 SR and 7950 XRS Segment Routing and PCE User Guide.

. Note:

This guide generically covers Release 22.x.Rx content and may contain some content that will be
released in later maintenance loads. Please see the SR OS R22.x.Rx Software Release Notes,
part number 3HE 18412 000 x TQZZA, for information about features supported in each load of
the Release 22.x.Rx software.
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1.2 Nokia router configuration process

Table 1: Configuration process lists the tasks necessary to configure MPLS applications functions.

This guide is presented in an overall logical configuration flow. Each section describes a software area and
provides CLI syntax and command usage to configure parameters for a functional area.

Table 1: Configuration process

Area

Task

Section

MPLS and RSVP protocol
configuration

MPLS Configuration

Common configuration tasks

Configure RSVP parameters

Configuring RSVP parameters

MPLS configuration management

MPLS configuration management tasks

RSVP configuration management

RSVP configuration management tasks

Label Distribution Protocol
(LDP) configuration

Configure LDP

Configuring LDP with CLI

LDP configuration management

LDP configuration management tasks

1.3 Conventions

This section describes the general conventions used in this guide.

1.3.1 Precautionary and information messages

The following are information symbols used in the documentation.

‘ DANGER: Danger warns that the described activity or situation may result in serious personal
injury or death. An electric shock hazard could exist. Before you begin work on this equipment,
be aware of hazards involving electrical circuitry, be familiar with networking environments, and
implement accident prevention procedures.

OB ® P

3HE 18393 AAAD TQZZA 01

Note: Note provides additional operational information.

Tip: Tip provides suggestions for use or best practices.

© 2022 Nokia.

WARNING: Warning indicates that the described activity or situation may, or will, cause
equipment damage, serious performance problems, or loss of data.

Caution: Caution indicates that the described activity or situation may reduce your component or
system performance.
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1.3.2 Options or substeps in procedures and sequential workflows

Options in a procedure or a sequential workflow are indicated by a bulleted list. In the following example,
at step 1, the user must perform the described action. At step 2, the user must perform one of the listed
options to complete the step.

Example: Options in a procedure
1. User must perform this step.
2. This step offers three options. User must perform one option to complete this step.
« This is one option.
» This is another option.
+ This is yet another option.

Substeps in a procedure or a sequential workflow are indicated by letters. In the following example, at step
1, the user must perform the described action. At step 2, the user must perform two substeps (a. and b.) to
complete the step.

Example: Substeps in a procedure
1. User must perform this step.
2. User must perform all substeps to complete this action.
a. This is one substep.
b. This is another substep.

3HE 18393 AAAD TQZZA 01 © 2022 Nokia. 18
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2 MPLS and RSVP

2.1

211

MPLS

Multiprotocol Label Switching (MPLS) is a label switching technology that provides the ability to set up
connection-oriented paths over a connectionless IP network. MPLS facilitates network traffic flow and
provides a mechanism to engineer network traffic patterns independently from routing tables. MPLS sets
up a specific path for a sequence of packets. The packets are identified by a label inserted into each
packet. MPLS is not enabled by default and must be explicitly enabled.

MPLS is independent of any routing protocol but is considered multiprotocol because it works with Internet
Protocol (IP), Asynchronous Transport Mode (ATM), and frame relay network protocols.

MPLS label stack

MPLS requires a set of procedures to enhance network layer packets with label stacks, which turns
them into labeled packets. Routers that support MPLS are known as Label Switching Routers (LSRs). To
transmit a labeled packet on a particular data link, an LSR must support the encoding technique which,
when a label stack and a network layer packet are added, produces a labeled packet.

In MPLS, packets can carry not just one label, but a set of labels in a stack. An LSR can swap the label

at the top of the stack, pop the stack, or swap the label and push one or more labels into the stack. The
processing of a labeled packet is completely independent of the level of hierarchy. The processing is
always based on the top label, without regard for the possibility that some number of other labels may have
been above it in the past, or that some number of other labels may be below it at present.

As described in RFC 3032, MPLS Label Stack Encoding, the label stack is represented as a sequence of
label stack entries. Each label stack entry is represented by 4 octets. Figure 1: Label placement displays
the label placement in a packet.

Figure 1: Label placement

0 2 2 3
012345678901 23456789012345¢678901
| Label 1 | Exp |S]| TTL |

0SSG013

Table 2: Packet/label field description

Field Description

Label This 20-bit field carries the actual value (unstructured) of the label.

Exp This 3-bit field is reserved for experimental use. It is currently used for
Class of Service (CoS).
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Field Description

S This bit is set to 1 for the last entry (bottom) in the label stack, and 0 for all
other label stack entries.

TTL This 8-bit field is used to encode a TTL value.

A stack can carry several labels, organized in a last in/first out order. The top of the label stack appears
first in the packet and the bottom of the stack appears last, as shown in Figure 2: Label packet placement.

Figure 2: Label packet placement

Layer 2 Header | Toplabel | ... | BottomLabel | DataPacket

0SSGO14

The label value at the top of the stack is looked up when a labeled packet is received. A successful lookup
reveals:

» the next hop where the packet is to be forwarded
» the operation to be performed on the label stack before forwarding

In addition, the lookup may reveal outgoing data link encapsulation and other information needed to
properly forward the packet.

An empty label stack can be thought of as an unlabeled packet. An empty label stack has zero (0) depth.
The label at the bottom of the stack is referred to as the Level 1 label. The label above it (if it exists) is the
Level 2 label, and so on. The label at the top of the stack is referred to as the Level m label.

Labeled packet processing is independent of the level of hierarchy. Processing is always based on the top
label in the stack which includes information about the operations to perform on the packet's label stack.

2.1.1.1 Label values

Packets traveling along an LSP (see Label switching routers) are identified by its label, the 20-bit, unsigned
integer. The range is 0 through 1,048,575. Label values 0 to 15 are reserved and are defined below as
follows:

» Avalue of 0 represents the IPv4 Explicit NULL label. It indicates that the label stack must be popped,
and the packet forwarding must be based on the IPv4 header. SR OS implementation does not support
advertising an explicit-null label value, but can properly process in a received packet.

» Avalue of 1 represents the router alert label. This label value is legal anywhere in the label stack
except at the bottom. When a received packet contains this label value at the top of the label stack, it
is delivered to a local software module for processing. The actual packet forwarding is determined by
the label beneath it in the stack. However, if the packet is further forwarded, the router alert label should
be pushed back onto the label stack before forwarding. The use of this label is analogous to the use of
the router alert option in IP packets. Because this label cannot occur at the bottom of the stack, it is not
associated with a particular network layer protocol.

* Avalue of 2 represents the IPv6 explicit NULL label. It indicates that the label stack must be popped,
and the packet forwarding must be based on the IPv6 header. SR OS implementation does not support
advertising an explicit-null label value, but can properly process in a received packet.
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21.1.2

» A value of 3 represents the Implicit NULL label. This is a label that a Label Switching Router (LSR)
can assign and distribute, but which never actually appears in the encapsulation. When an LSR would
otherwise replace the label at the top of the stack with a new label, but the new label is Implicit NULL,
the LSR pops the stack instead of doing the replacement. Although this value may never appear in the
encapsulation, it needs to be specified in the Label Distribution Protocol (LDP) or RSVP-TE protocol, so
a value is reserved.

» Avalue of 7 represents the Entropy Label Indicator (ELI) which precedes in the label stack the actual
Entropy Label (EL) which carries the entropy value of the packet.

» A value of 13 represents the Generic-ACH Label (GAL), an alert mechanism used to carry OAM
payload in MPLS-TP LSP.

» Values 5-6, 8-12, and 14-15 are reserved for future use.

The router uses labels for MPLS, RSVP-TE, LDP, BGP Label Unicast, Segment Routing, as well as packet-
based services such as VLL and VPLS.

Label values 16 through 1,048,575 are defined as follows:
» label values 16 through 31 are reserved for future use

» label values 32 through 18,431 are available for static LSP, MPLS-TP LSP, and static service label
assignments. The upper bound of this range, which is also the lower bound of the dynamic label range,
is configurable such that the user can expand or shrink the static or dynamic label range.

+ label values 18,432 through 524,287 (1,048,575 in FP4, or later FP generation, profile B) are assigned
dynamically by RSVP, LDP, and BGP control planes for both MPLS LSP and service labels.

» label values 524,288 through 1,048,575 are not assigned by SR OS in system profiles other than FP4,
or later FP generation, profile B, and therefore no POP or SWAP label operation is possible in that
range and for those system profiles. However, a PUSH operation, with a label from the full range 32
through 1,048,575 if signaled by some downstream LSR for LSP or service, is supported.

The user can carve out a range of the dynamic label space dedicated for labels of the following features:
+ Segment Routing Global Block (SRGB) and usable by Segment Routing in OSPF and ISIS.

» Reserved Label Block for applications such as SR policy, MPLS forwarding policy, and the assignment
of a static label to the SID of a ISIS or OSPF adjacency and adjacency set.

Reserved label blocks

Reserved label blocks are used to reserve a set of labels for allocation for various applications. These
reserved label blocks are separate from the existing ranges such as the static-labels-range, and are not
tied to the bottom of the labels range. For example, a reserved range may be used as a Segment Routing
Local Block (SRLB) for local segment identifiers (SIDs). Ranges are reserved from the dynamic label range
and up to four reserved label block ranges may be configured on a system.

A reserved label block is configured using the following:

config
router
mpls-labels
reserved-label-block <name>
start <start-value> end <end-value>
exit
no reserved-label-block <name>
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A range can be configured up to the maximum supported MPLS label value on the system.

2.1.2 MPLS entropy label and hash label

The router supports both the MPLS entropy label, as specified in RFC 6790, and the flow-aware transport
(FAT) label (the FAT label is also known as the hash label), as specified in RFC 6391. LSR nodes in a
network can load-balance labeled packets in a more granular way than by hashing on the standard label
stack by demarking the presence of individual flows on the LSP. The labels also remove the need to have
an LSR inspect the payload below the label stack and check for an IPv4 or IPv6 header to determine how
to apply load balancing.

The hash label is primarily applicable to Layer 2 services such as VLL and VPLS, while the entropy label
(EL) is applicable to more general scenarios where a common way to indicate flows on a wide range of
services suitable for load balancing is required.

The application of a hash label or an entropy label is mutually exclusive for a service.

2.1.2.1 Hash label

The hash label is supported on VLL, VPRN, or VPLS services bound to any MPLS type encapsulated
SDPs, as well as to a VPRN service using auto-bind-tunnel with the resolution-filter set to any MPLS
tunnel type. When enabled, the ingress data path is modified such that the result of the hash on the
payload packet header is communicated to the egress data path for use as the value of the label field of
the hash label. The egress data path appends the hash label to the bottom of the stack (BoS) and sets
the S-bit to 1. The user enables the signaling of the hash-label capability under a VLL spoke SDP, a VPLS
spoke SDP or mesh SDP, or an IES or VPRN spoke SDP interface by adding the signal-capability option.
When this capability is enabled, the decision to insert the hash label on the user and control plane packets
by the local PE is determined by the outcome of the signaling process and may override the local PE
configuration.

2.1.2.2 Entropy label

The MPLS entropy label provides a similar function to the hash label, but is applicable to a wider range of
services. The entropy label is appended directly below the tunnel label. As with the hash label, the value of
the entropy label is calculated based on a hash of the packet payload header.

The router supports the entropy label for the following services and protocols:

+ VPRN

+ EVPN VPLS and Epipe

» RFC 8277 MP-BGP tunnels

* RSVP and LDP LSPs used as shortcuts for static, IGP, and BGP route resolution

* VLLs, including BGP VPWS, IES/VPRN, and VPLS spoke-SDP termination, but not including Cpipe
* LDP VPLS and BGP-AD VPLS

* PW ports bound to a specific physical port supporting PW-SAPs used for Epipe VLL, IES, VPRN, and
Enhanced Subscriber Management services

The entropy label is supported with the following tunnel types:
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* RSVP-TE: configured and auto-LSPs

- LDP

» Segment Routing (shortest path, PCC and PCE-initiated SR-TE and SR-TE auto-LSPs)
« BGP

The entropy label is not supported on P2MP LSPs.

The entropy label indicated (ELI) label (value=7) is a special-purpose label that indicates that the entropy
label follows in the stack. It is always placed immediately below the tunnel label to which hashing applies.
Inserting the EL adds two labels in the MPLS label stack: the EL and its accompanying ELI.

Three criteria are used to determine if an EL and an ELI are inserted on a labeled packet belonging to a
service by an ingress LER:

+ the Entropy Label Capability (ELC)

ELC is the ability of the egress LER to receive and process the EL. The ingress LER associates the
ELC with the LSP tunnel to be used to transport the service. ELC signaling is supported for RSVP and
LDP and causes the router to signal ELC to upstream peers. ELC is configured on these services by
using the config>router>rsvp>entropy-label-capability and config>router>ldp>entropy-label-
capability commands.

ELC signaling is not supported for BGP or SR tunnels. For these services, configure the ingress LER
(or LSR at a stitching point to a BGP or SR segment) with ELC for this tunnel type using the override-
tunnel-elc command for BGP or for the IGP if using SR.

+ whether a specific tunnel at the ingress LER supports EL

Support for EL on a specific tunnel is configurable to prevent exceeding the maximum supported label
stack depth because of the additional EL and ELI label (see Impact of EL and ELI on MTU and label
stack depth for more information). For RSVP and SR-TE LSPs, it is configured using the entropy-label
command under the LSP, LSP template, or MPLS contexts.

» whether the use of EL has been configured for the service

See the 7450 ESS, 7750 SR, 7950 XRS, and VSR Layer 2 Services and EVPN Guide, 7450 ESS,
7750 SR, 7950 XRS, and VSR Layer 3 Services Guide: IES and VPRN, and the 7450 ESS, 7750 SR,
7950 XRS, and VSR Unicast Routing Protocols Guide for more information about entropy label
configuration on services.

Each of these conditions must be true before the ingress LER inserts the EL and ELI into the label stack.

An LSR for RSVP and LDP tunnels passes the ELC from the downstream LSP segment to upstream
peers. However, releases of SR OS that do not support EL functionality do not pass the ELC to their peers.

Inserting and processing the entropy label at LERs and LSRs

This section describes entropy label processing. Details specific to particular services or other tunnel
types are described in the 7450 ESS, 7750 SR, 7950 XRS, and VSR Layer 2 Services and EVPN Guide,
7450 ESS, 7750 SR, 7950 XRS, and VSR Layer 3 Services Guide: IES and VPRN, and the 7450 ESS,
7750 SR, 7950 XRS, and VSR Unicast Routing Protocols Guide.
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2.1.2.31

2.1.2.3.2

21.23.3

21.24

Ingress LER

The SR OS router follows the procedures at the ingress LER as specified in Section 4.2 of RFC 6790. In
general, the router inserts an EL in a packet if the egress LER for the LSP tunnel has signaled support

for ELs, the EL is configured for the service that the packet belongs to, and the EL is not disabled for an
RSVP LSP. If there are multiple LSPs in a hierarchy (for example, LDP over RSVP), the router only inserts
a single EL and ELI pair under the innermost LSP label closest to the service payload that has advertised
EL capability. The router does not insert an EL in a packet belonging to a service for which the hash label
has been configured, even if the far end for the LSP tunnel has advertised ELC. The system instead inserts
a hash label, as specified by the hash label feature.

If the downstream LSR or LER has signaled implicit or explicit NULL label for a tunnel that is ELC, the
router still inserts the EL when required by the service. This ensures consistent behavior as well as
ensuring that entropy as determined by the ingress LER is maintained where a tunnel with an implicit NULL
label is stitched at a downstream LSR.

LSR

If an LSR is configured for load balancing and an EL is found in the label stack, the LSR takes the EL into
account in the hashing algorithm as follows:

» label-only only uses the EL as input to the hash routine. The rest of the label stack is ignored.

» label-ip only uses the EL and the IP packet as input to the hash routine. The rest of the label stack is
ignored.

An EL and its associated ELI are not exposed when a tunnel label is swapped at an LSR acting as an LSP
stitching point. Therefore, the EL and ELI are forwarded as any other packet on the LSP.

Egress LER

If an EL is detected in the label stack at an egress LER for a tunnel where the tunnel label that the EL is
associated with is popped, then the EL is also popped and the packet is processed as normal. This occurs
whether the system has signaled ELC.

If an ELI is popped that has the BoS bit set, then the system discards the packet and raises a trap.

Mapping entropy label capability at LSP stitching points

A router acting as a stitching point between two LSPs maps the ELC received in signaling for a
downstream segment to the upstream segment for the level in the LSP hierarchy being stitched.

If an LSR is stitching an RSVP or LDP segment to a downstream segment of a tunnel type that does

not support ELC signaling (for example, BGP) and override-tunnel-elc is configured at the LSR for to
downstream segment, then the system signals ELC on the upstream LSP segment. The override-tunnel-
elc command must be configured to reflect whether all possible downstream LERs are entropy-label-
capable; otherwise, packets with an EL are discarded by a downstream LER that is not entropy-label-
capable.

The mapping of ELC across LDP-BGP stitching points is not supported. If a downstream tunnel endpoint
signals ELC, this signal is not automatically propagated upstream. The EL and ELI are not inserted on
these LSPs by the ingress LER.
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2.1.2.5 Entropy label on OAM packets

Service OAM packets or OAM packets within the context of a shortcut (for example, ICMP Ping or
traceroute packets), also include an EL and ELI if ELC is signaled for the corresponding tunnel and the
entropy-label command is enabled for the service. The EL and ELI is inserted at the same level in the
label stack as it is in user data packets, which is under the innermost LSP label closest to the service
payload that has advertised ELC. The EL and ELI therefore always reside at a different level in the label
stack than the special-purpose labels related to the service payload (such as the Router Alert label). OAM
packets at the LSP level, such as LSP ping and LSP trace, do not have the EL and ELI inserted.

2.1.2.6 Impact of EL and ELI on MTU and label stack depth

If EL insertion is configured for a VPLS or VLL service, the MTU of the SDP binding is automatically
reduced to account for the overhead of the EL and ELI labels. The MTU is reduced whether the LSP tunnel
used by the service is entropy-label-capable.

The EL requires the insertion of two additional labels in the label stack. In some cases, the insertion of EL
and ELI may result in an unsupported label stack depth or large changes in the label stack depth during
the lifetime of an LSP. For RSVP LSPs, the entropy-label command under the config>router>mpls and
config>router>mpls>Isp contexts provides local control at the head-end of an LSP over whether the
entropy label is inserted on an LSP irrespective of the entropy label capability signaled from the egress
LER, and control over how the additional label stack depth is accounted for. This control allows a user to
avoid entropy label insertion where there is a risk of the label stack becoming too deep.

2.1.3 Label switching routers

LSRs perform the label switching function. LSRs perform different functions based on its position in an
LSP. Routers in an LSP do one of the following:

» The router at the beginning of an LSP is the ingress label edge router (ILER). The ingress router can
encapsulate packets with an MPLS header and forward it to the next router along the path. An LSP can
only have one ingress router.

» A Label Switching Router (LSR) can be any intermediate router in the LSP between the ingress and
egress routers. An LSR swaps the incoming label with the outgoing MPLS label and forwards the MPLS
packets it receives to the next router in the MPLS path (LSP). An LSP can have 0 to 253 transit routers.

» The router at the end of an LSP is the egress label edge router (eLER). The egress router strips the
MPLS encapsulation which changes it from an MPLS packet to a data packet, and then forwards the
packet to its final destination using information in the forwarding table. Each LSP can have only one
egress router. The ingress and egress routers in an LSP cannot be the same router.

A router in your network can act as an ingress, egress, or transit router for one or more LSPs, depending
on your network design.

An LSP is confined to one IGP area for LSPs using constrained-path. They cannot cross an autonomous
system (AS) boundary.

Static LSPs can cross AS boundaries. The intermediate hops are manually configured so the LSP has no
dependence on the IGP topology or a local forwarding table.

3HE 18393 AAAD TQZZA 01 © 2022 Nokia. 25
Use subject to Terms available at: www.nokia.com/terms/.



MPLS GUIDE RELEASE 22.10.R1 MPLS and RSVP

2.1.31

214

LSP types
The following are LSP types:
+ static LSPs

A static LSP specifies a static path. All routers that the LSP traverses must be configured manually with
labels. No signaling such as RSVP or LDP is required.

+ signaled LSPs

LSPs are set up using a signaling protocol such as RSVP-TE or LDP. The signaling protocol allows
labels to be assigned from an ingress router to the egress router. Signaling is triggered by the ingress
routers. Configuration is required only on the ingress router and is not required on intermediate routers.
Signaling also facilitates path selection.

There are two signaled LSP types:
— explicit-path LSPs

MPLS uses RSVP-TE to set up explicit path LSPs. The hops within the LSP are configured
manually. The intermediate hops must be configured as either strict or loose meaning that the LSP
must take either a direct path from the previous hop router to this router (strict) or can traverse
through other routers (loose). You can control how the path is set up. They are similar to static LSPs
but require less configuration. See RSVP.

— constrained-path LSPs

The intermediate hops of the LSP are dynamically assigned. A constrained path LSP relies on

the Constrained Shortest Path First (CSPF) routing algorithm to find a path which satisfies the
constraints for the LSP. In turn, CSPF relies on the topology database provided by the extended IGP
such as OSPF or IS-IS.

After the path is found by CSPF, RSVP uses the path to request the LSP set up. CSPF calculates
the shortest path based on the constraints provided such as bandwidth, class of service, and
specified hops.

If fast reroute is configured, the ingress router signals the routers downstream. Each downstream router
sets up a detour for the LSP. If a downstream router does not support fast reroute, the request is ignored
and the router continues to support the LSP. This can cause some of the detours to fail, but otherwise the
LSP is not impacted.

No bandwidth is reserved for the rerouted path. If the user enters a value in the bandwidth parameter in the
config>router>mpls>Isp>fast-reroute context, it has no effect on the LSP backup LSP establishment.

Hop-limit parameters specifies the maximum number of hops that an LSP can traverse, including the
ingress and egress routers. An LSP is not set up if the hop limit is exceeded. The hop count is set to 255
by default for the primary and secondary paths. It is set to 16 by default for a bypass or detour LSP path.

Bidirectional forwarding detection for MPLS LSPs

BFD for MPLS LSPs monitors the LSP between its LERSs, regardless of how many LSRs the LSP may
traverse. Therefore, it enables local faults on individual LSPs to be detected, whether they also affect
forwarding for other LSPs or IP packet flows. This makes BFD for MPLS LSPs ideal for monitoring LSPs
carrying specific high-value services, where detecting forwarding failures in the minimal amount of time

is critical. The system raises an SNMP trap, and indicates the BFD session state in show and tools dump
commands if an LSP BFD session goes down. It can also optionally determine the availability of the tunnel
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in TTM for use by applications, or trigger a switchover of the LSP from the currently active path to a backup
path.

The system supports LSP BFD on RSVP LSPs. See Label Distribution Protocol for information about
using LSP BFD on LDP LSPs and the 7750 SR and 7950 XRS Segment Routing and PCE User Guide for
information about Seamless BFD on SR-TE LSPs. BFD packets are encapsulated in an MPLS label stack
corresponding to the FEC that the BFD session is associated with, as described in Section 7 of RFC 5884,
Bidirectional Forwarding Detection (BFD) for MPLS Label Switched Paths (LSPs).

Because RSVP LSPs are unidirectional, a routed return path is used for the BFD control packets from the
egress LER toward the ingress LER.

2.1.4.1 Bootstrapping and maintaining the BFD session

A BFD session on an LSP is bootstrapped using LSP ping. LSP ping is used to exchange the local and

remote discriminator values to use for the BFD session for a particular MPLS LSP or FEC.

SR OS supports the sending of periodic LSP ping messages on an LSP for which LSP BFD has been

configured, as specified in RFC 5884. The ping messages are sent, along with the bootstrap TLV, at a

configurable interval for LSPs on which bfd-enable has been configured. The default interval is 60 s, with

a maximum interval of 300 s. The LSP ping echo request message uses the system IP address as the

default source address. An alternative source address consisting of any routable address that is local to

the node may be configured, and is used if the local system IP address is not routable from the far-end

node.

Note: SR OS does not take any action if a remote system fails to respond to a periodic LSP
ping message. However, when the show>test-oam>Isp-bfd command is executed, it displays a
return code of zero and a replying node address of 0.0.0.0 if the periodic LSP ping times out.

The periodic LSP ping interval is configured using the config>router>mpls>Isp>bfd>lsp-ping-interval

seconds command.

The no Isp-ping-interval command reverts to the default of 60 s.

LSP BFD sessions are recreated after a high-availability switchover between active and standby CPMs.

However, some disruption may occur to LSP ping because of LSP BFD.

At the tail end of an LSP, sessions are recreated on the standby CPM following an HA switchover. The

following current information is lost from an active tools dump test-oam Isp-bfd tail display:

* handle

* segNum

L (¢

* ISC

Any new, incoming bootstrap requests are dropped until LSP BFD has become active. When LSP BFD has

finished becoming active, new bootstrap requests are considered.

2.1.4.2 LSP BFD configuration
Procedure
Step 1. Configure a BFD template.
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Step 2. Enable LSP BFD on the tail node and configure the maximum number of LSP BFD sessions at
the tail node.

Note: The default number of LSP BFD sessions is zero.

Step 3. Apply a BFD template to the LSP or LSP path.
Step 4. Enable BFD on the LSP or LSP path.

What to do next

LSP BFD uses BFD templates to set generic BFD session parameters.

The BFD template is configured as follows:

config
router
bfd
bfd-template name

transmit-interval transmit-interval
receive-interval receive-interval
echo-receive echo-interval
multiplier multiplier
exit

Network processor BFD is not supported for LSPs. The minimum supported BFD receive or transmit timer
interval for RSVP LSPs is 100 milliseconds. Therefore, an error is generated if a user tries to bind a BFD
template with the type cpm-np command or any unsupported transmit or receive interval value to an LSP.
An error is generated when the user attempts to commit changes to a BFD template that is already bound
to an LSP if the new values are invalid for LSP BFD.

BFD templates may be used by different BFD applications (for example, LSPs or pseudowires). If the BFD
timer values are changed in a template, the BFD sessions on LSPs or spoke SDPs to which that template
is bound tries to renegotiate their timers to the new values.

The bfd-template uses a begin-commit model. To edit any value within the BFD template, a <begin> needs
to be executed before the template context has been entered. However, a value is stored temporarily in the
template-module until the commit is issued. Values are actually used after the commit is issued.

Enabling and implementing limits for LSP BFD on a node

The config>router>Isp-bfd command enables support for LSP BFD and allows an upper limit to the
number of supported sessions at the tail end node for LSPs, where it is disabled by default. This is
useful because BFD resources are shared among applications using BFD, so a user may want to set an
upper limit to ensure that a specified number of BFD sessions are reserved for other applications. This is
important at the tail end of LSPs where no per-LSP configuration context exists.

LSP BFD is enabled or disabled on a node-wide basis using the bfd-sessions max-limit command under
the config>router>Isp-bfd context. This command also enables the maximum number of LSP BFD
sessions that can be established at the tail end of LSPs to be limited.

The default is disabled. The max-limit parameter specifies the maximum number of LSP BFD sessions
that the system allows to be established at the tail end of LSPs.
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2.1.4.4 BFD configuration on RSVP-TE LSPs

LSP BFD is applicable to configured RSVP LSPs as well as mesh-p2p and one-hop-p2p auto-LSPs.

LSP BFD is configured on an RSVP-TE LSP, or on the primary or secondary path of an RSVP-TE LSP,
under the bfd context at the LSP head end.

A BFD template must always be configured first. BFD is then enabled using the bfd-enable command.

config
router
mpls
lsp
bfd

[no] bfd-template <name>
[no] bfd-enable
[no] wait-for-up-timer <value>
exit

When BFD is configured at the LSP level, BFD packets follow the currently active path of the LSP.

The bfd-template provides the control packet timer values for the BFD session to use at the LSP head
end. Because there is no LSP configuration at the tail end of an RSVP LSP, the BFD state machine at the
tail end initially uses system-wide default parameters (the timer values are: min-tx: 1sec, min-rx: 1sec). The
head end then attempts to adjust the control packet timer values when it transitions to the INIT state.

The BFD command wait-for-up-timer allows RSVP LSPs BFD sessions to come up during MBB and
switchover events when the current active path is not BFD degraded (that is, BFD is not down). It is only
applicable in cases where failure-action failover-or-down is also configured (see Using LSP BFD for LSP
path protection) and applies to the following:

* a path undergoing MBB when BFD is up on the original path
+ the initial administrative enable of an LSP
» signaling retry of non-standby secondary paths

The wait-for-up-timer command is configurable at either the Isp>bfd, primary>bfd, or secondary>bfd
context. The value that the system uses is the one configured under the same context in which bfd-enable
is configured. The wait-for-up-timer has a range of 1-60 seconds and a default of 4 seconds.

BFD is configured at the primary path level, as follows:

config
router
mpls
lsp
primary <path-name>
bfd

[no] bfd-template name <name>
[no] bfd-enable
[no] wait-for-up-timer <value>
exit

BFD is configured on both standby and non-standby secondary paths as follows:

config
router
mpls
lsp
secondary <path-name>
bfd
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[no] bfd-template <name>

[no] bfd-enable

[no] wait-for-up-timer <value>
exit

BFD sessions are not established on these paths unless they are made active, unless failure-action
failover-or-down is configured. See Using LSP BFD for LSP path protection. If failure-action failover-
or-down is configured then the top three best-preference primary and standby paths (primary and up to
two standby paths, or three standby paths if no primary is present) are programmed in the IOM, and BFD
sessions are established on all of them.

It is not possible to configure LSP BFD on a secondary path or on P2MP LSPs.

LSP BFD at the LSP level and the path level is mutually exclusive. That is, if LSP BFD is already
configured for the LSP then its configuration for the path is blocked. Likewise it cannot be configured on the
LSP if it is already configured at the path level.

LSP BFD is supported on auto-LSPs. In this case, LSP BFD is configured on mesh-p2p and one-hop-p2p
auto-LSPs using the LSP template, as follows:

Config
router
mpls
lsp-template template-name {mesh-p2p | one-hop-p2p}
bfd

[no] bfd-template name
[no] bfd-enable
exit

Using LSP BFD for LSP path protection

SR OS can determine the forwarding state of an LSP from the LSP BFD session, allowing users of the
LSP to determine whether their transport is operational. If BFD is down on an LSP path, then the path is
considered to be BFD degraded by the system.

Using the failure-action command, a user can configure the action taken by the system if BFD fails for an
RSVP LSP or LDP prefix list. There are three possible failure actions:

» failure-action down

The LSP is marked as unusable in TTM when BFD on the LSP goes down. This is applicable to RSVP
and LDP LSPs.

» failure-action failover

When LSP BFD goes down on the currently active path, then the LSP switches from the primary path to
the secondary path, or from the currently active secondary path to the next-best preference secondary
path. This is applicable to RSVP LSPs.

» failure-action failover-or-down

Similar to failure-action failover , when LSP BFD goes down on the currently active path, then the LSP
switches from the primary path to the secondary path, or from the currently active secondary path to

the next best preference secondary path. However, failure-action failover-or-down also supports the
ability to run BFD sessions simultaneously on the primary and up to two other secondary or standby
paths. The system does not switch to a standby path for which the BFD session is down. If all BFD
sessions for the LSP are down, then the LSP is marked as unusable in TTM. This is applicable to RSVP
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LSPs and SR-TE LSPs. See the 7750 SR and 7950 XRS Segment Routing and PCE User Guide for
further details of its use for SR-TE LSPs.

In all cases, an SNMP trap is raised indicating that BFD has gone down on the LSP.

Note: It is recommended that BFD control packet timers are configured to a value that is large
4 enough to allow for transient data path disruptions that may occur when the underlying transport
network recovers following a failure.

Failure-action down

The failure-action down command is supported for point-to-point RSVP (including mesh point-to-

point and one-hop point-to-point auto-LSPs) and LDP LSPs. This command is configured within the
config>router>mpls>Isp>bfd, config>router>mpls>Isp-template>bfd, or config>router>ldp>Isp-bfd
contexts. For RSVP LSPs, it is only supported at the LSP level and not at the primary or secondary path
levels. When configured, an LSP is made unavailable as a transport if BFD on the LSP goes down.

If BFD is disabled, MPLS installs the LSP as “usable” in the TTM. The failure-action configuration is
ignored.

If BFD is enabled and no failure-action is configured, MPLS installs the LSP as “usable” in the TTM
regardless of the BFD session state. BFD generates BFD Up and BFD Down traps.

If BFD is enabled and failure-action down is configured:
» BFD traps are still generated when the BFD state machine transitions.

» If the BFD session is up for the active path of the LSP, the LSP is installed as “usable” in the TTM. If the
BFD session is down for the active path, the LSP is installed as “not-usable” in the TTM.

* When an LSP is first activated using the no shutdown command, and its LSP BFD session first starts
to come up, the LSP is installed as “not-usable” in the TTM to any user until the BFD session transitions
to the up state, despite the FEC for the corresponding LSP being installed by the TTM. Users include all
protocols, including those in RTM. A tunnel that is marked as down in the TTM is not available to RTM,
and all routes using it are withdrawn. SDP auto-bind does not make use of an LSP until it is installed as
“usable”.

» If the BFD session is up on the active path and the LSP is installed as “usable” in the TTM, and if the
LSP switches from its current active path to a new path, the system triggers a new BFD bootstrap using
LSP ping for the new path, and waits for a maximum of 10 s for the BFD session to come up on the new
path before switching traffic to it. If the BFD session does not come up on the new path after 10 s, the
system switches to the new path anyway and install the LSP as “not-usable” in the TTM. This is the only
scenario where a switch of the active path can be delayed because of the BFD transition state.

» If the BFD session is down on the active path and the LSP was already installed as “not-usable” in
the TTM, then the system immediately switches to the new path without waiting for BFD to become
operationally up.

» If BFD is disabled, MPLS installs the LSP as “usable” in the TTM. The failure-action configuration is
ignored. LSP ping and LSP trace are still able to test an LSP when BFD is disabled.

Note: BFD session state is never used to trigger a switch of the active path when failure-action
/ down is configured.
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2.1.4.5.2

2.1.4.53

Failure-action failover

The failure-action failover command is supported for point-to-point RSVP LSPs (except mesh point-to-
point and one-hop point-to-point auto-LSPs because these do not have a secondary path). When failure
action failover is configured, the system triggers a failover from the currently active path to the secondary
path, the next-best preference secondary path, or the secondary-standby path of an LSP when an LSP
BFD session configured at the LSP level transitions from an up state to a down state. Unlike failure-action
failover-or-down, this failure action does not affect how LSP paths are programmed in the data path and
only runs LSP BFD on the active path.

The LSP is always marked as usable in the TTM, regardless of the BFD session state and BFD traps that
are generated when the BFD state machine transitions. If BFD is enabled and failure-action failover is
configured, the following conditions apply:

» ltis possible to bring the LSP up regardless of the current BFD session state.

» If the BFD session transitions from up to down, the current path immediately switches to the next-best
preference standby path.

» If MBB is triggered, then this occurs immediately on the primary path, regardless the BFD session state.

» If the operator is concerned about detecting data path failures that may not be detected by the control
plane, Nokia recommends that the revert timer be set to its maximum value.

» LSP BFD only runs on the currently active path. It cannot determine if any non-active paths (for
example, a secondary path or primary path during reversion) that the system switches to is up and
forwarding. The system relies on the normal control plane mechanisms.

Table 3: Changes to the failure action while BFD is down describes how the system behaves if a user
changes the failure-action while BFD is down. The LSP remains on the current path unless (or until) the
control plane takes action or the revert timer expires.

Table 3: Changes to the failure action while BFD is down

Action combination (old Tunnel flag in TTM
action/new action)

None/Down as unusable
None/Failover as usable
Down/None as usable
Down/Failover as usable
Failover/None as usable
Failover/Down as unusable

LSP active path failover triggers
The active path of an LSP is switched to an alternative path in the following cases:
» the active path goes into degraded state because of FRR or soft preemption

» the active path is degraded because the BFD session is going from up to down (only applicable if the
failure action is set to failover or failover-or-down)
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» reverting from a secondary or standby path to the primary path (with or without a reverter time

configured)

» switching between secondary or standby paths because of path preference

» switching between secondary or standby paths because of the tools perform router mpls switch-path
or force-switch-path commands

» switching because of an MBB on the active path where the old and new path have the same bfd-
enable configuration

» switching from the primary path to secondary or standby paths because of the tools perform router

mpls manual-switch-path command

Table 4: Path switchover triggers based on BFD failure action configuration describes path switchover
events depending on the failure action configuration.

Table 4: Path switchover triggers based on BFD failure action configuration

BFD failure-action
configuration

Old active path

New active path

bfd-enable
configuration at
LSP or path

BFD session
state

bfd-enable

configuration at

LSP or path

Switchover to new
path

no failure-action
failure-action
failover

Any

Any

Any

Switch immediately
without checking the
BFD session state on
new path.

failure-action
down

BFD enabled

BFD session
up

BFD enabled

Wait for a maximum
of 10 seconds for the
BFD session to come
up on the new path
before switching. If the
BFD session does not
come up on the new
path after 10 seconds,
switch anyway.

BFD disabled

Switch immediately
without checking the
BFD session state on
new path.

BFD session
down

BFD enabled

Switch immediately
without checking the
BFD session state on
new path.

BFD disabled

Switch immediately
without checking the
BFD session state on
new path.
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BFD failure-action

Old active path

New active path

Switchover to new

configuration - path

bfd-enable BFD session |bfd-enable

configuration at state configuration at

LSP or path LSP or path

BFD disabled — BFD enabled Wait for a maximum
of 10 seconds for the
BFD session to come
up on the new path
before switching. If the
BFD session does not
come up on the new
path after 10 seconds,
switch anyway.

BFD disabled Switch immediately

without checking the
BFD session state on
new path.

For failure-action failover-or-down, a path is in the degraded state if it has BFD enabled and the BFD
session is not up. Switching between primary, standby, and secondary paths of the LSP follows rules of
the best path selection algorithm, for example, a non-degraded path is better than a degraded path and a
degraded primary is better than a degraded standby or secondary path. Because the BFD degraded state
affects LSP active path selection, waiting for BFD to come up on new path is already accounted for and
these cases have been excluded from Table 5: MBB path switching with failure-action failover-or-down.

Switching to an MBB path requires waiting for the BFD session to come up on the new MBB path. These
cases are described in Table 5: MBB path switching with failure-action failover-or-down. This applies to
MBB on both active and inactive paths to reduce the toggling of a BFD degraded state on the path.

Table 5: MBB path switching with failure-action failover-or-down

failover-or-down

up

BFD failure-action | Old path New MBB path Switching to new path
fi ti
SR bfd-enable BFD session | bfd-enable
configuration at state configuration at
LSP or path LSP or path
failure-action BFD enabled BFD session | BFD enabled Wait for a maximum of

“w” seconds for the BFD
session to come up on the
new path before switching.
If the BFD session does
not come up on the new
path after "w” seconds,
switch anyway. Where w is
the BFD wait-for-up-timer
from the context where
BFD is enabled.
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BFD failure-action | Old path New MBB path Switching to new path
configuration -

bfd-enable BFD session | bfd-enable

configuration at state configuration at

LSP or path LSP or path

BFD disabled This case is not applicable
because the MBB path has
same BFD configuration as
existing path.

BFD enabled BFD session | BFD enabled Switch immediately without
down checking the BFD session
state on new path.

BFD disabled This case is not applicable
because the MBB path has
same BFD configuration as
existing path.

BFD disabled — BFD enabled This case is not applicable
because the MBB path
has the same BFD
configuration as existing
path.

BFD disabled Switch immediately without

checking the BFD session
state on new path.

2.1.4.6 MPLS/RSVP on broadcast interface

The MPLS/RSVP on Broadcast Interface feature allows MPLS/RSVP to distinguish neighbors from one
another when the outgoing interface is a broadcast interface connecting to multiple neighbors over a
broadcast domain. More specifically, in the case where a BFD session toward a specific neighbor on the
broadcast domain goes down, the consecutive actions (for example, FRR switchover) only concerns the
LSPs of the affected neighbor. Previously, the actions would have been taken on the LSPs of all neighbors
over the outgoing interface.

2.1.5 MPLS facility bypass method of MPLS FRR
The MPLS facility bypass method of MPLS Fast Re-Route (FRR) functionality is extended to the ingress

node.

The behavior of an LSP at an ingress LER with both fast reroute and a standby LSP path configured is as

follows:

+ when a downstream detour becomes active at a point of local repair (PLR)

The ingress LER switches to the standby LSP path. If the primary LSP path is repaired subsequently
at the PLR, the LSP switches back to the primary path. If the standby goes down, the LSP is switched
back to the primary, even though it is still on the detour at the PLR. If the primary goes down at the
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ingress while the LSP is on the standby, the detour at the ingress is cleaned up and for one-to-one
detours a “path tear” is sent for the detour path. In other words, the detour at the ingress does not
protect the standby. If and when the primary LSP is again successfully re-signaled, the ingress detour
state machine is restarted.

* when the primary fails at the ingress

The LSP switches to the detour path. If a standby is available then LSP would switch to standby
on expiration of hold-timer. If hold-timer is disabled then switchover to standby would happen
immediately. On successful global revert of primary path, the LSP would switch back to the primary
path.

Note: Admin groups are not taken into account when creating detours for LSPs.

2.1.6 Manual bypass LSP

SR OS implements dynamic bypass tunnels as defined in RFC 4090, Fast Reroute Extensions to RSVP-
TE for LSP Tunnels. When an LSP is signaled and the local protection flag is set in the session_attribute
object or the FRR object in the path message indicates that facility backup is needed, the PLR establishes
a bypass tunnel to provide node and link protection. The bypass tunnel is selected if a bypass LSP that
merges in a downstream node with the protected LSP exists, and if this LSP satisfies the constraints in the
FRR object.

With the manual bypass feature, an LSP can be preconfigured from a PLR that is used exclusively for
bypass protection. When a Path message for a new LSP requests bypass protection, the node first checks
if a manual bypass tunnel satisfying the path constraints exists. If one is found, it is selected. If no manual
bypass tunnel is found, the router dynamically signals a bypass LSP in the default behavior. Users can
disable the dynamic bypass creation on a per node basis using the CLI.

A maximum of 1000 associations of primary LSP paths can be made with a single manual bypass by
default. The max-bypass-associations integer command allows to increase or decrease the number of
associations. If dynamic bypass creation is disabled on the node, it is recommended to configure additional
manual bypass LSPs to handle the required number of associations.

See Configuring manual bypass tunnels for configuration information.

2.1.6.1 PLR bypass LSP selection rules

The PLR uses rules to select a bypass LSP among multiple manual and dynamic bypass LSPs at the time
of establishment of the primary LSP path or when searching for a bypass for a protected LSP which does
not have an association with a bypass tunnel: Figure 3: Bypass tunnel nodes shows an example of bypass
tunnel nodes.

Figure 3: Bypass tunnel nodes
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The rules are:

1. The MPLS task in the PLR node checks if an existing manual bypass satisfies the constraints. If the
path message for the primary LSP path indicated node protection is needed, which is the default LSP
FRR setting at the head end node, MPLS task searches for a node-protect bypass LSP. If the path
message for the primary LSP path indicated link protection is needed, then it searches for a link-protect
bypass LSP.

2. If multiple manual bypass LSPs satisfying the path constraints exist, it prefers a manual-bypass
terminating closer to the PLR over a manual bypass terminating further away. If multiple manual bypass
LSPs satisfying the path constraints terminate on the same downstream node, it selects one with the
lowest IGP path cost or if in a tie, picks the first one available.

3. If none satisfies the constraints and dynamic bypass tunnels have not been disabled on PLR node, then
the MPLS task in the PLR checks if any of the already established dynamic bypasses of the requested
type satisfy the constraints.

4. If none do, then the MPLS task asks CSPF to check if a new dynamic bypass of the requested type,
node-protect or link-protect, can be established.

5. If the path message for the primary LSP path indicated node protection is needed, and no manual
bypass was found after Step 1, or no dynamic bypass LSP was found after one attempt of performing
Step 3, the MPLS task repeats Steps 1 to 3 looking for a suitable link-protect bypass LSP. If none are
found, the primary LSP has no protection and the PLR node must clear the “local protection available”
flag in the IPv4 address sub-object of the RRO starting in the next Resv refresh message it sends
upstream. Node protection continues to be attempted using a background re-evaluation process.

6. If the path message for the primary LSP path indicated link protection is needed, and no manual bypass
was found after step 1, or no dynamic bypass LSP was found after performing Step 3, the primary LSP
has no protection and the PLR node must clear the “local protection available” flag in the IPv4 address
sub-object of the RRO starting in the next RESV refresh message it sends upstream. The PLR does not
search for a node-protect’ bypass LSP in this case.

7. If the PLR node successfully makes an association, it must set the “local protection available” flag in the
IPv4 address sub-object of the RRO starting in the next RESV refresh message it sends upstream.

8. For all primary LSP that requested FRR protection but are not currently associated with a bypass
tunnel, the PLR node on reception of RESV refresh on the primary LSP path repeats Steps 1 to 7.

If the user disables dynamic-bypass tunnels on a node while dynamic bypass tunnels were activated and
were passing traffic, traffic loss occurs on the protected LSP. Furthermore, if no manual bypass exist that
satisfy the constraints of the protected LSP, the LSP remains without protection.

If the user configures a bypass tunnel on node B and dynamic bypass tunnels have been disabled, LSPs
which have been previously signaled and which were not associated with any manual bypass tunnel, for
example, none existed, are associated with the manual bypass tunnel if suitable. The node checks for the
availability of a suitable bypass tunnel for each of the outstanding LSPs every time a RESV message is
received for these LSPs.

If the user configures a bypass tunnel on node B and dynamic bypass tunnels have not been disabled,
LSPs which have been previously signaled over dynamic bypass tunnels are not automatically switched
into the manual bypass tunnel even if the manual bypass is a more optimized path. The user must perform
a make before break at the head end of these LSPs.

If the manual bypass goes into the down state in node B and dynamic bypass tunnels have been disabled,
node B (PLR) clears the “protection available” flag in the RRO IPv4 sub-object in the next RESV refresh
message for each affected LSP. It then tries to associate each of these LSPs with one of the manual
bypass tunnels that are still up. If it finds one, it makes the association and sets again the “protection
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available” flag in the next RESV refresh message for each of these LSPs. If it could not find one, it keeps
checking for one every time a RESV message is received for each of the remaining LSPs. When the
manual bypass tunnel is back UP, the LSPs which did not find a match are associated back to this tunnel
and the protection available flag is set starting in the next RESV refresh message.

If the manual bypass goes into the down state in node B and dynamic bypass tunnels have not been
disabled, node B signals automatically a dynamic bypass to protect the LSPs if a suitable one does not
exist. Similarly, if an LSP is signaled while the manual bypass is in the down state, the node only signals
a dynamic bypass tunnel if the user has not disabled dynamic tunnels. When the manual bypass tunnel is
back into the UP state, the node does not switch the protected LSPs from the dynamic bypass tunnel into
the manual bypass tunnel.

2.1.6.2 FRR facility background evaluation task

The MPLS Fast Re-Route (FRR) feature implements a background task to evaluate Path State Block
(PSB) associations with bypass LSP. The following is the task evaluation behavior:

» For PSBs that have facility FRR enabled but no bypass association, the task triggers a FRR protection
request.

» For PSBs that have requested node-protect bypass LSP but are currently associated with a link-protect
bypass LSP, the task triggers a node-protect FRR request.

» For PSBs that have LSP statistics enabled but the statistic index allocation failed, the task re-attempts
index allocation.

The MPLS FRR background task enables PLRs to be aware of the missing node protection and allows
them to probe regularly for a node-bypass. Figure 4: FRR node-protection example shows an example of
FRR node protection.

Figure 4: FRR node-protection example

PE_3 P_3 P_4 PE_4
al_0205

The following describes an LSP scenario where:

+ LSP 1: from PE_1 to PE_2, with CSPF, FRR facility node-protect enabled
» P_1 protects P_2 with bypass-nodes P_1-P_3-P_4-PE_4 -PE_2

+ If P_4 fails, P_1 tries to establish the bypass-node three times

*  When the bypass-node creation fails, P_1 protects link P_1-P_2

P_1 protects the link to P_2 throughP_1-P 5-P_2

* P_4 returns online
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LSP 1 has requested node protection, but because there is no available path, it can only obtain link
protection. Therefore, every 60 seconds the PSB background task triggers the PLR for LSP 1 to search for
a new path that can provide node protection. When P_4 is back online and such a path is available, a new
bypass tunnel is signaled and LSP 1 gets associated with this new bypass tunnel.

2.1.7 Uniform FRR failover time

The failover time during FRR consists of a detection time and a switchover time. The detection time
corresponds to the time it takes for the RSVP control plane protocol to detect that a network IP interface is
down or that a neighbor/next-hop over a network IP interface is down. The control plane can be informed
of an interface down event when the event is caused by a failure in a lower layer such in the physical layer.
The control plane can also detect the failure of a neighbor/next-hop on its own by running a protocol such
as Hello, keepalive, or BFD.

The switchover time is measured from the time the control plane detects the failure of the interface or
neighbor/next-hop to the time the XCMs or IOMs completes the reprogramming of all the impacted ILM
or service records in the data path. This includes the time it takes for the control plane to send a down
notification to all XCMs or IOMs to request a switch to the backup NHLFE.

Uniform Fast-Reroute (FRR) failover enables the switchover of MPLS and service packets from the
outgoing interface of the primary LSP path to that of the FRR backup LSP within the same amount of time
regardless of the number of LSPs or service records. This is achieved by updating Ingress Label Map
(ILM) records and service records to point to the backup Next-Hop Label to Forwarding Entry (NHLFE) in a
single operation.

2.1.8 Automatic bandwidth allocation for RSVP LSPs

2.1.8.1 Enabling and disabling auto-bandwidth allocation on an LSP

This section discusses an auto-bandwidth hierarchy configurable in the config>router>mpls>Isp context.

Adding auto-bandwidth at the LSP level starts the measurement of LSP bandwidth described in
Measurement of LSP bandwidth and allows auto-bandwidth adjustments to take place based on the
triggers described in Periodic automatic bandwidth adjustment.

When an LSP is first established, the bandwidth reserved along its primary path is controlled by the
bandwidth parameter in the config>router>mpls>Isp>primary context, whether the LSP has auto-
bandwidth enabled or not, while the bandwidth reserved along a secondary path is controlled by the
bandwidth parameter in the config>router>mpls>Isp>secondary context. When auto-bandwidth is
enabled and a trigger occurs, the system attempts to change the bandwidth of the LSP to a value between
min-bandwidth and max-bandwidth, which are configurable values in the Isp>auto-bandwidth context.
min-bandwidth is the minimum bandwidth that auto-bandwidth can signal for the LSP, and max-
bandwidth is the maximum bandwidth that can be signaled. The user can set the min-bandwidth to the
same value as the primary path bandwidth but the system does not enforce this restriction. The system
allows:

* no min-bandwidth to be configured. In this case, the implicit minimum is 0 Mb/s.

* no max-bandwidth to be configured, as long as overflow-triggered auto-bandwidth is not configured. In
this case, the implicit maximum is infinite (effectively 100 Gb/s).

» the configured primary path bandwidth to be outside the range of min-bandwidth to max-bandwidth
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2.1.8.2

» auto-bandwidth parameters can be changed at any time on an operational LSP; in most cases, the
changes have no immediate impact, but subsequent sections describe some exceptions.

All of the auto-bandwidth adjustments discussed are performed using MBB procedures.

Auto bandwidth can be added to an operational LSP at any time (without the need to shut down the

LSP or path), but no bandwidth change occurs until a future trigger event. Auto bandwidth may also be
removed from an operational LSP at any time and this causes an immediate MBB bandwidth change to be
attempted using the configured primary path bandwidth.

A change to the configured bandwidth of an auto-bandwidth LSP has no immediate effect. The change
only occurs if the LSP/path goes down (because of a failure or an administrative action) and comes back
up, or if auto-bandwidth is removed from the LSP. The operator can force an auto-bandwidth LSP to be
resized immediately to an arbitrary bandwidth using the appropriate tools commands.

Auto-bandwidth on LSPs with secondary or secondary standby paths

Auto-bandwidth is supported for LSPs that have secondary or secondary standby paths. A secondary path
is only initialized at its configured bandwidth when it is established, and the bandwidth is adjusted only
when the secondary path becomes active.

This description makes use of the following terminology:

current_BW the last known reserved bandwidth for the LSP; may be the value of a different
path from the currently active path

operational BW the last known reserved BW for a specified path, as recorded in the MIB

configured BW the bandwidth explicitly configured for the LSP path by the user in CLI

active path the path (primary or secondary) the LSP currently uses to forward traffic

signaled BW the new BW value signaled during an MBB

A secondary or standby secondary path is initially signaled with its configured bandwidth. Setup for the
secondary path is triggered only when the active path goes down or becomes degraded (for example,
because of FRR or preemption). An auto-BW triggered bandwidth adjustment (auto bandwidth MBB) only
takes place on the active path. For example, if an auto-BW adjustment occurs on the primary path, which is
currently active, no adjustment is made at that time to the secondary path because that path is not active.

When the active path changes, the current_bw is updated to the operational bandwidth of the newly active
path. While the auto-BW MBB on the active path is in progress, a statistics sample could be triggered, and
this would be collected in the background. Auto-bandwidth computations use the current_bw of the newly
active path. In case the statistics sample collection results in a bandwidth adjustment, the in-progress
auto-BW MBB is restarted. If after five attempts, the auto-BW MBB fails, the current_bw and secondary
operational BW remain unchanged.

For a secondary or standby secondary path, if the active path for an LSP changes (without the LSP going
down), an auto-BW MBB is triggered for the new active path. The bandwidth used to signal the MBB is
the operational bandwidth of the previous active path. If the MBB fails, it retries with a maximum of five
attempts. The reserved bandwidth of the newly active path is therefore its configured bandwidth until the
MBB succeeds.

For a secondary path where the active path goes down, the LSP goes down temporarily until the
secondary path is setup. If the LSP goes down, all statistics and counters are cleared, so the previous
path operational bandwidth is lost. That is, the operational BW of a path is not persistent across LSP down
events. In this case, there is no immediate bandwidth adjustment on the secondary path.
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The following algorithm is used to determine the signaled bandwidth on a newly active path:
» For a path that is operationally down, signaled_bw = config_bw.

* For the active path, if an auto-BW MBB adjustment is in progress, signaled_bw = previous path
operational BW for the first five attempts. For the remaining attempts, the signaled BW = operational
BW.

» For an MBB on the active path (other than an auto-BW MBB), MBB signaled BW = operational BW.
» For an MBB on the inactive path, MBB signaled BW = configured BW.

If the primary path is not the currently active path and it has not gone down, then any MBB uses the
configured BW for the primary path. However, if the configured BW is changed for a path that is currently
not active, then a config change MBB is not triggered.

If the standby is SRLG enabled, and the active path is the standby, and the primary comes up, this
immediately triggers a delayed retry MBB on the standby. If the delayed retry MBB fails, immediate
reversion to the primary occurs regardless of the retry timer.

When the system reverts from a secondary standby or secondary path to the primary path, a Delayed
Retry MBB is attempted to bring bandwidth of the standby path back to its configured bandwidth. Delayed
Retry MBB is attempted once, and if it fails, the standby is torn down. A Delayed Retry MBB has highest
priority among all MBBs, so it takes precedence over any other MBB in progress on the standby path (for
example, Config change or Preemption).

The system carries over the last signaled BW of the LSP over multiple failovers. For example, if an LSP is
configured with auto-BW for some time, and adjusts its currently reserved bandwidth for the primary, and
Monitor mode is then enabled, BW adjustment on the primary ceases, but the BW remains reserved at the
last adjusted value. Next, the LSP fails over to a secondary or secondary standby. The secondary inherits
the last reserved BW of the primary, but then disables further adjustment as long as monitoring mode is
enabled.

The system’s ability to carry-over the last signaled BW across failovers has the following limitations:
+ case1

If the LSP fails over from path1 to path2 and the AutoBW MBB on path2 is successful, the last signaled
BW is carried over when the LSP reverts back to path1 or fails over to a new path3. This may trigger an
AutoBW MBB on the new active path to adjust its bandwidth to last signaled BW.

* case?2

If the LSP fails over from path1 to path2 and the AutoBW MBB on path2 is still in progress and the LSP
reverts back to path1 or fails over to a new path3, the last signaled BW is carried over to the new active
path (path1 or path3) and this may result in an AutoBW MBB on that path.

» case3

If the LSP fails over from path1 to path2 and the AutoBW MBB on path2 fails (after 5 retry attempts), the
last signaled BW from when path1 was active is lost. Therefore, when the LSP reverts back to path1 or
fails over to a new path3, the original signaled BW from path1 is not carried over. However the signaled
bandwidth of path2 is carried over to the new active path (path1 or path3) and may trigger an AutoBW
on that path.
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2.1.8.3 Measurement of LSP bandwidth

Automatic adjustment of RSVP LSP bandwidth based on measured traffic rate into the tunnel requires
the LSP to be configured for egress statistics collection at the ingress LER. The following CLI shows an
example.

config router mpls lsp name
egress-statistics
accounting-policy 99
collect-stats
no shutdown

exit

All LSPs configured for accounting, including any configured for auto-bandwidth based on traffic
measurements, must reference the same accounting policy. An example configuration of such an
accounting-policy is shown in the CLI example below.

config log
accounting-policy 99
collection-interval 5
record combined-mpls-lsp-egress
exit
exit

The combined-mpls-Isp-egress record name in the accounting policy record command has the effect
of recording egress packet, byte counts, and bandwidth measurements (expressed in packets per second
and Mb/s).

When egress statistics are enabled the CPM collects stats from all XCMs or IOMs involved in forwarding
traffic belonging to the LSP (whether the traffic is currently leaving the ingress LER via the primary LSP
path, a secondary LSP path, an FRR detour path, or an FRR bypass path). The egress statistics have
counts for the number of packets and bytes forwarded per LSP on a per-forwarding class, per-priority (in-
profile vs. out-of-profile) basis. The ingress LER calculates a traffic rate for the LSP as follows:

Average data rate of LSP[x] during interval[i] = F(x,i) - F(x,i-1)/sample interval

Where:

F(x,i) is the total number of bytes belongings to LSP[x], regardless of forwarding-class or priority, at time][i]
sample interval = time[i] - time[i-1], time[i+1] - time[i], and so on.

The sample interval is the product of sample-multiplier and the collection-interval specified in the auto-
bandwidth accounting policy. A default sample-multiplier for all LSPs may be configured using the
config>router>mpls>auto-bandwidth-defaults context but this value can be overridden on a per-LSP
basis at the config>router>mpls>Isp>auto-bandwidth context. The default value of sample-multiplier
(the value that would result from the no auto-bandwidth-defaults command) is 1, which means the
default sample interval is 300 seconds.

Over a longer period of time called the adjust interval the router keeps track of the maximum average data
rate recorded during any constituent sample interval. The adjust interval is the product of adjust-multiplier
and the collection-interval specified in the auto-bandwidth accounting-policy. A default adjust-multiplier

for all LSPs may be configured using the config>router>mpls>auto-bandwidth-multiplier context

but this value can be overridden on a per-LSP basis at the config>router>mpls>Isp>auto-bandwidth
context. The default value of adjust-multiplier (the value that would result from the no auto-bandwidth-
multiplier command) is 288, which means the default adjust interval is 86400 seconds or 24 hours. The
system enforces the restriction that adjust-multiplier is equal to or greater than sample-multiplier. It is
recommended that the adjust-multiplier be an integer multiple of the sample-multiplier.
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The collection-interval in the auto-bandwidth accounting policy can be changed at any time, without
disabling any of the LSPs that rely on that policy for statistics collection.

The sample-multiplier (at the mpls>auto-bandwidth level or the Isp>auto-bandwidth level) can be
changed at any time. This has no effect until the beginning of the next sample interval. In this case the
adjust-interval does not change and information about the current adjust interval (such as the remaining
adjust-multiplier, the maximum average data rate) is not lost when the sample-multiplier change takes
effect.

The system allows adjust-multiplier (at the mpls level or the Isp>auto-bandwidth level) to be changed at
any time as well but in this case the new value shall have no effect until the beginning of the next adjust
interval.

Byte counts collected for LSP statistics include Layer 2 encapsulation (Ethernet headers and trailers) and
therefore average data rates measured by this feature include Layer 2 overhead as well.

2.1.8.4 Passive monitoring of LSP bandwidth

The system offers the option to not take any action to adjust the bandwidth reservation, regardless of how
different the measured bandwidth is from the current reservation. Passive monitoring is enabled using the
config>router>mpls>Isp>auto-bandwidth>monitor-bandwidth command

The show>router>mpls>Isp detail command can be used to view the maximum average data rate in the
current adjust interval and the remaining time in the current adjust interval.

2.1.8.5 Periodic automatic bandwidth adjustment

Automatic bandwidth allocation is supported on any RSVP LSP that has MBB enabled. MBB is enabled in
the config>router>mpls>Isp context using the adaptive command. If the monitor-bandwidth command
is enabled in config>router>mpls>Isp>auto-bandwidth context, the LSP is not resignaled to adjust its
bandwidth to the calculated values.

If an eligible RSVP LSP is configured for auto-bandwidth, by entering auto-bandwidth at the
config>router>mpls>Isp context, then the ingress LER decides every adjust interval whether to attempt
auto-bandwidth adjustment. The following parameters are defined:
current_bw
the currently reserved bandwidth of the LSP; this is the operational bandwidth that is
already maintained in the MIB
measured_bw
the maximum average data rate in the current adjust interval

signaled_bw

the bandwidth that is provided to the CSPF algorithm and signaled in the
SENDER_TSPEC and FLOWSPEC objects when an auto-bandwidth adjustment is

attempted
min
the configured min-bandwidth of the LSP
max
the configured max-bandwidth of the LSP
up%
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the minimum difference between measured _bw and current_bw, expressed as a
percentage of current_bw, for increasing the bandwidth of the LSP

up
the minimum difference between measured_bw and current_bw, expressed as an absolute
bandwidth relative to current_bw, for increasing the bandwidth of the LSP. This is an
optional parameter; if not defined the value is 0.

down%
the minimum difference between current_bw and measured_bw, expressed as a
percentage of current_bw, for decreasing the bandwidth of the LSP

down

the minimum difference between current_bw and measured_bw, expressed as an absolute
bandwidth relative to current_bw, for decreasing the bandwidth of the LSP. This is an
optional parameter; if not defined the value is 0.

At the end of every adjust interval the system decides if an auto-bandwidth adjustment should be
attempted. The heuristics are as follows:

+ If the measured bandwidth exceeds the current bandwidth by more than the percentage threshold and
also by more than the absolute threshold then the bandwidth is re-signaled to the measured bandwidth
(subject to min and max constraints).

» If the measured bandwidth is less than the current bandwidth by more than the percentage threshold
and also by more than the absolute threshold then the bandwidth is re-signaled to the measured
bandwidth (subject to min and max constraints).

» If the current bandwidth is greater than the max bandwidth then the LSP bandwidth is re-signaled to
max bandwidth, even if the thresholds have not been triggered.

» If the current bandwidth is less than the min bandwidth then the LSP bandwidth is re-signaled to min
bandwidth, even if the thresholds have not been triggered.

Changes to min-bandwidth, max-bandwidth and any of the threshold values (up, up%, down, down%) are
permitted at any time on an operational LSP but the changes have no effect until the next auto-bandwidth
trigger (for example, adjust interval expiry).

If the measured bandwidth exceeds the current bandwidth by more than the percentage threshold and also
by more than the absolute threshold then the bandwidth is re-signaled to the measured bandwidth (subject
to min and max constraints).

The adjust-interval and maximum average data rate are reset whether the adjustment succeeds or fails. If
the bandwidth adjustment fails (for example, CSPF cannot find a path) then the existing LSP is maintained
with its existing bandwidth reservation. The system does not retry the bandwidth adjustment (for example,
per the configuration of the LSP retry-timer and retry-limit).

2.1.8.6 Overflow-triggered auto-bandwidth adjustment

For cases where the measured bandwidth of an LSP has increased significantly since the start of the
current adjust interval, it may be desirable for the system to preemptively adjust the bandwidth of the LSP
and not wait until the end of the adjust interval.

The following parameters are defined:

current_bw
the currently reserved bandwidth of the LSP
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sampled_bw
the average data rate of the sample interval that just ended

measured_bw
the maximum average data rate in the current adjust interval

signaled_bw

the bandwidth that is provided to the CSPF algorithm and signaled in the
SENDER_TSPEC and FLOWSPEC objects when an auto-bandwidth adjustment is
attempted

max
the configured max-bandwidth of the LSP

%_threshold

the minimum difference between sampled_bw and current_bw, expressed as a percentage
of the current_bw, for counting an overflow event

min_threshold

the minimum difference between sampled_bw and current_bw, expressed as an absolute
bandwidth relative to current_bw, for counting an overflow event. This is an optional
parameter; if not defined the value is 0.

When a sample interval ends it is counted as an overflow if:

» The sampled bandwidth exceeds the current bandwidth by more than the percentage threshold and by
more than the absolute bandwidth threshold (if defined).

* When the number of overflow samples reaches a configured limit, an immediate attempt is made to
adjust the bandwidth to the measured bandwidth (subject to the min and max constraints).

If the bandwidth adjustment is successful, then the adjust-interval, maximum average data rate, and
overflow count are all reset. If the bandwidth adjustment fails, then the overflow count is reset but the
adjust-interval and maximum average data rate continue with current values. It is possible that the overflow
count reach the configured limit again before the end of adjust-interval is reached and this triggers again an
immediate auto-bandwidth adjustment attempt.

The overflow configuration command fails if the max-bandwidth of the LSP has not been defined.

The threshold limit can be changed on an operational auto-bandwidth LSP at any time and the change
should take effect at the end of the current sample interval (for example, if the user decreases the overflow
limit to a value lower than the current overflow count, then auto-bandwidth adjustment takes place as

soon as the sample interval ends). The threshold values can also be changed at any time (for example,
%_threshold and min_threshold), but the new values do not take effect until the end of the current sample
interval.

2.1.8.7 Manually-triggered auto-bandwidth adjustment

Manually-triggered auto-bandwidth adjustment feature is configured with the tools>perform>router>mpls
adjust-autobandwidth [Isp /sp-name [force [bandwidth mbps]]] command to attempt immediate auto-
bandwidth adjustment for either one specific LSP or all active LSPs. If the LSP is not specified then the
system assumes the command applies to all LSPs. If an LSP name is provided then the command applies
to that specific LSP only and the optional force parameter (with or without a bandwidth) can be used.

If force is not specified (or the command is not LSP-specific) then measured_bw is compared to
current_bw and bandwidth adjustment may or may not occur
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2.1.8.8

If force is specified and a bandwidth is not provided then the threshold checking is bypassed but the min
and max bandwidth constraints are still enforced.

If force is specified with a bandwidth (in Mb/s) then signaled_bw is set to this bandwidth. There is no
requirement that the bandwidth entered as part of the command fall within the range of min-bandwidth to
max-bandwidth.

The adjust-interval, maximum average data rate and overflow count are not reset by the manual auto-
bandwidth command, whether the bandwidth adjustment succeeds or fails. The overflow count is reset only
if the manual auto-bandwidth adjustment is successful.

Operational bandwidth carryover between active paths

SR OS supports carrying over of the operational bandwidth (for example, the last successfully signaled
bandwidth) of an LSP path to the next active path following a switchover. The new active path can be a
secondary or a primary path. The bandwidth is not lost even when the previously active path fails. The last
successfully signaled bandwidth is known as the last adjusted bandwidth.

This feature is enabled using the configure router mpls Isp auto-bandwidth use-last-adj-bw command.

When enabled, secondary paths are initially signaled with the last adjusted bandwidth of the primary,

and not the configured bandwidth. If signaling a secondary at this bandwidth fails after some number of
retries, then the path fails instead of falling back to using the configured bandwidth. The number of retries
of secondary paths at the last adjusted bandwidth is configured using the secondary-retry-limit command
under use-last-adj-bw.

A shutdown of the primary or any configuration change events that cause a switch to a secondary, uses
the last adjusted bandwidth. The user can toggle use-last-adj-bw at any time; this does not require

an administrative shutdown of auto bandwidth, however, the new value is not used until the next path
switchover.

Note: The last adjusted bandwidth value is reset on a shutdown of MPLS, the LSP, or
4 autobandwidth.

If the revert timer is enabled, the primary is resignaled before the revert timer expires with its configured
bandwidth. An auto-bandwidth MBB using the last adjusted bandwidth of the secondary occurs
immediately on switching back when the revert timer expires. If the system switches to a new path while
an auto-bandwidth MBB is in progress on the previously active path, then the bandwidth used to signal
the new path is the new value that was being attempted on the old path (instead of the last adjusted
bandwidth). This means that the new path establishes with the most up to date bandwidth for the LSP
(provided sufficient network resources are available) instead of a potentially out of date bandwidth.

2.1.9 MPLS LSP history
The router can store the 100 most recent events for each configured point-to-point RSVP LSP. This is
independent of any other system log functionality.
Use the commands in the following context to enable the ability to store LSP state history.
configure router mpls lsp-history
When enabled, the router stores up to 100 of the most recent significant events for each LSP as a sliding
window of events. When new events occur on an LSP and the record of 100 is fully consumed, new events
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are added and the oldest events are removed. The recording of LSP events is paused when the context is
administratively disabled. The stored history for the LSPs is deleted when the context is deleted, and the
memory allocated to store these events becomes available.

The history for a named RSVP LSP can be displayed for all LSPs, or for a single named LSP. Use the
following command to display a specific RSVP LSP or all LSPs.

tools dump router mpls lsp-history

If the LSP name is not specified, the output displays the LSP history for all RSVP LSPs, in sequence.

The history for a single named RSVP LSP or all LSPs can be cleared. Use the following command to clear
the history for a specific named RSVP LSP or all LSPs.

clear router mpls lsp-history [<lsp-name>]

2.1.10 LSP failure codes
The table below lists the MPLS LSP path failure codes and their meanings. The failure codes are indicated
in the FailureCode output field in the TIMETRA MPLS MIB and for specific CLI commands. Use the
following commands to display the FailureCode output field.
show router mpls 1lsp path detail
tools dump router mpls lsp-history
Table 6: LSP failure codes
LSP Failure Code (Value) Meaning
noError (0) Indicates no errors for this LSP.
admissionControlError (1) An RSVP admission control failure occurred at
some point along the path of an LSP. This is
recorded as a result of a PathErr message.
noRouteToDestination (2) No route could be found toward the requested
destination.
trafficControlSystemError (3) An error in the traffic control system because of an
unsupported traffic parameter, for example, a bad
FLOWSPEC, TSPEC, or ADSPEC value.
routingError (4) Indicates a problem with the route defined for the
LSP, for example, the ERO is truncated.
noResourcesAvailable (5) Insufficient system or protocol resources are
available to complete the request, for example,
out of memory or out of resources such as NHLFE
indexes or labels. This error code is also used for
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LSP Failure Code (Value)

Meaning

RSVP packet decode failures, such as. bad object
length or unknown sub-object.

badNode (6)

Indicates a bad node in the path hop list at head
end or ERO at transit.

routingLoop (7)

A routing loop was detected for the LSP path.

labelAllocationError (8)

Unable to allocate a label for the LSP path.

badL3PID (9)

The router has received a PathErr with the error
code "Routing problem" and the error value
"Unsupported L3PID." Indicates that a downstream
LSR does not support the protocol type “L3PID”.

tunnelLocallyRepaired (10)

A PLR has triggered a local repair at some point
along the path of the LSP.

unknownObjectClass (11)

A downstream LSR rejected an RSVP message
because it contained an Unknown object class —
Error code 13 defined in RFC 2205, Resource Re
SerVation Protocol (RSVP) - Version 1 Functional
Specification

unknownCType (12)

A downstream LSR rejected an RSVP message
because of an Unknown object C-type — Error code
14 defined in RFC 2205.

noEgressMplsinterface (13)

An egress MPLS interface could not be found for
the LSP path.

noEgressRsvplinterface (14)

An egress RSVP interface could not be found for
the LSP path.

looseHopsInFRRLsp (15)

The path calculated for the FRR enabled LSP
contains loose hops.

unknown (16)

Indicates an error not covered by one of the other
known errors for this LSP.

retryExceeded (17)

The retry limit for the LSP path has been exceeded.

noCspfRouteOwner (18)

No IGP instance was found that has a route to the
LSP destination.

noCspfRouteToDestination (19)

CSPF was unabile to find a route to the requested
destination that satisfies all of the constraints.

hopLimitExceeded (20)

The hop limit for the LSP path has been exceeded.

looseHopsIinManualBypassLsp (21)

A manual bypass LSP contains loose hops.
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LSP Failure Code (Value)

Meaning

emptyPathinManualBypassLsp (22)

A manual bypass LSP uses an empty path.

IspFlowControlled (23)

The router initiated flow control for path messages
for paths that have not yet been established.

srlgSecondaryNotDisjoint (24)

The secondary or standby path is not an SRLG
disjoint from the primary path.

srigPrimaryCspfDisabled (25)

An SRLG disjoint path could not be found for
the secondary because CSPF is disabled on the
primary.

srigPrimaryPathDown (26)

An SRLG disjoint path could not be found for the
secondary because the primary is down.

localLinkMaintenance (27)

A TE link (RSVP interface) local to this LSR or on
a remote LSR used by the LSP is in TE graceful
shutdown. The link that has been gracefully
shutdown is also identified.

unexpectedCtObject (28)

A downstream LSR does not recognize something
about the content of the DiffServ class type object.

unsupportedCt (29)

A downstream LSR does not support the signaled
DiffServ class type.

invalidCt (30)

Indicates the signaled DiffServ class type is invalid,
for example it is 0.

invCtAndSetupPri (31)

The combination of signaled DiffServ class type
and setup priority does not map to a valid DiffServ
TE class.

invCtAndHoldPri (32)

The combination of signaled DiffServ class type
and hold priority does not map to a valid DiffServ
TE class.

invCtAndSetupAndHoldPri (33)

The combination of signaled DiffServ class type
and setup priority and hold priority does not map to
a valid DiffServ TE class.

localNodeMaintenance (34)

The local LSR or a remote LSR used by the LSP is
in TE graceful shutdown because of maintenance.
The LSR that is shut down is also identified.

softPreemption (35)

The LSP path is under soft pre-emption.

p2mpNotSupported (36)

An LSR does not support P2MP LSPs.

badXro (37)

An LSR for the LSP encountered a badly formed
exclude route object, for example, a sub-object is
missing or unrecognized.
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LSP Failure Code (Value)

Meaning

localNodelnXro (38)

The Exclude Route object includes the local node.

routeBlockedByXro (39)

The Exclude Route object prevents the LSP path
from being established at all.

xroTooComplex (40)

The Exclude Route object contains too many
entries or is too complex to calculate a path. If an
SR OS router receives an XRO with more than five
sub-objects then it is rejecte

d.

rsvpNotSupported (41)

Maps to SubErrorCode 8 for ErrorCode 24 (Routing
error) from RFC 3209. An LSR sends ErrorCode=
24, SubErrorCode=8 when it receives PATH for
P2MP LSP but P2MP is not supported on that
router.

conflictingAdminGroups (42)

The specified admin groups contradict each other,
for example, the same group is both included and
excluded.

nodelnigpOverload (43)

An LSR along the path of the LSP has advertised
the IS-IS overload state.

srTunnelDown(44)

An SR tunnel is admin or operationally down.

fibAddFailed(45)

An LSP path could not be added to the FIB, for
example, if IOM programming fails for an SR-TE
tunnel.

labelStackExceeded(46) The label stack depth for an SR-TE LSP exceeds
the maximum SR labels.

pccDown(47) The PCC or the PCEP channel to the PCC is down.

pccError(48) An error has been received from the PCC related to
this LSP. Such errors relate to processing requests,
message objects, or TLVs.

pceDown(49) The PCE or PCEP channel is down.

pceError(50) An error has been received from the PCE related to

this LSP. Such errors relate to processing requests,
message objects, or TLVs.

pceUpdateWithEmptyEro (51)

MPLS received an update from PCE with an empty
ERO.

pcelnitLspDisabled (52)

The related configure router mpls pce-intiated-
Isp context for this LSP type is disabled.

adminDown (53)

A related MPLS path is disabled.
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LSP Failure Code (Value)

Meaning

sidHopsInRsvpLsp (54)

SID hops in the path for RSVP-TE LSP.

ipv6HopsInRsvpLsp (55)

IPv6 hops in the path for RSVP-TE LSP.

ipv4Hopslinlpv6Lsp (56)

IPv4 hops in the path for SR-TE LSP with IPv6 ‘to’
address.

ipv6HopslInlpv4Lsp(57)

IPv6 hops in the path for SR-TE LSP with IPv4 ‘to’
address.

sidHopsInlpv6Lsp (58)

SID hops in the path for SR-TE LSP with IPv4 ‘to’
address.

srigPathWithSidHops (59)

LSP path is SRLG enabled but has SID hops in the
path.

mplsV4Down (60)

MPLS IPv4 operational state is down.

mplsV6Down (61)

MPLS IPv6 operational state is down.

IspAdminDown (62)

LSP is admin down.

pathAdminDown (63)

Path or LSP path is admin down.

templateAdminDown (64)

LSP template is admin down.

pceAssocConflict (65)

PCE association is conflicting.

pathRetried (66)

LSP path was brought down and retried.

clearCommand (67)

LSP path was brought down because of a clear
command.

nonActiveSecondary (68)

The secondary path is down because the LSP has
an alternate active path.

autoBandwidthAdjustment (69)

For an auto-bandwidth LSP, operational bandwidth
for a non-active LSP path does not match the
bandwidth configured for that path and the
bandwidth was not adjusted using MBB. The path
is brought down and retried to adjust its bandwidth
back to configured bandwidth.

pathDegraded (71)

Non-active path was brought down because it was
in a degraded state, for example, FRR active or
soft-preempted, and the MBB could not be used to
resignal the path.

IspSelfPingTimeout (72)

LSP self-ping timed out.

rsvpError (73)

RSVP signaling errors, such as, ResvTear received
or egress neighbor down.
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2.1.11

21111

21.11.2

LSP Failure Code (Value) Meaning

p2mplnstanceAdminDown (74) P2MP instance is admin down.

Labeled traffic statistics

SR OS provides a wide range of capabilities for collecting statistics of labeled traffic. This section provides
an overview of these capabilities.

Interface statistics

By default, the system continuously collects statistics (packet and octet counts) of MPLS traffic on
ingress and egress of MPLS interfaces. These statistics can be accessed, for example, using the
show>router>mpls>interface statistics command.

In addition, the system can provide auxiliary statistics (packet and octet counts) for a specific type of
labeled traffic on ingress and egress of MPLS interfaces. The config>router>mpls>aux-stats command
accesses these statistics and also specifies which types of labeled traffic should be counted. The sr
keyword refers to any type of MPLS-SR traffic (such as SR-OSPF, SR-ISIS, SR-TE). After being enabled
and configured, auxiliary statistics can be viewed, monitored, and cleared. The two types of statistics
(global or default MPLS statistics and auxiliary statistics) are independent; clearing one counter does not
affect the values of the other counter.

For both types of statistics, implicit null on ingress is not regarded as labeled traffic and octet counts
include L2 headers and trailers.

Segment Routing traffic statistics have a dependency with the ability to account for dark bandwidth in IGP-
TE advertisements.

Traffic statistics for stacked tunnels

The nature of MPLS allows for LSPs, owned by a specific protocol, to be tunneled into an LSP that is
owned by another protocol. Typical examples of this capability are LDP over RSVP-TE, SR over RSVP-TE,
and LDP over SR-TE. Also, in a variety of constructs (SR-TE LSPs, SR policies) SR OS uses hierarchical
NHLFEs where a single (top) NHLFE that models the forwarding actions toward the next hop, can be
referenced by one or more (inner) NHLFEs that model the forwarding actions for the rest of the end-to-end
path.

SR OS enables collecting the traffic statistics from the majority of all supported types of tunnels. In cases
where statistics collection is enabled on multiple labels of the stack, SR OS provides the capability to
collect traffic statistics on two labels of the MPLS stack. Any label needs to be processed (as part of ILM or
NHLFE processing) for statistics to be collected. For example, a node acting as an LSR for an RSVP-TE
LSP (that transports an LDP LSP) can collect statistics for the RSVP-TE LSP but does not collect stats for
the LDP LSP. A node acting as an LER for that same RSVP-TE LSP is, however, able to collect statistics
for the LDP LSP.

To control whether statistics are collected on one or two labels, use the following command:
configure>system>ip>mpls>label-stack-statistics-count /abel-stack-id

This command does not enable statistics collection. It only controls on how many labels, out of those that
have statistics collection enabled, statistics collection is effectively performed.
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If the MPLS label stack represents more than two stacked tunnels, the system collects statistics on the
outermost (top) label for which statistics collection is enabled (if above value is 1 or 2), and collects
statistics on the innermost (bottom) label for which statistics collection is enabled (if above value is 2).

2.1.11.3 Traffic statistics details and scale

For RSVP-TE and LDP, statistics are provided per forwarding class and as “in-profile” or “out-of-
profile”. For all other labeled constructs, statistics are provided regardless of the forwarding class and
the QoS profile. Altogether, labeled constructs share 128k statistic indexes (on ingress and on egress
independently). Statistics with FC and QoS profile consume 16 indexes.

2.1.11.4 RSVP-TE and MPLS-TP traffic statistics

See RSVP-TE LSP statistics and P2MP RSVP-TE LSP statistics for information about RSVP-TE and
MPLS-TP traffic statistics.

2.2 RSVP

The Resource Reservation Protocol (RSVP) is a network control protocol used by a host to request specific
qualities of service from the network for particular application data streams or flows. RSVP is also used by
routers to deliver quality of service (QoS) requests to all nodes along the paths of the flows and to establish
and maintain state to provide the requested service. RSVP requests generally result in resources reserved
in each node along the data path. MPLS leverages this RSVP mechanism to set up traffic engineered
LSPs. RSVP is not enabled by default and must be explicitly enabled.

RSVP requests resources for simplex flows. It requests resources only in one direction (unidirectional).
Therefore, RSVP treats a sender as logically distinct from a receiver, although the same application
process may act as both a sender and a receiver at the same time. Duplex flows require two LSPs, to carry
traffic in each direction.

RSVP is not a routing protocol. RSVP operates with unicast and multicast routing protocols. Routing
protocols determine where packets are forwarded. RSVP consults local routing tables to relay RSVP
messages.

RSVP uses two message types to set up LSPs, PATH and RESV. Figure 5: Establishing LSPs depicts the
process to establish an LSP.

1. The sender (the ingress LER (ILER)), sends PATH messages toward the receiver, (the egress LER
(eLER)) to indicate the FEC for which label bindings are required. PATH messages are used to signal
and request label bindings required to establish the LSP from ingress to egress. Each router along the
path observes the traffic type.

PATH messages facilitate the routers along the path to make the necessary bandwidth reservations and
distribute the label binding to the router upstream.

2. The eLER sends label binding information in the RESV messages in response to PATH messages
received.

3. The LSP is considered operational when the ILER receives the label binding information.
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Figure 5: Establishing LSPs
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Figure 6: LSP using RSVP path setup
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Figure 6: LSP using RSVP path setup displays an example of an LSP path set up using RSVP. The ingress
label edge router (ILER 1) transmits an RSVP path message (path: 30.30.30.1) downstream to the egress
label edge router (eLER 4). The path message contains a label request object that requests intermediate
LSRs and the eLER to provide a label binding for this path.

In addition to the label request object, an RSVP PATH message can also contain a number of optional
objects:

+ explicit route object (ERO)

When the ERO is present, the RSVP path message is forced to follow the path specified by the ERO
(independent of the IGP shortest path).

* record route object (RRO)
This object allows the ILER to receive a listing of the LSRs that the LSP tunnel actually traverses.
+ session attribute object
A session attribute object controls the path set up priority, holding priority, and local-rerouting features.

Upon receiving a path message containing a label request object, the eLER transmits a RESV message
that contains a label object. The label object contains the label binding that the downstream LSR
communicates to its upstream neighbor. The RESV message is sent upstream toward the ILER, in a
direction opposite to that followed by the path message. Each LSR that processes the RESV message
carrying a label object uses the received label for outgoing traffic associated with the specific LSP. When
the RESV message arrives at the ingress LSR, the LSP is established.

Using RSVP for MPLS

Hosts and routers that support both MPLS and RSVP can associate labels with RSVP flows. When MPLS
and RSVP are combined, the definition of a flow can be made more flexible. After an LSP is established,
the traffic through the path is defined by the label applied at the ingress node of the LSP. The mapping

3HE 18393 AAAD TQZZA 01 © 2022 Nokia.

Use subject to Terms available at: www.nokia.com/terms/.

54



MPLS GUIDE RELEASE 22.10.R1

MPLS and RSVP

2211

2.21.2

2213

of label to traffic can be accomplished using a variety of criteria. The set of packets that are assigned the
same label value by a specific node are considered to belong to the same FEC which defines the RSVP
flow.

For use with MPLS, RSVP already has the resource reservation component built-in which makes it ideal to
reserve resources for LSPs.

RSVP traffic engineering extensions for MPLS

RSVP has been extended for MPLS to support automatic signaling of LSPs. To enhance the scalability,
latency, and reliability of RSVP signaling, several extensions have been defined. Refresh messages are
still transmitted but the volume of traffic, the amount of CPU utilization, and response latency are reduced
while reliability is supported. None of these extensions result in backward compatibility problems with
traditional RSVP implementations.

Hello protocol

The Hello protocol detects the loss of a neighbor node or the reset of a neighbor’s RSVP state information.

In standard RSVP, neighbor monitoring occurs as part of RSVP’s soft-state model. The reservation state
is maintained as cached information that is first installed and then periodically refreshed by the ingress
and egress LSRs. If the state is not refreshed within a specified time interval, the LSR discards the state
because it assumes that either the neighbor node has been lost or its RSVP state information has been
reset.

The Hello protocol extension is composed of a Hello message, a hello request object and a hello ACK
object. Hello processing between two neighbors supports independent selection of failure detection
intervals. Each neighbor can automatically issue hello request objects. Each hello request object is
answered by a hello ACK object.

MD5 authentication of RSVP interface

When the authentication-key command is enabled on an RSVP interface, authentication of RSVP
messages operates in both directions of the interface. A router maintains a security association using one
authentication key for each interface to an RSVP neighbor.

An RSVP neighbor transmits an authenticating digest of the RSVP message that is computed using the
shared authentication key and a keyed-hash algorithm. The message digest is included in an INTEGRITY
object, which also contains a flags field, a key identifier field, and a sequence number field. An RSVP
neighbor uses the key together with the authentication algorithm to process received RSVP messages.
The RSVP MD5 authentication complies to the procedures for RSVP message generation in RFC 2747,
RSVP Cryptographic Authentication.

When a Point of Local Repair (PLR) activates a bypass LSP toward a Merge Point (MP), by default,
the INTEGRITY object corresponding to the bypass LSP interface is not added to a transmitted RSVP
message except for packets of routed RSVP messages (Resv, Srefresh. and ACK) and only when the
packet is intended for a bypass LSP endpoint (PLR or MP) that is a directly connected neighbor.

When the authentication-over-bypass command is enabled, the INTEGRITY object of the interface
corresponding to the bypass LSP is added to a transmitted RSVP message whether the bypass LSP
endpoint (PLR or MP) is a directly connected RSVP neighbor. The INTEGRITY object is included with the
following RSVP messages: Path, PathTear, PathErr, Resv, ResvTear, ResvErr, Srefresh, and ACK.
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In all cases, an RSVP message received from a PLR or an MP (sender address in the SenderTemplate/
FilterSpec is different from an Extended Tunnel ID in a Session Object), and which includes the
INTEGRITY object, is authenticated against the bypass LSP interface. An RSVP message received from a
PLR or MP without the INTEGRITY object is also accepted.

The MD5 implementation does not support the authentication challenge procedures in RFC 2747.

Configuring authentication using keychains

The use of authentication mechanism is recommended to protect against malicious attack on the
communications between routing protocol neighbors. These attacks could aim to either disrupt
communications or to inject incorrect routing information into the systems routing table. The use of
authentication keys can help to protect the routing protocols from these types of attacks.

Within RSVP, authentication must be explicitly configured through the use of the authentication keychain
mechanism. This mechanism allows for the configuration of authentication keys and allows the keys to be
changed without affecting the state of the protocol adjacencies.

To configure the use of an authentication keychain within RSVP, use the following steps:

1. Configure an authentication keychain within the config>system>security context. The configured
keychain must include at least on valid key entry, using a valid authentication algorithm for the RSVP
protocol.

2. Associate the configure authentication keychain with RSVP at the interface level of the CLlI, this is done
with the auth-keychain name command.

For a key entry to be valid, it must include a valid key, the current system clock value must be within the
begin and end time of the key entry, and the algorithm specified in the key entry must be supported by the
RSVP protocol.

The RSVP protocol supports the following algorithms:
* clear text password

+ HMAC-MD5

+ HMC-SHA-1

Error handling:

» If a keychain exists but there are no active key entries with an authentication type that is valid for
the associated protocol then inbound protocol packets are not authenticated and discarded, and no
outbound protocol packets should be sent.

» If keychain exists but the last key entry has expired, a log entry is raised indicating that all keychain
entries have expired. The RSVP protocol requires that the protocol not revert to an unauthenticated
state and requires that the old key is not to be used, therefore, when the last key has expired, all traffic
is discarded.

2.2.2 Reservation styles
LSPs can be signaled with explicit reservation styles. A reservation style is a set of control options that
specify a number of supported parameters. The style information is part of the LSP configuration. SR OS
supports two reservation styles:
» Fixed Filter (FF)
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The Fixed Filter (FF) reservation style specifies an explicit list of senders and a distinct reservation for
each of them. Each sender has a dedicated reservation that is not shared with other senders. Each
sender is identified by an IP address and a local identification number, the LSP ID. Because each
sender has its own reservation, a unique label and a separate LSP can be constructed for each sender-
receiver pair. For traditional RSVP applications, the FF reservation style is ideal for a video distribution
application in which each channel (or source) requires a separate pipe for each of the individual video
streams.

+ Shared Explicit (SE)

The Shared Explicit (SE) reservation style creates a single reservation over a link that is shared by an
explicit list of senders. Because each sender is explicitly listed in the RESV message, different labels
can be assigned to different sender-receiver pairs, thereby creating separate LSPs.

If FRR option is enabled for the LSP and selects the facility FRR method at the head-end node, only the
SE reservation style is allowed. Furthermore, if a PLR node receives a path message with fast-reroute
requested with facility method and the FF reservation style, it rejects the reservation. The one-to-one
detour method supports both FF and SE styles.

RSVP message pacing

When a flood of signaling messages arrive because of topology changes in the network, signaling
messages can be dropped which results in longer set up times for LSPs. RSVP message pacing controls
the transmission rate for RSVP messages, allowing the messages to be sent in timed intervals. Pacing
reduces the number of dropped messages that can occur from bursts of signaling messages in large
networks.

RSVP overhead refresh reduction

The RSVP refresh reduction feature consists of the following capabilities implemented in accordance to
RFC 2961, RSVP Refresh Overhead Reduction Extensions:

*+ RSVP message bundling

This capability is intended to reduce overall message handling load. The system supports receipt and
processing of bundled message only, but no transmission of bundled messages.

+ reliable message delivery

This capability consists of sending a message-id and returning a message-ack for each RSVP
message. It can be used to detect message loss and support reliable RSVP message delivery on a per
hop basis. It also helps reduce the refresh rate because the delivery becomes more reliable.

* summary refresh

This capability consists of refreshing multiples states with a single message-id list and sending negative
ACKs (NACKSs) for a message_id which could not be matched. The summary refresh capability reduce
the amount of messaging exchanged and the corresponding message processing between peers. It
does not however reduce the amount of soft state to be stored in the node.

These capabilities can be enabled on a per-RSVP-interface basis are referred to collectively as “refresh
overhead reduction extensions”. When the refresh-reduction is enabled on an RSVP interface, the node
indicates this to its peer by setting a refresh-reduction- capable bit in the flags field of the common RSVP
header. If both peers of an RSVP interface set this bit, all the above three capabilities can be used.
Furthermore, the node monitors the settings of this bit in received RSVP messages from the peer on the
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interface. As soon as this bit is cleared, the node stops sending summary refresh messages. If a peer did
not set the “refresh-reduction-capable” bit, a node does not attempt to send summary refresh messages.

The RSVP Overhead Refresh Reduction is supported with both RSVP P2P LSP path and the S2L path of
an RSVP P2MP LSP instance over the same RSVP interface.

RSVP graceful restart helper

The gr-helper command enables the RSVP Graceful Restart Helper feature.

The RSVP-TE Graceful Restart helper mode allows the SR OS based system (the helper node) to
provide another router that has requested it (the restarting node) a grace period, during which the system
continues to use RSVP sessions to neighbors requesting the grace period. This is typically used when
another router is rebooting its control plane but its forwarding plane is expected to continue to forward
traffic based on the previously available Path and Resv states.

The user can enable Graceful Restart helper on each RSVP interface separately. When the GR helper
feature is enabled on an RSVP interface, the node starts inserting a new Restart_Cap Object in the Hello
packets to its neighbor. The restarting node does the same and indicates to the helper node the required
Restart Time and Recovery Time.

The GR Restart helper consists of a couple of phases. When it loses hello communication with its
neighbor, the helper node enters the Restart phase. During this phase, it preserves the state of all RSVP
sessions to its neighbor and waits for a new Hello message.

When the Hello message is received indicating the restarting node preserved state, the helper node enters
the recovery phase in which it starts refreshing all the sessions that were preserved. The restarting node
activates all the stale sessions that are refreshed by the helper node. Any Path state that did not get a
Resv message from the restarting node after the Recovery Phase time is over is considered to have
expired and is deleted by the helper node causing the correct Path Tear generation downstream.

The duration of the restart phase (recovery phase) is equal to the minimum of the neighbor’s advertised
Restart Time (Recovery Time) in its last Hello message and the locally configured value of the max-restart
(max-recovery) parameter.

When GR helper is enabled on an RSVP interface, its procedures apply to the state of both P2P and P2MP
RSVP LSP to a neighbor over this interface.

Enhancements to RSVP control plane congestion control

The RSVP control plane makes use of a global flow control mechanism to adjust the rate of Path
messages for unmapped LSP paths sent to the network under congestion conditions. When a Path
message for establishing a new LSP path or retrying an LSP path that failed is sent out, the control
plane keeps track of the rate of successful establishment of these paths and adjusts the number of Path
messages it sends per second to reflect the success ratio.

In addition, an option to enable an exponential back-off retry-timer is available. When an LSP path
establishment attempt fails, the path is put into retry procedures and a new attempt is performed at the
expiry of the user-configurable retry-timer. By default, the retry time is constant. The exponential back-off
timer procedures doubles the value of the user configurable retry-timer value at every failure of the attempt
to adjust to the potential network congestion that caused the failure. An LSP establishment fails if no Resv
message was received and the Path message retry-timer expired, or a PathErr message was received
before the timer expired.
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Three enhancements to this flow-control mechanism to improve congestion handling in the rest of the
network are supported.

The first enhancement is the change to the LSP path retry procedure. If the establishment attempt failed
because of a Path message timeout and no Resv was received, the next attempt is performed at the
expiry of a new LSP path initial retry-timer instead of the existing retry-timer. While the LSP path initial
retry-timer is still running, a refresh of the Path message using the same path and the same LSP-id is
performed according to the configuration of the refresh-timer. After the LSP path initial retry-timer expires,
the ingress LER then puts this path on the regular retry-timer to schedule the next path signaling using a
new computed path by CSPF and a new LSP-id.

The benefits of this enhancement is that the user can now control how many refreshes of the pending
PATH state can be performed before starting a new retry-cycle with a new LSP-id. This is all done without
affecting the ability to react faster to failures of the LSP path, which continues to be governed by the
existing retry-timer. By configuring the LSP path initial retry-timer to values that are larger than the retry-
timer, the ingress LER decreases the probability of overwhelming a congested LSR with new state while
the previous states installed by the same LSP are lingering and is only removed after the refresh timeout
period expires.

The second enhancement consists of applying a jitter +/- 25% to the value of the retry-timer similar to how
it is currently done for the refresh timer. This further decreases the probability that ingress LER nodes
synchronize their sending of Path messages during the retry-procedure in response to a congestion event
in the network.

The third enhances the RSVP flow control mechanism by taking into account new parameters: outstanding
CSPF requests, Resv timeouts and Path timeouts.

RSVP-TE LSP statistics

SR OS provides the following statistics:

» per forwarding class forwarded in-profile packet count

» per forwarding class forwarded in-profile byte count

» per forwarding class forwarded out-of-profile packet count
» per forwarding class forwarded out-of-profile byte count

The counters are available for RSVP LSPs, including template-based (mesh or one-hop, see Automatic
creation of RSVP-TE LSP mesh), and for MPLS-TP LSPs at the egress datapath of an ingress LER and
the ingress datapath of an egress LER. No LSR statistics are provided.

Rate statistics

SR OS also provides traffic rate statistics. For RSVP-TE LSPs, including template-based LSPs, and MPLS-
TP LSPs, the user performs one of the following options to enable that capability:

+ configures an accounting policy that uses the combined-mpls-Isp-egress record name
» assigns that accounting policy to a specific LSP (or template)
* enables stats collection

The frequency at which the rate is determined is defined using the collection-interval keyword in the
accounting policy. The minimum interval is currently 5 minutes.
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Rate statistics are provided in packets per second and Mb/s. Rate statistics are provided as an aggregate
across all paths of the LSP, which have a statistical index assigned, and for all forwarding classes in or out-
of-profile.

Rate statistics are only available on the egress of the ingress LER. At least two samples are needed to
determine a rate.

2.2.7 P2MP RSVP-TE LSP statistics
This feature provides the following counters for a RSVP P2MP LSP instance:

per forwarding class forwarded in-profile packet count
per forwarding class forwarded in-profile byte count
per forwarding class forwarded out of profile packet count

per forwarding class forwarded out of profile byte count

The above counters are provided for the following LSR roles:

At ingress LER, a set of per P2MP LSP instance counters for packets forwarded to the P2MP LSP
instance without counting the replications is provided. In other words, a packet replicated over multiple
branches of the same P2MP LSP instance counts once as long as at least one LSP branch forwarded
it.

At BUD LSR and egress LER, per ILM statistics are provided. These counters include all packets
received on the ILM, whether they match a L2/L3 MFIB record or not. ILM stats work the same way as
for a P2P LSP. In other words, they count all packets received on the primary ILM, including packets
received over the bypass LSP.

When MBB is occurring for an S2L path of an RSVP P2MP LSP, paths of the new and old S2L both
receive packets on the egress LER. Both packets are forwarded to the fabric and outgoing PIM/IGMP
interfaces until the older path is torn down by the ingress LER. In this case, packet duplication should
be counted.

No branch LSR statistics are provided.

The P2MP LSP statistics share the same pool of counters and stat indexes the P2P LSP share on the
node. Each P2P/P2MP RSVP LSP or LDP FEC consumes one stat index for egress stats and one stat
index for ingress stats.

The user can retrieve the above counters in four different ways:

— In CLlI display of the output of the show command applied to a specific instance, or a specific
template instance, of a RSVP P2MP.

— In CLlI display of the output of the monitor command applied to a specific instance, or a specific
template instance, of a RSVP P2MP.

— Via an SNMP interface by querying the MIB.

— Via an accounting file if statistics collection with the default or user specified accounting policy is
enabled for the MPLS LSP stats configuration contexts.

OAM packets that are forwarded using the LSP encapsulation, for example, P2MP LSP Ping and P2MP
LSP Trace, are also included in the above counters.

The user can determine if packets are dropped for a specific branch of a P2ZMP RSVP LSP by comparing
the egress counters at the ingress LER with the ILM counters at the egress LER or BUD LSR.
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Octet counters are for the entire frame and so include the label stack and the L2 header and padding
similar to the existing P2P RSVP LSP and LDP FEC counters. As such, ingress and egress octet counters
for an LSP may slightly differ if the type of interface or encapsulation is different (POS, Ethernet NULL,
Ethernet Dot1.Q).

2.2.7.1 Configuring RSVP P2MP LSP egress statistics
At ingress LER, the configuration of the egress statistics is under the MPLS P2MP LSP context when
carrying multicast packets over a RSVP P2MP LSP in the base routing instance. This is the same
configuration as the one already supported with P2P RSVP LSP.
config
router
[no]l mpls
[no] lsp lsp-name p2mp-1lsp
[no] egress-statistics

accounting-policy policy-id

no accounting-policy

[no] collect-stats

[no] shutdown
If there are no stat indexes available when the user performs the no shutdown command for the egress
statistics node, the command fails.
The configuration is in the P2MP LSP template when the RSVP P2MP LSP is used as an |I-PMSI or S-
PMSI in multicast VPN or in VPLS/B-VPLS.
config
router
[no] mpls
lsp-template template-name p2mp
no lsp-template template-name

[no] egress-statistics

accounting-policy policy-id

no accounting-policy

[no] collect-stats
If there are no stat indexes available at the time, an instance of the P2MP LSP template is signaled, no
stats are allocated to the instance, but the LSP is brought up. In this case, an operational state of out-of-
resources is shown for the egress stats in the show output of the P2ZMP LSP S2L path.

2.2.7.2 Configuring RSVP P2MP LSP ingress statistics
When the ingress LER signals the path of the S2L sub-LSP, it includes the name of the LSP and that of
the path in the Session Name field of the Session Attribute object in the Path message. The encoding is as
follows:
Session Name: Isp-name:.path-name, where Isp-name component is encoded as follows:
1. P2MP LSP via user configuration for L3 multicast in global routing instance: “LspNameFromConfig”
2. P2MP LSP as I-PMSI or S-PMSI in L3 mVPN: templateName-Svcld-mTTmlIndex
3. P2MP LSP as I-PMSI in VPLS/B-VPLS: templateName-Svcld-mTTmindex
3HE 18393 AAAD TQZZA 01 © 2022 Nokia. 61

Use subject to Terms available at: www.nokia.com/terms/.



MPLS GUIDE RELEASE 22.10.R1 MPLS and RSVP

The ingress statistics CLI configuration allows the user to match either on the exact name of the P2MP
LSP as configured at the ingress LER or on a context which matches on the template name and the
service-id as configured at the ingress LER.

config
router
[no] mpls
ingress-statistics
[no] lsp lsp-name sender sender-address
accounting-policy policy-id
no accounting-policy
[no] collect-stats
[no] shutdown

[no] p2mp-template-lsp rsvp-session-name
SessionNameString sender sender-address
accounting-policy policy-id
no accounting-policy
[no] collect-stats
max-stats integer<1-8192 | max, default max>
no max-stats
[no] shutdown

When the matching is performed on a context, the user must enter the RSVP session name string in the
format templateName-svcld to include the LSP template name as well as the mVPN VPLS/B-VPLS service
ID as configured at the ingress LER. In this case, one or more P2MP LSP instances signaled by the same
ingress LER could be associated with the ingress statistics configuration. In this case, the user is provided
with CLI parameter max-stats to limit the maximum number of stat indexes which can be assigned to

this context. If the context matches more than this value, the additional request for stat indexes from this
context is rejected.

The rules when configuring an ingress statistics context based on template matching are the following:

* max-stats, when allocated, can be increased but not decreased unless the entire ingress statistics
context matching a template name is deleted.

+ To delete ingress statistics context matching a template name, a shutdown is required.

* An accounting policy cannot be configured or de-configured until the ingress statistics context matching
a template name is shutdown.

» After deleting an accounting policy from an ingress statistics context matching a template name, the
policy is not removed from the log until a no shutdown is performed on the ingress statistics context.

If there are no stat indexes available at the time the session of the P2MP LSP matching a template context
is signaled and the session state installed by the egress LER, no stats are allocated to the session.

Furthermore, the assignment of stat indexes to the LSP names that match the context is not deterministic.
The latter is because a stat index is assigned and released following the dynamics of the LSP creation

or deletion by the ingress LER. For example, a multicast stream crosses the rate threshold and is moved
to a newly signaled S-PMSI dedicated to this stream. Later on, the same steam crosses the threshold
downwards and is moved back to the shared I-PMSI and the P2MP LSP corresponding to the S-PMSI is
deleted by the ingress LER.
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2.2.8 Configuring implicit null
The implicit null label option allows a router egress LER to receive MPLS packets from the previous hop
without the outer LSP label. The operation of the previous hop is referred to as penultimate hop popping
(PHP).
This option is signaled by the egress LER to the previous hop during the LSP signaling with RSVP control
protocol. In addition, the egress LER can be configured to receive MPLS packet with the implicit null label
on a static LSP.
The user can configure your router to signal the implicit null label value over all RSVP interfaces and
for all RSVP LSPs for which this node is the egress LER using the implicit-null-label command in the
config>router>rsvp context.
The user must shut down RSVP before being able to change the implicit null configuration option.
The user can also override the RSVP level configuration for a specific RSVP interface:
config>router>rsvp>if>implicit-null-label {enable | disable}
All LSPs for which this node is the egress LER and for which the path message is received from the
previous hop node over this RSVP interface signal the implicit null label. This means that if the egress
LER is also the merge-point (MP) node, then the incoming interface for the path refresh message over the
bypass dictates if the packet uses the implicit null label or not; the same applies to a 1-to-1 detour LSP.
By default, an RSVP interface inherits the RSVP level configuration. The user must shut down the RSVP
interface before being able to change the implicit null configuration option.
Note: The RSVP interface must be shutdown regardless of whether the new value for the
interface is the same or different than the one it is currently using.
The egress LER does not signal the implicit null label value on P2MP RSVP LSPs. However, the PHP
node can honor a Resv message with the label value set to the implicit null value when the egress LER is a
third party implementation.
The implicit null label option is also supported on a static label LSP. The following commands can be used
to cause the node to push or to swap to an implicit null label on the MPLS packet:
config>router>mpls>static-Isp>push implicit-null-label nexthop ip-address
config>router>mpls>if>label-map>swap implicit-null-label nexthop ip-address
2.2.9 Using unnumbered point-to-point interface in RSVP
This feature introduces the use of unnumbered IP interface as a Traffic Engineering (TE) link for the
signaling of RSVP P2P LSP and P2MP LSP.
An unnumbered IP interface is identified uniquely on a router in the network by the tuple {router-id, ifindex}.
Each side of the link assigns a system-wide unique interface index to the unnumbered interface. I1SIS,
OSPF, RSVP, and OAM modules use this tuple to advertise the link information, signal LSP paths over
this unnumbered interface, or send and respond to an MPLS echo request message over an unnumbered
interface.
The interface borrowed IP address is used exclusively as the source address for IP packets that are
originated from the interface and needs to be configured to an address different from system interface for
the FRR bypass LSP to come up at the ingress LER.
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2.2.91

The borrowed IP address for an unnumbered interface is configured using the following CLI command with
a default value set to the system interface address:

config>router>if>unnumbered [ip-int-name | ip-address]

The support of unnumbered TE link in IS-IS consists of adding a new sub-TLV of the extended IS
reachability TLV, which encodes the Link Local and Link Remote Identifiers as defined in RFC 5307.

The support of unnumbered TE link in OSPF consists of adding a new sub-TLV, which encodes the same
Link Local and Link Remote Identifiers in the Link TLV of the TE area opaque LSA and sends the local
Identifier in the Link Local Identifier TLV in the TE link local opaque LSA as per RFC 4203.

The support of unnumbered TE link in RSVP implements the signaling of unnumbered interfaces in ERO/
RRO as per RFC 3477 and the support of IF_ID RSVP_HOP object with a new Ctype as per Section 8.1.1
of RFC 3473. The IPv4 Next/Previous Hop Address field is set to the borrowed IP interface address.

The unnumbered IP is advertised by I1S-IS TE and OSPF TE, and CSPF can include them in the
computation of a path for a P2P LSP or for the S2L of a P2MP LSP. This feature does not, however,
support defining an unnumbered interface a hop in the path definition of an LSP.

A router creates an RSVP neighbor over an unnumbered interface using the tuple {router-id, ifindex}.

The router-id of the router that advertised a specific unnumbered interface index is obtained from the TE
database. As a result, if TE is disabled in 1S-IS or OSPF, a non-CSPF LSP with the next-hop for its path is
over an unnumbered interface does not come up at the ingress LER because the router-id of the neighbor
that has the next-hop of the path message cannot be looked up. In this case, the LSP path remains in the
operationally down state with a reason noRouteToDestination. If a PATH message was received at the LSR
in which TE was disabled and the next-hop for the LSP path is over an unnumbered interface, a PathErr
message is sent back to the ingress LER with the "Routing Problem" error code of 24 and an error value of
5 “No route available toward destination”.

All MPLS features available for numbered IP interfaces are supported, with the exception of the following:

+ configuring a router-id with a value other than system

» signaling of an LSP path with an ERO based a loose/strict hop using an unnumbered TE link in the path
hop definition

» signaling of one-to-one detour LSP over unnumbered interface

» unnumbered RSVP interface registration with BFD

* RSVP Hello and all Hello related capabilities such as Graceful-restart helper

» the user SRLG database feature; the user-srig-db option under MPLS allows the user to manually
enter the SRLG membership of any link in the network in a local database at the ingress LER. The user
cannot enter an unnumbered interface into this database and, therefore, all unnumbered interfaces are
considered as having no SRLG membership if the user enabled the user-srig-db option.

This feature also extends the support of Isp-ping, p2mp-Isp-ping, Isp-trace, and p2mp-Isptrace to P2P and
P2MP LSPs that have unnumbered TE links in their path.

Operation of RSVP FRR facility backup over unnumbered interface

When the Point-of-Local Repair (PLR) node activates the bypass LSP by sending a PATH message to
refresh the path state of protected LSP at the Merge-Point (MP) node, it must use an IPv4 tunnel sender
address in the sender template object that is different than the one used by the ingress LER in the PATH
message. These are the procedures specified in RFC 4090 that are followed in the SR OS implementation.
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2.3

The router uses the address of the outgoing interface of the bypass LSP as the IPv4 tunnel sender address
in the sender template object. This address is different from the system interface address used in the
sender template of the protected LSP by the ingress LER and so, there are no conflicts when the ingress
LER acts as a PLR.

When the PLR is the ingress LER node and the outgoing interface of the bypass LSP is unnumbered, it
is required that the user assigns to the interface a borrowed IP address that is different from the system
interface. If not, the bypass LSP does not come up.

In addition, the PLR node includes the IPv4 RSVP_HOP object (C-Type=1) or the IF_ID RSVP_HOP object
(C-Type=3) in the PATH message if the outgoing interface of the bypass LSP is numbered or unnumbered
respectively.

When the MP node receives the PATH message over the bypass LSP, it creates the merge-point context
for the protected LSP and associate it with the existing state if any of the following is satisfied:

* Change in C-Type of the RSVP_HOP object
* C-Typeis IF_ID RSVP_HOP and did not change but IF_ID TLV is different
» Change in IPv4 Next/Previous Hop Address in RSVP_HOP object regardless of the C-Type value.

These procedures at the PLR and MP nodes are followed in both link-protect and node-protect FRR. If
the MP node is running a pre-Release 11.0 implementation, it rejects the new IF_ID C-Type and drops the
PATH over bypass. This results in the protected LSP state expiring at the MP node, which tears down the
path. This is the case in general when node-protect FRR is enabled and the MP node does not support
unnumbered RSVP interface.

MPLS transport profile

MPLS can be used to provide a network layer to support packet transport services. In some operational
environments, it is desirable that the operation and maintenance of such an MPLS based packet transport
network follow operational models typical in traditional optical transport networks (for example, SONET/
SDH), while providing additional OAM, survivability and other maintenance functions targeted at that
environment.

MPLS-TP defines a profile of MPLS targeted at transport applications. This profile defines the specific
MPLS characteristics and extensions required to meet transport requirements, while retaining compliance
to the standard IETF MPLS architecture and label switching paradigm. The basic requirements are
architecture for MPLS-TP are described by the IETF in RFC 5654, RFC 5921, and RFC 5960, to meet two
objectives:

» To enable MPLS to be deployed in a transport network and operated in a similar manner to existing
transport technologies.

» To enable MPLS to support packet transport services with a similar degree of predictability to that found
in existing transport networks.

To meet these objectives, MPLS-TP has a number of high level characteristics:

» It does not modify the MPLS forwarding architecture, which is based on existing pseudowire and
LSP constructs. Point-to-point LSPs may be unidirectional or bidirectional. Bidirectional LSPs must
be congruent (that is, co-routed and follow the same path in each direction). The system supports
bidirectional co-routed MPLS-TP LSPs.

» There is no LSP merging.
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+  OAM, protection, and forwarding of data packets can operate without IP forwarding support. When
static provisioning is used, there is no dependency on dynamic routing or signaling.

» LSP and pseudowire monitoring is only achieved through the use of OAM and does not rely on control
plane or routing functions to determine the health of a path. For example, LDP hello failures do not
trigger protection.

* MPLS-TP can operate in the absence of an IP control plane and IP forwarding of OAM traffic. MPLS-TP
is only supported on static LSPs and PWs.

The system supports MPLS-TP on LSPs and PWs with static labels. MPLS-TP is not supported on
dynamically signaled LSPs and PWs. MPLS-TP is supported for Epipe, Apipe, and Cpipe VLLs, and Epipe
spoke-SDP termination on IES, VPRN and VPLS. Static PWs may use SDPs that use either static MPLS-
TP LSPs or RSVP-TE LSPs.

The following MPLS-TP OAM and protection mechanisms, defined by the IETF, are supported:
* MPLS-TP Generic Associated Channel for LSPs and PWs (RFC 5586)

* MPLS-TP Identifiers (RFC 6370)

* Proactive CC, CV, and RDI using BFD for LSPs (RFC 6428)

* On-Demand CV for LSPs and PWs using LSP Ping and LSP Trace (RFC 6426)

» 1-for-1 Linear protection for LSPs (RFC 6378)

» Static PW Status Signaling (RFC 6478)

The system can play the role of an LER and an LSR for static MPLS-TP LSPs, and a PE/T-PE and an S-
PE for static MPLS-TP PWs. It can also act as a S-PE for MPLS-TP segments between an MPLS network
that strictly follows the transport profile, and an MPLS network that supports both MPLS-TP and dynamic
IP/MPLS.

2.3.1 MPLS-TP model

Figure 7: MPLS-TP model shows a high level functional model for MPLS-TP in SR OS. LSP A and LSP B
are the working and protect LSPs of an LSP tunnel. These are modeled as working and protect paths of
an MPLS-TP LSP in SR OS. MPLS-TP OAM runs in-band on each path. 1:1 linear protection coordinates
the working and protect paths, using a protection switching coordination protocol (PSC) that runs in-band
on each path over a Generic Associated Channel (G-ACh) on each path. Each path can use either an IP
numbered, IP unnumbered, or MPLS-TP unnumbered (that is, non-IP) interface.
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Figure 7: MPLS-TP model
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All MPLS-TP LSPs are bidirectional co-routed, as detailed in RFC5654. That is, the forward and backward
directions follow the same route (in terms of links and nodes) across the network. Both directions are

set up, monitored and protected as a single entity. Therefore, both ingress and egress directions of the
same LSP segment are associated at the LER and LSR and use the same interface (although this is not
enforced by the system).

In the above model, an SDP can use one MPLS-TP LSP. This abstracts the underlying paths toward the
overlying services, which are transported on pseudowires. Pseudowires are modeled as spoke SDPs
and can also use MPLS-TP OAM. PWs with static labels may use SDPs that, in turn, use either signaled
RSVP-TE LSPs or one static MPLS-TP LSP.

2.3.2 MPLS-TP provider edge and gateway

This section describes some example roles for the system in an MPLS-TP network.

2.3.2.1 VLL services

The system may use MPLS TP LSPs, and PWs, to transport point to point virtual leased line services.
The router may play the role of a terminating PE or switching PE for VLLs. Epipe, Apipe, and Cpipe VLL
services of type Epipe and Cpipe. The router may play the role of a switching PE for an Apipe service.

Figure 8: MPLS-TP provider edge and gateway, VLL services illustrates the use of the system as a T-PE
for services in an MPLS-TP domain, and as a S-PE for services between an MPLS-TP domain and an IP/
MPLS domain. Static PWs with MPLS-TP identifiers, originating in the MPLS-TP network, are transported
over static MPLS-TP LSPs. These either terminate on a local SAP on the system, or are switched to
another PW segment across the IP/MPLS network. The PW segment in the IP/MPLS network may have
static labels or be signaled using T-LDP.
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Figure 8: MPLS-TP provider edge and gateway, VLL services
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2.3.2.2 Spoke-SDP termination

Figure 9: MPLS-TP provider edge and gateway, spoke-SDP termination on VPLS and Figure 10: MPLS-
TP provider edge and gateway, spoke-SDP termination on IES/VPRN illustrate the model for spoke-SDP
termination on VPLS and IES/VPRN services, respectively. Similar to the VLL case, the static MPLS-TP
PW may terminate on an interface belonging to the service on the router at the border between the MPLS-
TP and IP/MPLS networks, or be switched to another PW segment to be terminated on a remote PE.
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Figure 9: MPLS-TP provider edge and gateway, spoke-SDP termination on VPLS
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Figure 10: MPLS-TP provider edge and gateway, spoke-SDP termination on IES/VPRN
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2.3.3 MPLS-TP LSR

The SR OS MPLS-TP LSR model is illustrated in Figure 11: MPLS-TP LSR. The system is able to swap a
statically configured LSP label on an ingress path to a statically configured LSP label on an egress path.
Bidirectional co-routed MPLS TP LSPs are supported by configuring the forward and reverse paths of the
LSP to use the same ports on ingress and egress.

Figure 11: MPLS-TP LSR
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2.34

2.3.41

2.3.4.2

2.3.5

Detailed descriptions of MPLS-TP

MPLS-TP LSPs

SR OS supports the configuration of MPLS-TP tunnels, which comprise a working and, optionally, a protect
LSP. In SR OS, a tunnel is referred to as an LSP, while an MPLS-TP LSP is referred to as a path. It is then
possible to bind an MPLS-TP tunnel to an SDP.

MPLS-TP LSPs (that is, paths) with static labels are supported. MPLS-TP is not supported for signaled
LSPs.

Both bidirectional associated (where the forward and reverse directions of a bidirectional LSP are
associated at a specific LER, but may take different routes through the intervening network) and
bidirectional co-routed (where the forward and reverse directions of the LSP are associated at each LSR,
and take the same route through the network) are possible in MPLS-TP. However, only bidirectional co-
routed LSPs are supported.

It is possible to configure MPLS-TP identifiers associated with the LSP, and MPLS-TP OAM parameters
on each LSP of a tunnel. MPLS-TP protection is configured for a tunnel at the level of the protect path
level. Both protection and OAM configuration is managed via templates, to simplify provisioning for large
numbers of tunnels.

The router may play the role of either an LER or an LSR.

MPLS-TP on pseudowires

MPLS-TP is supported on PWs with static labels. The provisioning model supports RFC6370-style PW
path identifiers for MPLS-TP PWs.

MPLS-TP PWs reuse the static PW provisioning model of previous SR OS releases. Including the use of
the PW-switching key work to distinguish an S-PE. Therefore, the primary distinguishing feature for an
MPLS-TP PW is the ability to configure MPLS-TP PW path identifiers, and to support MPLS-TP OAM and
static PW status signaling.

The system can perform the role of a T-PE or an S-PE for a PW with MPLS-TP.

A spoke SDP with static PW labels and MPLS-TP identifiers and OAM capabilities can use an SDP that
uses either an MPLS-TP tunnel, or that uses regular RSVP-TE LSPs. The control word is supported for all
MPLS-TP PWs.

MPLS-TP maintenance identifiers

MPLS-TP is designed for use both with, and without, a control plane. MPLS-TP therefore specifies a set
of identifiers that can be used for objects in either environment. This includes a path and maintenance
identifier architecture comprising Node, Interface, PW and LSP identifiers, Maintenance Entity Groups
(MEGs), Maintenance End Points (MEPs) and Maintenance Intermediate Points (MIPs). These identifiers
are specified in RFC6370.

MPLS-TP OAM and protection switching operates within a framework that is designed to be similar to
existing transport network maintenance architectures. MPLS-TP introduces concept of maintenance
domains to be managed and monitored. In these, Maintenance Entity Group End Points (MEPs) are edges
of a maintenance domain. OAM of a maintenance level must not leak beyond corresponding MEP and so
MEPs typically reside at the end points of LSPs and PWs. Maintenance Intermediate Points (MIPS) define
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intermediate nodes to be monitored. Maintenance Entity Groups (MEGs) comprise all the MEPs and MIPs
on an LSP or PW.

Figure 12: MPLS-TP maintenance architecture
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Both IP-compatible and ICC (ITU-T carrier code) based identifiers for the above objects are specified in the
IETF, but only the IP-compatible identifiers defined in RFC6370 are supported.

SR OS supports the configuration of the following node and interface related identifiers:
* Global_ID

This is similar to the global ID that can be configured for Dynamic MS-PWs. However, in MPLS-TP this
should be set to the AS# of the node. If not explicitly configured, then it assumes the default value of 0.
In SR OS, the source Global ID for an MPLS-TP Tunnel is taken to be the Global ID configured at the
LER. The destination Global ID is optional in the tunnel configuration. If it is not configured, then it is
taken as the same as the source Global ID.

* Node_ID

This is a 32-bit value assigned by the operator within the scope of the Global_ID. The system supports
the configuration of an IPv4 formatted address <a.b.c.d> or an unsigned 32-bit integer for the MPLS-
TP Node ID at each node. The node ID must be unique within the scope of the global ID, but there

is no requirement for it to be a valid routable IP address. Indeed, a node-id can represent a separate
IP-compatible addressing space that may be separate from the IP addressing plan of the underlying
network. If no node ID is configured, then the node ID is taken to be the system interface IPv4 address
of the node. When configuring a tunnel at an LER, either an IPv4 or an unsigned integer Node ID can
be configured as the source and destination identifiers, but both ends must be of the same type.

- IF_ID

This is an MPLS-TP section layer identifier at the MPLS interface level. On the router, this is used to
provide an identifier for the LSP-Trace DSMAP when an IP identifier is not available. The IF_ID is a
64-bit identifier of an MPLS-TP interface on a node that is unique within the scope of a Global_ID. It is
composed of the Node_ID and the IF_Num. The IF_Num is a node-wide unique identifier for an MPLS-
TP interface. On the router, this is primarily used for supporting the DSMAP TLV in LSP Trace using
MPLS-TP identifiers with unnumbered MPLS-TP interfaces.

Statically configured LSPs are identified using GMPLS-compatible identifiers with the addition of a
Tunnel_Num and LSP_Num. As in RSVP-TE, tunnels represent, for example, a set of working and protect
LSPs. These are GMPLS-compatible because GMPLS chosen by the IETF as the control plane for MPLS-
TP LSPs, although this is not supported in Release 11.0 of the software. PWs are identified using a PW
Path ID which has the same structure as FEC129 All Type 2.

SR OS derives the identifiers for MEPs and MIPs on LSPs and PWs based on the configured identifiers
for the MPLS-TP Tunnel, LSP or PW Path ID, for use in MPLS-TP OAM and protection switching, as per
RFC6370.
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The information models for LSPs and PWs are illustrated in Figure 13: MPLS-TP LSP and tunnel
information model and Figure 14: MPLS-TP PW information model. The figures use the terminology
defined in RFC6370.

Figure 13: MPLS-TP LSP and tunnel information model
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The MPLS-TP Tunnel ID and LSP ID are not to be confused with the RSVP-TE tunnel ID implemented on
the router system. Table 7: Mapping from RSVP-TE to MPLS-TP maintenance identifiers shows how these
map to the X and Y ends of the tunnel shown in Figure 13: MPLS-TP LSP and tunnel information model for
the case of co-routed bidirectional LSPs.

Table 7: Mapping from RSVP-TE to MPLS-TP maintenance identifiers

RSVP-TE identifier MPLS-TP maintenance identifier
Tunnel Endpoint Address Node ID (Y)
Tunnel ID (X) Tunnel Num (X)
Extended Tunnel ID Node ID (X)
Tunnel Sender Address Node ID (X)
LSP ID LSP Num
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Figure 14: MPLS-TP PW information model
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In the PW information model shown in Figure 14: MPLS-TP PW information model, the MS-PW is identified
by the PW Path ID that is composed of the full AGI:SAII:TAIl. The PW Path ID is also the MEP ID at

the T-PEs, so a user does not have to explicitly configure a MEP ID; it is automatically derived by the
system. For MPLS-TP PWs with static labels, although the PW is not signaled end-to-end, the directionality
of the SAll and TAll is taken to be the same as for the equivalent label mapping message that is from
downstream to upstream. This is to maintain consistency with signaled pseudowires using FEC 129.

On the system, an S-PE for an MS-PW with static labels is configured as a pair of spoke SDPs bound
together in an VLL service using the VC-switching command. Therefore, the PW Path ID configured at
the spoke SDP level at an S-PE must contain the Global-ID, Node-ID, and AC-ID at the far end T-PEs,
not the local S-PE. The ordering of the SAII:TAIl in the PW Path ID where static PWs are used should be
consistent with the direction of signaling of the egress label to a spoke SDP forming that segment, if that
label were signaled using T-LDP (in downstream unsolicited mode). VCCV Ping checks the PW ID in the
VCCV Ping echo request message against the configured PW Path ID for the egress PW segment.

Figure 15: Example usage of PW identifiers shows an example of how the PW Path IDs can be configured
for a simple two-segment MS-PW.
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Figure 15: Example usage of PW identifiers
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2.3.5.1 Generic associated channel

MPLS-TP requires that all OAM traffic be carried in-band on both directions of an LSP or PW. This is to
ensure that OAM traffic always shares fate with user data traffic. This is achieved by using an associated
control channel on an LSP or PW, similar to that used today on PWs. This creates a channel, which is used
for OAM, protection switching protocols (for example, LSP linear protection switching coordination), and
other maintenance traffic., and is known as the Generic Associated Channel (G-ACh).

RFC5586 specifies mechanisms for implementing the G-ACh, relying on the combination of a reserved
MPLS label, the Generic-ACH Label (GAL), as an alert mechanism (value=13) and Generic Associated
Channel Header (G-ACH) for MPLS LSPs, and using the Generic Associated Channel Header, only, for
MPLS PWs (although the GAL is allowed on PWSs). The purpose of the GAL is to indicate that a G-ACH
resides at the bottom of the label stack, and is only visible when the bottom non-reserved label is popped.
The G-ACH channel type is used to indicate the packet type carried on the G-ACh. Packets on a G-ACh
are targeted to a node containing a MEP by ensuring that the GAL is pushed immediately below the label
that is popped at the MEP (for example, LSP endpoint or PW endpoint), so that it can be inspected as
soon as the label is popped. A G-ACh packet is targeted to a node containing a MIP by setting the TTL
of the LSP or PW label, as applicable, so that it expires at that node, in a similar manner to the SR OS
implementation of VCCV for MS-PWs.
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2.3.5.21

Figure 16: Label for LSP and PW G-ACh packets
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The system supports the G-ACh on static pseudowires and static LSPs.

MPLS-TP Operations, Administration, and Maintenance (OAM)
This section details the MPLS-TP OAM mechanisms that are supported.

On-demand CV using LSP-ping

MPLS-TP supports mechanisms for on demand CC/CV as well as route tracing for LSPs and PWs. These
are required to enable an operator to test the initial configuration of a transport path, or to assist with fault
isolation and diagnosis. On demand CC/CV and route tracing for MPLS-TP is based on LSP-Ping and is
described in RFC6426. Three possible encapsulations are specified in that RFC:

» IP encapsulation, using the same label stack as RFC 8029, or encapsulated in the IPv4 G-ACh channel
with a GAL/ACH

» non-IP encapsulation with GAL/ACH for LSPs and ACH for PWs

In IP-encapsulation, LSP-Ping packets are sent over the MPLS LSP for which OAM is being performed and
contain an IP/UDP packet within them. The On-demand CV echo response message is sent on the reverse
path of the LSP, and the reply contains IP/UDP headers followed by the On-demand CV payload.

In non-IP environments, LSP ping can be encapsulated with no IP/UDP headers in a G-ACh and use

a source address TLV to identify the source node, using forward and reverse LSP or PW associated
channels on the same LSP or PW for the echo request and reply packets. In this case, no IP/UDP headers
are included in the LSP-Ping packets.

The routers support the following encapsulations:

» IP encapsulation with ACH for PWs (as per VCCV type 1)

» IP encapsulation without ACH for LSPs using labeled encapsulation
* non-IP encapsulation with ACH for both PWs and LSPs

LSP Ping and VCCV Ping for MPLS-TP use two new FEC sub-types in the target FEC stack to identify

the static LSP or static PW being checked. These are the Static LSP FEC sub-type, which has the same
format as the LSP identifier described above, and the Static PW FEC sub-type,. These are used in-place of
the currently defined target FEC stack sub-TLVs.
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2.3.5.2.2

In addition, MPLS-TP uses a source/destination TLV to carry the MPLS-TP global-id and node-id of the
target node for the LSP ping packet, and the source node of the LSP ping packet.

LSP Ping and VCCV-Ping for MPLS-TP can only be launched by the LER or T-PE. The replying node
therefore sets the TTL of the LSP label or PW label in the reply packet to 255 to ensure that it reaches the
node that launched the LSP ping or VCCV Ping request.

RFC 8029 specifies four address types for the downstream mapping TLV for use with IP numbered and
unnumbered interfaces, as listed in Table 8: Downstream mapping (RFC 8029):

Table 8: Downstream mapping (RFC 8029)

Type # Address type K Octets Reference
1 IPv4 Numbered 16 RFC 8029
2 IPv4 Unnumbered 16
3 IPv6 Numbered 40
4 IPv6 Unnumbered 28

RFC 6426 adds address type 5 for use with Non IP interfaces, including MPLS-TP interfaces. In addition,
this RFC specifies that type 5 must be used when non-IP ACH encapsulation is used for LSP Trace.

It is possible to send and respond to a DSMAP/DDMAP TLV in the LSP Trace packet for numbered IP
interfaces as per RFC8029. In this case, the echo request message contains a downstream mapping TLV
with address type 1 (IPv4 address) and the IPv4 address in the DDMAP/DSMAP TLV is taken to be the IP
address of the IP interface that the LSP uses. The LSP trace packet therefore contains a DSMAP TLV in
addition to the MPLS-TP static LSP TLV in the target FEC stack.

DSMAP/DDMAP is not supported for pseudo wires.

Proactive CC, CV and RDI

Proactive Continuity Check (CC) is used to detect a loss of continuity defect (LOC) between two MEPs in a
MEG. Proactive Connectivity Verification (CV) is used to detect an unexpected connectivity defect between
two MEPs (for example, mis-merging or mis-connection), as well as unexpected connectivity within the
MEG with an unexpected MEP. This feature implements both functions using proactive generation of OAM
packets by the source MEP that are processed by the peer sink MEP. CC and CV packets are always sent
in-band such that they fate share with user traffic, either on an LSP, PW or section and are used to trigger
protection switching mechanisms.

Proactive CC/CV based on bidirectional forwarding detection (BFD) for MPLS-TP is described in RFC6428.
BFD packets are sent using operator configurable timers and encapsulated without UDP/IP headers on

a standardized G-ACh channel on an LSP or PW. CC packets simply consist of a BFD control packet,
while CV packets also include an identifier for the source MEP in order that the sink MEP can detect if it

is receiving packets from an incorrect peer MEP, indicating a mis-connectivity defect. Other defect types
(including period mis-configuration defect) should be supported. When a supported defect is detected, an
appropriate alarm is generated (for example, log, SNMP trap) at the receiving MEP and all traffic on the
associated transport path (LSP or PW) is blocked. This is achieved using linear protection for CC defects,
and by blocking the ingress data path for CV defects. The system supports both a CC-only mode and a
combine CC/CV mode, as defined in RFC6428.
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When an LSP with CV is first configured, the LSP is held in the CV defect state for 3.5 seconds after the
first valid CV packet is received.

Figure 17: BFD used for proactive CC on MPLS-TP LSP
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Figure 18: BFD used for proactive CV on MPLS-TP LSP

BFD Packet Injected Into LSP 2 BFD Packet Received on LSP 1
* MEP ID (x) * MEP ID (x)
) i‘y LSP1 H
1 ‘<k
0111 I
LERA LSRA LSRB LERB

LSP2

Mis-connection
(Mis-swap)

LSRB LERC
al_0232

Linear protection switching of LSPs (see below) is triggered based on a CC or CV defect detected by BFD
CC/CV.

RFC6428 defines two BFD session modes. Coordinated mode is supported.
» coordinated mode

The session state on both directions of the LSP is coordinated and constructed from a single,
bidirectional BFD session.

* independent mode
Two independent sessions are bound together at a MEP.

BFD is supported on MPLS-TP LSPs. When BFD_CV detects a misconnectivity on an LSP, the system
drops all incoming non-OAM traffic with the LSP label (at the LSP termination point) instead of forwarding it
to the associated SAP or PW segment.

The following GACh channel types are supported for the combined CC/CV mode:
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2.3.5.3

* 0x22 for BFD CC with no IP encapsulation
+ 0x23 for BFD CV
The G-ACh channel type, 0x07 is used for the CC-only mode.

BFD-based RDI

RDI provides a mechanism whereby the source MEP can be informed of a downstream failure on an LSP,
and can either raise an alarm, or initiate a protection switching operation. In the case of BFD based CC/CV,
RDI is communicated using the BFD diagnostic field in BFD CC/CV messages. The following diagnostic
codes are supported:

* 1 indicates Control Detection Time Expired.
* 9indicates mis-connectivity defect.

PW control channel status notifications (static pseudowire status signaling)

MPLS-TP introduces the ability to support a full range of OAM and protection / redundancy on PWs for
which no dynamic T-LDP control plane exists. Static PW status signaling is used to advertise the status
of a PW with statically configured labels by encapsulating the PW status TLV in a G-ACh on the PW. This
mechanism enables OAM message mapping and PW redundancy for such PWs, as defined in RFC6478.
This mechanism is known as control channel status signaling in SR OS.

PW control channel status notifications use a similar model to T-LDP status signaling. That is, in general,
status is always sent to the nearest neighbor T-PE or S-PE and relayed to the next segment by the S-PE.
To achieve this, the PW label TTL is set to 1 for the G-ACh packet containing the status message.

Control channel status notifications are disabled by default on a spoke SDP. If they are enabled, then the
default refresh interval is set to zero (although this value should be configurable in CLI). That is, when a
status bit changes, three control channel status packets are sent consecutively at one-second intervals,
and then the transmitter falls silent. If the refresh timer interval is non-zero, then status messages continue
to be sent at that interval. The system supports the configuration of a refresh timer of 0, or from 10-65535
seconds. The recommended value is 600 seconds.

The system supports the optional acknowledgment of a PW control channel status message.

To constrain the CPU resources consumed processing control channel status messages, the system
implements a credit-based mechanism. If a user enables control channel status on a PW[n], then a specific
number of credits ¢_n are consumed from a CPM-wide pool of max_credit credits. The number of credits
consumed is inversely proportional to the configured refresh timer (the first three messages at 1 second
interval do not count against the credit). If the current_credit < 0, then control channel status signaling
cannot be configured on a PW (but the PW can still be configured and no shutdown).

If a PE with a non-zero refresh timer configured does not receive control channel status refresh messages
for 3.5 time the specified timer value, then by default it times out and assume a PW status of zero.

A trap is generated if the refresh timer times-out.

If PW redundancy is configured, the system always considers the literal value of the PW status; a time-out
of the refresh timer does not impact the choice of the active transit object for the VLL service. The result
of this is that if the refresh timer times-out, and a specified PW is currently the active PW, then the system
does not fail-over to an alternative PW if the status is zero and some lower-layer OAM mechanism; for
example, BFD has not brought down the LSP because of a connectivity defect. It is recommended that the
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2.3.5.5

PW refresh timer be configured with a much longer interval than any proactive OAM on the LSP tunnel, so
that the tunnel can be brought down before the refresh timer expires if there is a CC defect.

A unidirectional continuity fault on a RSVP TE LSP may not result in the LSP being brought down before
the received PW status refresh timer expires. It is therefore recommended that either bidirectional

static MPLS-TP LSPs with BFD CC, or additional protection mechanisms; for example, FRR be used

on RSVP-TE LSPs carrying MPLS-TP PWs. This is particularly important in active/standby PW dual
homing configurations, where the active / standby forwarding state or operational state of every PW in the
redundancy set must be accurately reflected at the redundant PE side of the configuration.

A PW with a refresh timer value of zero is always treated as having not expired.

The system implements a hold-down timer for control-channel-status PW-status bits to suppress bouncing
of the status of a PW. For a specific spoke SDP, if the system receives 10 PW-status change events in 10
seconds, the system holds down the spoke SDP on the local node with the last received non-zero PW-
status bits for 20 seconds. It updates the local spoke with the most recently received PW-status. This hold
down timer is not persistent across shutdown/no-shutdown events.

PW control channel status request mechanism

The system implements an optional PW control channel status request mechanism. This enhances the
existing control channel status mechanism so that a peer that has a "stale" PW status for the far-end of

a PW can request that the peer PE send a static PW status update. Accurate and current information
about the far end status of a PW is important for correct operation of PW redundancy. This mechanism
ensures a consistent view of the control plane is maintained, as far as possible, between peer nodes. It is
not intended to act as a continuity check between peer nodes.

Pseudowire redundancy and active/standby dual homing

PW redundancy is supported for static MPLS-TP pseudowires. However, instead of using T-LDP status
signaling to signal the forwarding state of a PW, control channel status signaling is used.

The following PW redundancy scenarios must be supported:

*  MC-LAG and MC-APS with single and multi-segment PWs interconnecting the PEs

* MS-PW (S-PE) Redundancy between VLL PEs with single-homed CEs

» dual-homing of a VLL service into redundant IES or VPRN PEs, with active/standby PWs
» dual-homing of a VLL service into a VPLS with active/standby PWs

Active/standby dual-homing into routed VPLS is not supported in for MPLS-TP PWs. This is because

it relies on PW label withdrawal of the standby PW to take down the VPLS instance, and therefore the
associated IP interface. Instead, it is possible to enable BGP multi-homing on a routed VPLS that has
MPLS-TP PWs as spokes, and for the PW status of each spoke SDP to be driven (using control channel
status) from the active or standby forwarding state assigned to each PW by BGP.

It is possible to configure inter-chassis backup (ICB) PWs as static MPLS-TP PWs with MPLS-TP
identifiers. Only MPLS-TP PWs are supported in the same endpoint. That is, PWs in an endpoint must
either be all MPLS-TP, or none of them must be MPLS-TP. This implies that an ICB used in an endpoint for
which other PWs are MPLS TP must also be configured as an MPLS-TP PW.

A failover to a standby pseudowire is initiated based on the existing supported methods (for example,
failure of the SDP).
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2.3.5.7

Lock instruct and loopback for MPLS-TP pseudowires

On the 7750 SR and 7450 ESS, the MPLS-TP supports lock instruct and loopback for PWs, including the
ability to:

» administratively lock a spoke SDP with MPLS-TP identifiers
« divert traffic to and from an external device connected to a SAP

» create a data path loopback on the corresponding PW at a downstream S-PE or T-PE that was not
originally bound to the spoke SDP being tested

» forward test traffic from an external test generator into an administratively locked PW, while
simultaneously blocking the forwarding of user service traffic

MPLS-TP provides the ability to conduct test service throughput for PWs, through the configuration of a
loopback on an administratively locked pseudowire. To conduct a service throughput test, an administrative
lock is applied at each end of the PW. A test service that contains the SAP connected to the external
device is used to inject test traffic into the PW. Lock request messaging is not supported.

A lock can be applied using the CLI or NMS. The forwarding state of the PW can be either active or
standby.

After the PW is locked it can be put into loopback mode (for two way tests) so the ingress data path in
the forward direction is cross connected to the egress data path in the reverse direction of the PW. The
loopback can be configured through the CLI or NMS.

The PW loopback is created at the PW level, so everything under the PW label is looped back. This
distinguishes a PW loopback from a service loopback, where only the native service packets are looped
back.

The following MPLS-TP loopback configuration is supported:
* An MPLS-TP loopback can be created for an Epipe, Cpipe, or Apipe VLL.

» Test traffic can be inserted at an Epipe, Cpipe, or Apipe VLL endpoint or at an Epipe spoke-sdp
termination on a VPLS interface.

For more information about configuring lock instruct and loopback for MPLS-TP Pseudowires see,
the 7450 ESS, 7750 SR, 7950 XRS, and VSR Services Overview Guide and the 7450 ESS, 7750 SR,
7950 XRS, and VSR Layer 2 Services and EVPN Guide.

MPLS-TP LSP protection

Linear 1-for-1 protection of MPLS-TP LSPs is supported, as defined in RFC. This applies only to LSPs (not
PWs).

This is supported edge-to-edge on an LSP, between two LERs, where normal traffic is transported either on
the working LSP or on the protection LSP using a logical selector bridge at the source of the protected LSP.

At the sink LER of the protected LSP, the LSP that carries the normal traffic is selected, and that LSP
becomes the working LSP. A protection switching coordination (PSC) protocol coordinates between the
source and sink bridge, which LSP is used, as working path and protection path. The PSC protocol is
always carried on a G-ACh on the protection LSP.

The system supports single-phased coordination between the LSP endpoints, in which the initiating LER
performs the protection switchover to the alternate path and informs the far-end LER of the switch.
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Bidirectional protection switching is achieved by the PSC protocol coordinating between the two end points
to determine which of the two possible paths (that is the working or protect path), transmits user traffic at
any specific time.

It is possible to configure non-revertive or revertive behavior. For non-revertive, the LSP does not switch
back to the working path when the PSC switchover requests end, while for revertive configurations, the

LSP always returns back to the working path when the switchover requests end.

The following figures illustrate the behavior of linear protection in more detail.

Figure 19: Normal operation
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In normal condition, user data packets are sent on the working path on both directions, from A to Z and Z

to A.

A defect in the direction of transmission from node Z to node A impacts the working connection Z-to-A, and
initiates the detection of a defect at the node A.
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Figure 21: Failed condition - switching at A
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Figure 22: Failed condition - switching at Z
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The unidirectional PSC protocol initiates protection switching: the selector bridge at node A is switched to
protection connection A-to-Z and the selector at node A switches to protection connection Z to-A. The PSC
packet, sent from node A to node Z, requests a protection switch to node Z.

After node Z validates the priority of the protection switch request, the selector at node Z is switched to
protection connection A-to-Z and the selector bridge at the node Z is switched to protection connection Z-
to-A. The PSC packet, sent from node Z to node A, is used as acknowledge, informing node A about the
switching.

If BFD CC or CC/CV OAM packets are used to detect defects on the working and protection paths, they
are inserted on both working and protection paths. Packets are sent whether the path is selected as the
currently active path. Linear protection switching is also triggered on receipt of an AlS with the LDI bit set.

The following operator commands are supported:
» Forced Switch

» Manual Switch

* Clear
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2.3.6 AIS

When a MEP at a server layer (such as a link layer with respect to a specified LSP) detects a failure,

the server MEP notifies a co-located client layer of the condition. The client layer then generates Alarm
Indication Signal (AlS) packets downstream in the client layer. These fault OAM messages are generated
by intermediate nodes where a client LSP is switched, as per RFC 6427. This means that AIS packets are
only inserted at an LSP MIP. AIS is used by the receiving MEP to suppress client layer traps caused by
the upstream server layer failure; for example, if BFD CC is running on the LSP, then AIS suppresses the
generation of multiple traps because of loss of CC.

Figure 23: Example of AIS in MPLS-TP illustrates an example of the operation of AIS in MPLS-TP.

Figure 23: Example of AlS in MPLS-TP
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In the example, a failure of the Ethernet link layer between PE1 and LSR1 is detected at LSR1, which
raises a local trap. LSPs transiting the LSR may be running CC OAM, such as BFD, and have AIS packets
injected into them at LSR1. These AIS messages are received by the corresponding downstream MEP and
processed. The failure of the Ethernet link between PE1 and LSR1 means that CC OAM on the LSPs is
not received by the MEPs at PE2. Normally, this would cause multiple traps to be raised at PE2, but the
reception of AIS causes PE2 to suppress the local generation of traps related to the failed LSP.

For traps to be suppressed successfully, the AIS message must arrive and be processed at the far-end PE
or LER in sufficient time for the initial alarm to be suppressed. Therefore, the router implements a 2.5 secs
hold-down timer for such traps on MPLS-TP LSPs.

Fault management for MPLS-TP, including AlS, is specified in RFC 6427.

The router supports:

* receiving and processing of AIS messages at LSP MEPs (at the LER)

» generation of AlIS messages at LSP MIPs (at the LSR) in response to a failure of the ingress link

» suppression of SNMP traps indicating changes in the state of a BFD session, which result from the
failure of the LSP data path upstream of a receiving LER; these traps would otherwise be sent to the
5620 SAM
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» suppression of any BFD state machine Up/Down changes that occur while AlS is being received; there
is no buffering or storage of state machine changes that occur during this period. This suppression only
applies to Up/Down state change traps; other traps that would be expected are observed as normal.

 inclusion of the Link Down Indication (LDI) in an AIS message. This triggers a switchover of LSP linear
protection if used on the LSP.

* insertion of AlS in the downstream direction of the transit path if a unidirectional fault is detected at an
LSR. This suppresses CC traps at the downstream LER. However, the BFD session still goes down,
causing RDI to be sent upstream in BFD, which causes an alarm at the upstream LER.

Configuring MPLS-TP

This section describes the steps required to configure MPLS-TP.

Configuration overview

The following steps must be performed to configure MPLS-TP LSPs or PWs.
At the router LER and LSR:

1. Create an MPLS-TP context, containing nodal MPLS-TP identifiers. This is configured under
config>router>mpls>mpls-tp.

2. Ensure that a sufficient range of labels is reserved for static LSPs and PWs. This range is configured
under config>router>mpls-labels>static-label-range.

3. Ensure that a range of tunnel identifiers is reserved for MPLS-TP LSPs under config>router>mpls-
mpls-tp>tp-tunnel-id-range.

4. A user may optionally configure MPLS-TP interfaces, which are interfaces that do not use IP addressing
or ARP for next hop resolution. These can only be used by MPLS-TP LSPs.

At the router LER:

1. Configure OAM templates; these contain generic parameters for MPLS-TP proactive OAM. An OAM
template is configured under config>router>mpls>mpls-tp>oam-template.

2. Configure BFD templates; these contain generic parameters for BFD used for MPLS-TP LSPs. A BFD
template is configured under config>router>bfd>bfd-template.

3. Configure protection templates; these contain generic parameters for MPLS-TP 1-for-1 linear protection.
A protection template is configured under config>router>mpls>mpls-tp>protection-template.

4. Configure MPLS-TP LSPs. MPLS-TP LSPs are configured under config>router>mpls>Isp mpls-tp.
5. Pseudowires using MPLS-TP are configured as spoke SDPs with static PW labels.
At an LSR, a user must configure an LSP transit-path under config>router>mpls>mpls-tp>transit-path.

The following sections describe these configuration steps in more detail.

Node-wide MPLS-TP parameter configuration

Generic MPLS-TP parameters are configured under config>router>mpls>mpls-tp. If a user configures no
mpls, normally the entire MPLS configuration is deleted. However, in the case of MPLS-TP a check that
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there is no other MPLS-TP configuration; for example, services or tunnels using MPLS-TP on the node, is
performed.

The MPLS-TP context is configured as follows:

config
router
mpls
[no] mpls-tp

[no] shutdown

MPLS-TP LSPs may be configured if the MPLS-TP context is administratively down (shutdown), but they
remain down until the MPLS-TP context is configured as administratively up. No programming of the data
path for an MPLS-TP path occurs until the following are all true:

* MPLS-TP context is no shutdown

*+ MPLS-TP LSP context is no shutdown

*  MPLS-TP Path context is no shutdown

A shutdown of MPLS-TP therefore brings down all MPLS-TP LSPs on the system.

The MPLS-TP context cannot be deleted if MPLS-TP LSPs or SDPs exist on the system.

2.3.7.3 Node-wide MPLS-TP identifier configuration

MPLS-TP identifiers are configured for a node under the following CLI tree:

config
router
mpls
mpls-tp
global-id <global-id>
node-id {<ipv4address> | | <1.. .4,294,967,295>}
[no] shutdown
exit

The default value for the global-id is 0. This is used if the global-id is not explicitly configured. If a user
expects that inter domain LSPs are configured, then it is recommended that the global ID should be set to
the local ASN of the node, as configured under config>system. If two-byte ASNs are used, then the most
significant two bytes of the global-id are padded with zeros.

The default value of the node-id is the system interface IPv4 address. The MPLS-TP context cannot be
administratively enabled unless at least a system interface IPv4 address is configured because MPLS
requires that this value is configured.

These values are used unless overridden at the LSP or PW end-points, and apply only to static MPLS-TP
LSPs and PWs.

To change the values, config>router>mpls>mpls-tp must be in the shutdown state. This brings down all
of the MPLS-TP LSPs on the node. New values are propagated to the system when a no shutdown is
performed.

3HE 18393 AAAD TQZZA 01 © 2022 Nokia. 85
Use subject to Terms available at: www.nokia.com/terms/.



MPLS GUIDE RELEASE 22.10.R1 MPLS and RSVP

2.3.7.4 Static LSP and pseudowire (VC) label and tunnel ranges

The SR OS reserves a range of labels for use by static LSPs, and a range of labels for use by static
pseudowires (SVCs) that is LSPs and pseudowires with no dynamic signaling of the label mapping. These
are configured as follows:

config
router
mpls-labels
[no] static-label max-lsp-labels <number>
static-svc-label <number>

<number>: indicates the maximum number of labels for the label type.

The minimum label value for the static LSP label starts at 32 and expands all the way to the maximum
number specified. The static VC label range is contiguous with this. The dynamic label range exists above
the static VC label range (the label ranges for the respective label type are contiguous). This prevents
fragmentation of the label range.

The MPLS-TP tunnel ID range is configured as follows:
config
router
mpls

mpls-tp
[no] tp-tunnel-id-range <start-id> <end-id>

The tunnel ID range referred to here is a contiguous range of RSVP-TE Tunnel IDs is reserved for use by
MPLS TP, and these IDs map to the MPLS-TP Tunnel Numbers. There are some cases where the dynamic
LSPs may have caused fragmentation to the number space such that contiguous range {max-min} is not
available. In these cases, the command fails.

There is no default value for the tunnel ID range, and it must be configured to enable MPLS-TP.

If a configuration of the tunnel ID range fails, then the system gives a reason. This could be that the initially
requested range, or the change to the allocated range, is not available that is tunnel IDs in that range have
already been allocated by RSVP-TE. Allocated Tunnel IDs are visible using a show command.

Changing the LSP or static VC label ranges does not require a reboot.

The static label ranges for LSPs, above, apply only to static LSPs configured using the CLI tree for MPLS-
TP specified in this section. Different scalability constraints apply to static LSPs configured using the
following CLI introduced in earlier SR OS releases:

config>router>mpls>static-Isp

config>router>mpls>if>label-map

The scalability applying to labels configured using this CLI is enforced as follows:

* A maximum of 1000 static LSP names may be configured with a PUSH operation.
* A maximum of 1000 LSPs with a POP or SWAP operation may be configured.

These two limits are independent of one another, giving a combined limit of 1000 PUSH and 1000 POP/
SAP operations configured on a node.

The static LSP and VC label spaces are contiguous. Therefore, the dimensioning of these label spaces
requires careful planning by an operator as increasing the static LSP label space impacts the start of the
static VC label space, which may already-deployed
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2.3.7.5 Interface configuration for MPLS-TP

It is possible for MPLS-TP paths to use both numbered IP numbered interfaces that use ARP/static ARP,
or IP unnumbered interfaces. MPLS-TP requires no changes to these interfaces. It is also possible to use a
new type of interface that does not require any IP addressing or next-hop resolution.

RFC 7213 provides guidelines for the usage of various Layer 2 next-hop resolution mechanisms with
MPLS-TP. If protocols such as ARP are supported, then they should be used. However, in the case where
no dynamic next hop resolution protocol is used, it should be possible to configure a unicast, multicast

or broadcast next-hop MAC address. The rationale is to minimize the amount of configuration required

for upstream nodes when downstream interfaces are changes. A default multicast MAC address for use
by MPLS-TP point-to-point LSPs has been assigned by IANA (Value: 01-00-5e-90-00-00). This value is
configurable on the router to support interoperability with third-party implementations that do not default to
this value, and this no default value is implemented on the router.

To support these requirements, a new interface type, known as an unnumbered MPLS-TP interface is
introduced. This is an unnumbered interface that allows a broadcast or multicast destination MAC address
to be configured. An unnumbered MPLS-TP interface is configured using the unnumbered-mpls-tp
keyword, as follows:

config
router
interface <if-name> [unnumbered-mpls-tp]
port <port-id>[:encap-val]
mac <local-mac-address>
static-arp <remote-mac-addr>
//1ieee-address needs to support mcast and bcast
exit

The remote-mac-address may be any unicast, broadcast of multicast address. However, a broadcast

or multicast remote-mac-address is only allowed in the static-arp command on Ethernet unnumbered
interfaces when the unnumbered-mpls-tp keyword has been configured. This also allows the interface

to accept packets on a broadcast or any multicast MAC address. If a packet is received with a unicast
destination MAC address, then it is checked against the configured <local-mac-address> for the interface,
and dropped if it does not match. When an interface is of type unnumbered-mpls-tp, only MPLS-TP LSPs
are allowed on that interface; other protocols are blocked from using the interface.

An unnumbered MPLS-TP interface is assumed to be point-to-point, and therefore users must ensure that
the associated link is not broadcast or multicast in nature if a multicast or broadcast remote MAC address
is configured.

The following is a summary of the constraints of an unnumbered MPLS-TP interface:
* Itis unnumbered and may borrow/use the system interface address.

» It prevents explicit configuration of a borrowed address.

» It prevents IP address configuration.

» It prevents all protocols except mpls.

» It prevents deletion if an MPLS-TP LSP is bound to the Interface.

MPLS-TP is only supported over Ethernet ports. The system blocks the association of an MPLS-TP LSP to
an interface whose port is non-Ethernet.

If required, the IF_Num is configured under a MEP context under the MPLS interface. The mpls-tp-mep
context is created under the interface as shown below. The if-num parameter, when concatenated with the
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Node ID, forms the IF_ID (as per RFC 6370), which is the identifier of this MEP. It is possible to configure
this context whether the interface is IP numbered, IP unnumbered, or MPLS-TP unnumbered:

config
router
mpls
interface <ip-int-name>
mpls-tp-mep

[no] ais-enable
[no] if-num <if-num>
[no] if-num-validation [enable | disable]

exit

The if-num-validation command is used to enable or disable validation of the if-num in LSP Trace packet
against the locally configured if-num for the interface over which the LSP Trace packet was received at the
egress LER. This is because some implementations do not perform interface validation for unnumbered
MPLS-TP interfaces and instead set the if-num in the DSMAP TLV to 0. The default is enabled.

AIS insertion is configured using the ais-enable command under the mpls-tp-mep context on an MPLS
interface.

2.3.7.6 LER configuration for MPLS-TP

2.3.7.6.1 LSP and path configuration

MPLS-TP tunnels are configured using the mpls-tp LSP type at an LER under the LSP configuration,
using the following CLI tree:

config
router
mpls
lsp <xyz> [bypass-only | p2mp-lsp | mpls-tp <src-tunnel-num>]
to node-id {<a.b.c.d> | <1.. .4,294,967,295>}
dest-global-id <global-id>
dest-tunnel-number <tunnel-num>
[no] working-tp-path
lsp-num <lsp-num>
in-label <in-label>
out-label <out-label> out-link <if-name>
[next-hop <ipv4-address>]
[no] mep
[no] bfd-enable [cc | cc-cv]
[no] bfd-trap-suppression
[no] oam-template <name>
[no] shutdown
exit
[no] shutdown
exit
[no] protect-tp-path
lsp-num <lsp-num>
in-label <in-label>
out-label <out-label> out-link <if-name>
[next-hop <ipv4-address> ]
[no] mep
[no] bfd-enable [cc | cc-cv]
[no] bfd-trap-suppression
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[no] oam-template <name>
[no] protection-template <name>
[no] shutdown
exit
[no] shutdown
exit

<if-name> could be numbered or unnumbered interface using an Ethernet port.

<src-tunnel-num> is a mandatory create time parameter for mpls-tp tunnels, and has to be assigned by
the user based on the configured range of tunnel ids. The src-global-id used for the LSP ID is derived
from the node-wide global-id value configured under config>router>mpls>mpls-tp. A tunnel cannot be
brought up unless the global-id is configured.

The from address of an LSP to be used in the tunnel identifier is taken to be the local node’s node-id/
global-id, as configured under config>router>mpls>mpls-tp. If that is not explicitly configured, either, then
the default value of the system interface IPv4 address is used.

The to node-id address may be entered in 4-octet IPv4 address format or unsigned 32-bit format. This is
the far-end node-id for the LSP, and does do need to be routable IP addresses.

The from and to addresses are used as the from and to node-id in the MPLS-TP Tunnel Identifier used for
the MEP ID.

Each LSP consists of a working-tp-path and, optionally, a protect-tp-path. The protect-tp-path provides
protection for the working-tp-path is 1:1 linear protection is configured (see below). Proactive OAM, such
as BFD, is configured under the MEP context of each path. Protection for the LSP is configured under the
protect-tp-path MEP context.

The to global-id is an optional parameter. If it is not entered, then the destination global ID takes the default
value of 0. Global ID values of 0 are allowed and indicate that the node’s configured Global ID should be
used. If the local global ID value is 0, then the remote to global ID must also be 0. The to global ID value
cannot be changed if an LSP is in use by an SDP.

The to tunnel number is an optional parameter. If it is not entered, then it is taken to be the same value as
the source tunnel number.

LSPs are assumed to be bidirectional and co-routed. Therefore, the system assumes that the incoming
interface is the same as the out-link.

The next-hop ip-address can only be configured if the out-link if-name refers to a numbered IP interface.
In this case, the system determines the interface to use to reach the configured next-hop, but checks

that the user-entered value for the out-link corresponds to the link returned by the system. If they do not
correspond, then the path does not come up. If a user changes the physical port referred to in the interface
configuration, BFD, if configured on the LSP, goes down. Users must ensure that an LSP is moved to a
different interface with a different port configuration to change the port that it uses. This is enforced by
blocking the next-hop configuration for an unnumbered interface.

There is no check made that a valid ARP entry exists before allowing a path to be un shut. Therefore, a
path is only held down if BFD is down. If static ARP is not configured for the interface, then it is assumed
that dynamic ARP is used. The result is that if BFD is not configured, a path can come up before ARP
resolution has completed for an interface. If BFD is not used, then it is recommended that the connectivity
of the path is explicitly checked using on-demand CC/CV before sending user traffic on it.

The following is a list of additional considerations for the configuration of MPLS-TP LSPs and paths:
* The working-tp-path must be configured before the protect-tp-path.
» Likewise, the protect-tp-path must be deleted first before the working-tp-path.
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2.3.7.6.2

The Isp-num parameter is optional. The default values are 1 for the working-tp-path and 2 for protect-
tp-path.

The mep context must be deleted before a path can be deleted.

An MPLS interface needs to be created under config>router>mpls>interface before using/specifying
the out-label/out-link in the Forward path for an MPLS-TP LSP. Creation of the LSP fails if the
corresponding mpls interface does not exist even though the specified router interface may be valid.

The system programs the MPLS-TP LSP information upon a no shutdown command of the TP-Path
only on the very first no shutdown. The working-tp-path is programmed as the primary and the
protect-tp-path is programmed as the backup.

The system does not deprogram the IOM on an admin shutdown of the MPLS-TP path. Traffic
gracefully moves to the other TP-Path if valid, as determined by the proactive MPLS-TP OAM. This
should not result in traffic loss. However, it is recommended that the user does moves traffic to the other
TP-Path through a tools command before performing the admin shutdown command of an Active TP-
Path.

Deletion of the out-label/out-link sub-command under the MPLS-TP Path is not allowed after it is
configured. This can only be modified.

MPLS allows the deletion of an admin shutdown TP-Path. This causes MPLS to deprogram the
corresponding TP-Path forwarding information from IOM. This can cause traffic loss for users that are
bound to the MPLS-TP LSP.

MPLS does not deprogram the IOM on a specific interface admin shut/clear unless the interface is a
System Interface. However, if MPLS informs the TP-OAM module that the MPLS interface has gone
down, then it triggers a switch to the standby tp-path if the associated interface went down and if it is
valid.

If a MEP is defined and shut down, the corresponding path is also operationally down. The MEP admin
state is applicable only when a MEP is created from an MPLS-TP path.

It is not mandatory to configure BFD or protection on an MPLS-TP path to bring the LSP up.

If bfd-enable cc is configured, then CC-only mode using ACh channel 0x07 is used. If bfd-enable cc_v
is configured, then BFD CC packets use channel 0x22 and CV packets use channel 0x23.

Under the MEP context, the bfd-trap-suppression command allows the reception of AIS packets on
the path to suppress BFD Down traps if a BFD session goes down on that path.

The protection template is associated with an LSP as a part of the MEP on the protect path. If only a
working path is configured, then the protection template is not configured.

BFD cannot be enabled under the MEP context unless a named BFD template is configured.

Support for downstream mapping information

To validate the downstream mapping for an LSP, a node sending a DSMAP TLV must include the incoming
and (optionally) outgoing IF_Num values for the interfaces that it expects the LSP to transit. Additionally, it
includes the out-label for the LSP in the Label TLV for the DSMAP in the echo request message.

The incoming and outgoing if-num values correspond to the incoming and outgoing interfaces transited by
an LSP at the next hop LER and LSR are configured using the dsmap command, as follows:

config
router
mpls
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1lsp
working-tp-path
mep
dsmap <in-if-num>[:<out-if-num>]

config
router
mpls
lsp
protect-tp-path
mep
dsmap <in-if-num>[:<out-if-num>]

config
router
mpls
mpls-tp
transit-path
forward-path
mip
dsmap <in-if-num>[:<out-if-num>]
exit
reverse-path
mip
dsmap <in-if-num>[:<out-if-num>]
exit

A node sending a DSMAP TLV includes these in-if-num and out-if-num (if configured) values.
Additionally, it includes the out-label for the LSP in the Label TLV for the DSMAP in the echo request
message.

2.3.7.6.3 Proactive CC/CV (using BFD) configuration

Generally applicable proactive OAM parameters are configured using templates.

Proactive CC and CV uses BFD parameters such as Tx/Rx timer intervals, multiplier, and other session/
fault management BFD parameters. These are configured using a BFD Template. The BFD Template may
be used for non-MPLS-TP applications of BFD, and therefore contains the full set of possible configuration
parameters for BFD. Only a sub-set of these may be used for each application.

Generic MPLS-TP OAM and fault management parameters are configured in the OAM Template.

Named templates are referenced from the MPLS-TP Path MEP configuration, so different parameter
values are possible for the working and protect paths of a tunnel.

The BFD Template is configured as follows:

config
router
bfd
[no] bfd-template <name>

[no] transmit-interval <transmit-interval>
[no] receive-interval <receive-interval>
[no] echo-receive <echo-interval>
[no] multiplier <multiplier>
[no] type <cpm-np>
exit

The parameters are as follows:
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+ transmit-interval transmit-interval and the receive-interval receive-interval
These are the transmit and receive timers for BFD packets. If the template is used for MPLS-TP, then
these are the timers used by CC packets. Values are in ms: 10 ms to 100 000 ms, with 1ms granularity.
Default 10ms for CPM3 or better, 1 sec for other hardware. For MPLS-TP CV packets, a transmit
interval of 1 s is always used.

+  multiplier multiplier
Integer 3 to 20. Default: 3. This parameter is ignored for MPLS-TP combined cc-v BFD sessions, and
the default of 3 used, as per RFC6428.

» echo-receive echo-interval
This Parameter sets the minimum echo receive interval (in ms), for a session. Values: 100 ms to 100
000 ms. Default: 100. This parameter is not used by a BFD session for MPLS-TP.

* type cpm-np
This parameter selects the CPM network processor as the local termination point for the BFD session.
This is enabled by default.

If the BFD timer values as shown above are changed in a template, any BFD sessions on MEPs to which
that template is bound tries to renegotiate their timers to the new values.

@ Caution: The BFD implementations in some MPLS-TP peer nodes may not be able to handle
renegotiation, as allowed by Section 3.7.1 of RFC6428, and may take the BFD session down.
This can result in unwanted behavior, such as an unexpected protection switching event. We
recommend that users of the system exercise caution when modifying the BFD timer values after
a BFD session is up.

Commands within the BFD-template use a begin-commit model. To edit any value within the BFD template,
a begin needs to be executed after the template context has been entered. However, a value is still

stored temporarily until the commit is issued. After the commit is issued, values are actually used by other
modules like the mpls-tp module and BFD module.

A BFD template is referenced from the OAM template. The OAM Template is configured as follows:

config
router
mpls
mpls-tp
[no] oam-template <name>
[no] bfd-template <name>
[no] hold-time-down <interval>
[no] hold-time-up <interval>
exit

* hold-time-down interval
0-5000 deciseconds, 10ms steps, default 0. This is equivalent to the standardized hold-off timer.
* hold-time-up interval

0-500 centiseconds in 100ms steps, default 2 seconds. This is an additional timer that can be used to
reduce BFD bouncing.

+ bfd-template name

the named BFD template to use for any BFD sessions enabled under a MEP for which the OAM
template is configured

An OAM template is then applied to a MEP as described above.
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2.3.7.6.4 Protection templates and linear protection configuration

Protection templates defines the generally applicable protection parameters for an MPLS-TP tunnel. Only
linear protection is supported, and so the application of a named template to an MPLS-TP tunnel implies
that linear protection is used.

A template is configured as follows:

config
router
mpls
mpls-tp
protection-template <name>

[no] revertive
[no] wait-to-restore <interval>
rapid-psc-timer <interval>
slow-psc-timer <interval>
exit

The allowed values are as follows:
* wait-to-restore interval
0-720 seconds, 1 sec steps, default 300 seconds. This is applicable to revertive mode only.
* rapid-psc-timer interval
[10, 100, 1000ms]. Default 100ms
+ slow-psc-timer interval
5s-60s. Default: 5s
* revertive
selects revertive behavior. Default: no revertive.

LSP Linear Protection operations are enacted using the following tools>perform commands:

tools>perform>router>mpls

tp-tunnel
clear {<lsp-name> | id <tunnel-id>}
force {<lsp-name> | id <tunnel-id>}
lockout {<lsp-name> | id <tunnel-id>}
manual {<lsp-name> | id <tunnel-id>}

exit

exit

To minimize outage times, users should use the “mpls-tp protection command” (for example, force/manual)
to switch all the relevant MPLS-TP paths before executing the following commands:
» clear router mpls interface <>

» config router mpls interface <> shut
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2.3.7.7 Intermediate LSR configuration for MPLS-TP LSPs

The forward and reverse directions of the MPLS-TP LSP Path at a transit LSR are configured using the
following CLI tree:

config
router
mpls
mpls-tp
transit-path <path-name>
[no] path-id {lsp-num <lsp-num> | working-path | protect-path

[src-global-id <global-id>]
src-node-id {<ipv4address> | <1.. .4,294,967,295>}
src-tunnel-num <tunnel-num>
[dest-global-id <global-id>]
dest-node-id {<ipv4address> | <1.. .4,294,967,295>}
[dest-tunnel-num <tunnel-num>]}

forward-path
in-label <in-label> out-label <out-label>
out-link <if-name> [next-hop <ipv4-next-hop>]
reverse-path
in-label <in-label> out-label <out-label>
[out-link <if-name> [next-hop <ipv4-next-hop>]
[no] shutdown

The src-tunnel-num and dest-tunnel-num are consistent with the source and destination of a label
mapping message for a signaled LSP.

If dest-tunnel-num is not entered in CLI, the dest-tunnel-num value is taken to be the same as the SRC-
tunnel-num value.

If any of the global-id values are not entered, the value is taken to be 0.

If the src-global-id value is entered, but the dest-global-id value is not entered, dest-global-id value is
the same as the src-global-id value.

The Isp-num must match the value configured in the LER for a specified path. If no explicit Isp-num is
configured, then working-path or protect-path must be specified (equating to 1 or 2 in the system).

The forward path must be configured before the reverse path. The configuration of the reverse path is
optional.

The LSP-ID (path-id) parameters apply with respect to the downstream direction of the forward LSP path,
and are used to populate the MIP ID for the path at this LSR.

The reverse path configuration must be deleted before the forward path.

The forward-path (and reverse-path if applicable) parameters can be configured with or without the path-id,
but they must be configured if MPLS-TP OAM is to be able to identify the LSR MIP.

The transit-path can be no shutdown (as long as the forward-path/reverse-path parameters have been
configured properly) with or without identifiers.

The path-id and path-name must be unique on the node. There is a one to one mapping between a
specified path-name and path-id.

Traffic cannot pass through the transit-path if the transit-path is in the shutdown state.
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2.3.8 MPLS-TP show commands

2.3.8.1 Static MPLS labels
The following new commands show the details of the static MPLS labels.
show>router>mpls-labels>label <start-label> [<end-label> [in-use | <label-owner>]]
show>router>mpls-labels>label-range

An example output is as follows:

*A:mlstp-dutA# show router mpls

mpls mpls-labels
*A:mlstp-dutA# show router mpls label
label label-range

*A:mlstp-dutA# show router mpls-labels label-range

Label Ranges

Label Type Start Label End Label Aging Available Total

Static 32 18431 - 18400 18400

Dynamic 18432 524287 0 505856 505856
Seg-Route 0 0 - 0 505856

2.3.8.2 MPLS-TP tunnel configuration

These commands show the configuration of a tunnel.
show>router>mpls>tp-Isp

An output example follows:

*A:mlstp-dutA# show router mpls tp-1lsp
- tp-lsp [<lsp-name>] [status {up | down}] [from <ip-address> | to <ip-address>]
[detaill]
- tp-lsp [<lsp-name>] path [protect | working] [detaill
- tp-lsp [<lsp-name>] protection

<lsp-name> : [32 chars max] - accepts * as wildcard char
<path> : keyword - Display LSP path information.
<protection> : keyword - Display LSP protection information.
<up | down> : keywords - Specify state of the LSP
<ip-address> : a.b.c.d

<detail> : keyword - Display detailed information.

*A:mlstp-dutA# show router mpls tp-1lsp

path

protection

to <a.b.c.d>

<lsp-name>
"lsp-32" "lsp-33" "lsp-34" "lsp-35" "lsp-36" "lsp-37" "lsp-38" "lsp-39"
"lsp-40" "lsp-41"

status {up | down}

from <ip-address>

detail
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*A:mlstp-dutA# show router mpls tp-lsp "lsp-
"lsp-32" "lsp-33" "lsp-34" "lsp-35" "lsp-36" "lsp-37" "lsp-38" "lsp-39"
"lsp-40" "lsp-41"

*A:mlstp-dutA# show router mpls tp-1lsp "lsp-32"

MPLS MPLS-TP LSPs (Originating)

LSP Name To Tun Protect Adm Opr
Id Path

lsp-32 0.0.3.234 32 No Up Up

LSPs 1

*A:mlstp-dutA# show router mpls tp-lsp "lsp-32" detail

MPLS MPLS-TP LSPs (Originating) (Detail)

LSP Name 1 lsp-32

LSP Type : MplsTp LSP Tunnel ID : 32

From Node Id: 0.0.3.233+ To Node Id : 0.0.3.234
Adm State : Up Oper State : Up

LSP Up Time : 0d 04:50:47 LSP Down Time : 0d 00:00:00
Transitions : 1 Path Changes : 2
DestGloballd: 42 DestTunnelNum : 32

2.3.8.3 MPLS-TP path configuration

This can reuse and augment the output of the current show commands for static LSPs. They should also
show if BFD is enabled on a specified path. If this is referring to a transit path, this should also display
(among others) the path-id (7 parameters) for a specified transit-path-name, or the transit-path-name for a
specified path-id (7 parameters)

show>router>mpls>tp-Isp>path

An output example follows:

*A:mlstp-dutA# show router mpls tp-lsp path

MPLS-TP LSP Path Information

LSP Name : lsp-32 To 1 0.0.3.234
Admin State : Up Oper State : Up
Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 32 32 AtoB 1 Up Down
Protect 2080 2080 AtoC 1 Up Up
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LSP Name : lsp-33 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 33 33 AtoB 1 Up Down
Protect 2082 2082 AtoC 1 Up Up
LSP Name : lsp-34 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 34 34 AtoB 1 Up Down
Protect 2084 2084 AtoC 1 Up Up
LSP Name : lsp-35 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 35 35 AtoB 1 Up Down
Protect 2086 2086 AtoC 1 Up Up
LSP Name : lsp-36 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 36 36 AtoB 1 Up Down
Protect 2088 2088 AtoC 1 Up Up
LSP Name 1 lsp-37 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 37 37 AtoB 1 Up Down
Protect 2090 2090 AtoC 1 Up Up
LSP Name : lsp-38 To : 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 38 38 AtoB 1 Up Down
Protect 2092 2092 AtoC 1 Up Up
LSP Name : lsp-39 To 1 0.0.3.234
Admin State : Up Oper State : Up

Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 39 39 AtoB_1 Up Down
Protect 2094 2094 AtoC 1 Up Up
LSP Name : lsp-40 To 1 0.0.3.234

3HE 18393 AAAD TQZZA 01

© 2022 Nokia.
Use subject to Terms available at: www.nokia.com/terms/.

97



MPLS GUIDE RELEASE 22.10.R1

MPLS and RSVP

Admin State Up Oper State Up
Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 40 40 AtoB 1 Up Down
Protect 2096 2096 AtoC 1 Up Up
LSP Name lsp-41 To 1 0.0.3.234
Admin State Up Oper State : Up
Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 41 41 AtoB 1 Up Down
Protect 2098 2098 AtoC 1 Up Up
*A:mlstp-dutA# show router mpls tp-lsp "lsp-32" path working
MPLS-TP LSP Working Path Information

LSP: "lsp-32"
LSP Name : lsp-32 To 1 0.0.3.234
Admin State : Up Oper State : Up
Path NextHop InLabel OutLabel Out I/F Admin Oper
Working 32 32 AtoB 1 Up Down
*A:mlstp-dutA# show router mpls tp-lsp "lsp-32" path protect
MPLS-TP LSP Protect Path Information

LSP: "lsp-32"
LSP Name : lsp-32 To 1 0.0.3.234
Admin State : Up Oper State : Up
Path NextHop InLabel OutLabel Out I/F Admin Oper
Protect 2080 2080 AtoC 1 Up Up
*A:mlstp-dutA# show router mpls tp-lsp "lsp-32" path protect detail
MPLS-TP LSP Protect Path Information

LSP: "lsp-32" (Detail)
LSP Name : lsp-32 To 1 0.0.3.234
Admin State : Up Oper State : Up
Protect path information
Path Type : Protect LSP Num : 2
Path Admin : Up Path Oper : Up
Out Interface : AtoC 1 Next Hop Addr : n/a
In Label 1 2080 Out Label 1 2080
Path Up Time : 0d 04:52:17 Path Dn Time : 0d 00:00:00
Active Path : Yes Active Time : 0d 00:52:56
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MEP information

MEP State : Up BFD 1 CC

0AM Templ : privatebed-oam-template CC Status : inService
CV Status : unknown

Protect Templ : privatebed-protection-template WTR Count Down: O seconds

RX PDU : SF (1,1) TX PDU : SF (1,1)

Defects

*A:mlstp-dutA# show router mpls tp-lsp "lsp-32" path working detail

MPLS-TP LSP Working Path Information
LSP: "lsp-32" (Detail)

LSP Name 1 lsp-32 To 1 0.0.3.234
Admin State : Up Oper State : Up

Working path information

Path Type : Working LSP Num 1

Path Admin : Up Path Oper : Down

Down Reason : ccFault ifDn

Out Interface : AtoB 1 Next Hop Addr : n/a

In Label 1 32 Out Label 1 32

Path Up Time : 0d 00:00:00 Path Dn Time : 0d 00:53:01
Active Path : No Active Time i n/a

MEP information

MEP State : Up BFD 1 CC
0AM Templ : privatebed-oam-template CC Status : outOfService
CV Status : unknown

*A:mlstp-dutA#

2.3.8.4 MPLS-TP protection

The following output shows the protection configuration for a specified tunnel, which path in a tunnel is
currently working and which is protect, and whether the working or protect is currently active.

show>router>mpls>tp-lsp>protection

An output example follows:

*A:mlstp-dutA# show router mpls tp-lsp protection

MPLS-TP LSP Protection Information
Legend: W-Working, P-Protect,

LSP Name Admin Oper Path Ingr/Egr Act. Rx PDU
State State State Label Path Tx PDU
lsp-32 Up Up W Down 32/32 No SF (1,1)
P Up 2080/2080 Yes SF (1,1)
lsp-33 Up Up W Down 33/33 No SF (1,1)
P Up 2082/2082 Yes SF (1,1)
lsp-34 Up Up W Down 34/34 No SF (1,1)
P Up 2084/2084 Yes SF (1,1)
lsp-35 Up Up W Down 35/35 No SF (1,1)
P Up 2086/2086 Yes SF (1,1)
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1sp-36 Up Up W Down 36/36 No SF (1,1)
P Up 2088/2088 Yes SF (1,1)
lsp-37 Up Up W Down 37/37 No SF (1,1)
P Up 2090/2090 Yes SF (1,1)
1sp-38 Up Up W Down 38/38 No SF (1,1)
P Up 2092/2092 Yes SF (1,1)
1sp-39 Up Up W Down 39/39 No SF (1,1)
P Up 2094/2094 Yes SF (1,1)
lsp-40 Up Up W Down 40/40 No SF (1,1)
P Up 2096/2096 Yes SF (1,1)
lsp-41 Up Up W Down 41/41 No SF (1,1)
P Up 2098/2098 Yes SF (1,1)

No. of MPLS-TP LSPs: 10

2.3.8.5 MPLS TP node configuration

The following output shows the Global ID, Node ID, and other general MPLS-TP configurations for the
node.

show>router>mpls>mpls-tp

An output example follows:

*A:mlstp-dutA# show router mpls mpls-tp

- mpls-tp
oam-template - Display MPLS-TP OAM Template information
protection-tem* - Display MPLS-TP Protection Template information
status - Display MPLS-TP system configuration
transit-path - Display MPLS-TP Tunnel information

*A:mlstp-dutA# show router mpls mpls-tp oam-template

MPLS-TP OAM Templates

Template Name : privatebed-oam-template Router ID 1
BFD Template : privatebed-bfd-template Hold-Down Time: 0 centiseconds
Hold-Up Time : 20 deciseconds

*A:mlstp-dutA# show router mpls mpls-tp protection-template

MPLS-TP Protection Templates

Template Name : privatebed-protection-template Router ID 11

Protection Mode: one2one Direction : bidirectional
Revertive : revertive Wait-to-Restore: 300sec
Rapid-PSC-Timer: 10ms Slow-PSC-Timer : 5sec

*A:mlstp-dutA# show router mpls mpls-tp status

MPLS-TP Status
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Admin Status : Up
Global ID 1 42 Node ID 1 0.0.3.233
Tunnel Id Min : 1 Tunnel Id Max : 4096

*A:mlstp-dutA# show router mpls mpls-tp transit-path
- transit-path [<path-name>] [detail]

<path-name> : [32 chars max]
<detail> : keyword - Display detailed information.

A:mplstp-dutC# show router mpls mpls-tp transit-path
- transit-path [<path-name>] [detail]

<path-name> : [32 chars max]

<detail> : keyword - Display detailed information.

A:mplstp-dutC# show router mpls mpls-tp transit-path
<path-name>

Iltp_32II Iltp_33ll Iltp_34ll Iltp_35II Iltp_36II Iltp_37ll Iltp_38II "tp'39"
Iltp_40II Iltp_4lll
detail

A:mplstp-dutC# show router mpls mpls-tp transit-path "tp-32"

MPLS-TP Transit tp-32 Path Information

Path Name : tp-32

Admin State : Up Oper State : Up
Path NextHop InLabel OutLabel Out I/F

FP 2080 2081 CtoB_1

RP 2081 2080 CtoA 1

A:mplstp-dutC# show router mpls mpls-tp transit-path "tp-32" detail

MPLS-TP Transit tp-32 Path Information (Detail)

Path Name : tp-32
Admin State : Up Oper State : Up
Path ID configuration
Src Global ID : 42 Dst Global ID : 42
Src Node ID : 0.0.3.234 Dst Node ID 1 0.0.3.233
LSP Number : 2 Dst Tunnel Num: 32
Forward Path configuration
In Label 1 2080 Out Label 1 2081
Out Interface : CtoB 1 Next Hop Addr : n/a
Reverse Path configuration
In Label 1 2081 Out Label 1 2080
Out Interface : CtoA 1 Next Hop Addr : n/a
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A:mplstp-dutC#

2.3.8.6 MPLS-TP interfaces

The following output is an example of mpls-tp specific information.

*A:mlstp-dutA# show router interface "AtoB 1"

Interface Table (Router: Base)

Interface-Name Adm Opr(v4/v6) Mode Port/SapId
IP-Address PfxState

AtoB 1 Down Down/ - - Network 1/2/3:1
Unnumbered If[system] n/a

Interfaces : 1

2.3.9 MPLS-TP debug commands
The following command provides the debug command for an MPLS-TP tunnel:
tools>dump>router>mpls>tp-tunnel <Ilsp-name> [clear]

The following is an output example:
A:mlstp-dutA# tools dump router mpls tp-tunnel

- tp-tunnel <lsp-name> [clear]
- tp-tunnel id <tunnel-id> [clear]

<lsp-name> : [32 chars max]
<tunnel-id> : [1..61440]
<clear> : keyword - clear stats after reading

*A:mlstp-dutA# tools dump router mpls tp-tunnel "1lsp-

"lsp-32" "lsp-33" "lsp-34" "lsp-35" "lsp-36" "lsp-37" "lsp-38" "lsp-39"
"lsp-40" "lsp-41"

*A:mlstp-dutA# tools dump router mpls tp-tunnel "lsp-32"

Idx: 1-32 (Up/Up): pgId 4, paths 2, operChg 1, Active: Protect
Tunnelld: 42::0.0.3.233::32-42::0.0.3.234::32
PgState: Dn, Cnt/Tm: Dn 1/000 04:00:48.160 Up:3/000 00:01:25.840
MplsMsg: tpDn 0/000 00:00:00.000, tunDn 0/000 00:00:00.000
wpDn 0/000 00:00:00.000, ppDn 0/000 00:00:00.000
wpDel 0/000 00:00:00.000, ppDel 0/000 00:00:00.000
tunUp 1/000 00:00:02.070
Paths:
Work (Up/Dn): Lsp 1, Lbl 32/32, If 2/128 (1/2/3 : 0.0.0.0)
Tmpl: ptc: , oam: privatebed-oam-template (bfd: privatebed-bfd-template(np)-
10 ms)
Bfd: Mode CC state Dn/Up handle 160005/0
Bfd-CC (Cnt/Tm): Dn 1/000 04:00:48.160 Up:1/000 00:01:23.970
State: Admin Up (1::1::1) port Up , if Dn , operChg 2
DnReasons: ccFault ifDn
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Protect (Up/Up): Lsp 2, Lbl 2080/2080, If 3/127 (5/1/1 : 0.0.0.0)

Tmpl: ptc: privatebed-protection-template, oam: privatebed-oam-template (bfd:
privatebed-bfd-template(np)-10 ms)

Bfd: Mode CC state Up/Up handle 160006/0

Bfd-CC (Cnt/Tm): Dn 0/000 00:00:00.000 Up:1/000 00:01:25.410

State: Admin Up (1::1::1) port Up , if Up , operChg 1

Aps: Rx - 5, raw 3616, nok O(), txRaw - 3636, revert Y
Pdu: Rx - 0xla-21::0101 (SF), Tx - Oxla-21::0101 (SF)
State: PF:W:L LastEvt pdu (L-SFw/R-SFw)

Tmrs: slow

Defects: None Now: 000 05:02:19.130

Seq Event state TxPdu RxPdu Dir Act Time

000 start UA:P:L SF (0,0) NR (0,0) Tx--> Work 000 00:00:02.080
001 pdu UA:P:L SF (0,0) SF (0,0) Rx<-- Work 000 00:01:24.860
002 pdu UA:P:L SF (0,0) NR (0,0) Rx<-- Work 000 00:01:26.860
003 pUp NR NR (0,0) NR (0,0) Tx--> Work 000 00:01:27.440
004 pdu NR NR (0,0) NR (0,0) Rx<-- Work 000 00:01:28.760
005 wDn PF:W:L SF (1,1) NR (0,0) Tx--> Prot 000 04:00:48.160
006 pdu PF:W:L SF (1,1) NR (0,1) Rx<-- Prot 000 04:00:48.160
007 pdu PF:W:L SF (1,1) SF (1,1) Rx<-- Prot 000 04:00:51.080

The following command shows the free MPLS tunnel IDs available between two values, start-range and
end-range.

tools>dump>router>mpls>free-tunnel-id <start-range> <end-range>
The following command provides a debug tool to view control-channel-status signaling packets.

*A:bksim1611# /debug service id 700 sdp 200:700 event-type
{config-change |
oper-status-change | neighbor-discovery | control-channel-status}

*A:bksiml611l# /debug service id 700 sdp 200:700 event-type control-channel-status

*A:bksim1611#

1 2012/068/31 09:56:12.09 EST MINOR: DEBUG #2001 Base PW STATUS SIG PKT (RX):
"PW STATUS SIG PKT (RX)::

Sdp Bind 200:700 Instance 3

Version : Ox0
PW OAM Msg Type : 0Ox27
Refresh Time : Oxa
Total TLV Length : 0x8
Flags 1 0x0
TLV Type : Ox96a
TLV Len : Ox4
PW Status Bits : Ox0

2 2012/08/31 09:56:22.09 EST MINOR: DEBUG #2001 Base PW STATUS SIG PKT (RX):
"PW STATUS SIG PKT (RX)::

Sdp Bind 200:700 Instance 3
Version : 0x0
PW OAM Msg Type : 0Ox27
Refresh Time : Oxa
Total TLV Length : 0x8
Flags 1 0x0
TLV Type : Ox96a
TLV Len 1 Ox4
PW Status Bits : 0x0

3 2012/08/31 09:56:29.44 EST MINOR: DEBUG #2001 Base PW STATUS SIG PKT (TX):
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"PW STATUS SIG PKT (TX)::
Sdp Bind 200:700 Instance 3

Version : Ox0
PW OAM Msg Type : 0Ox27
Refresh Time : Oxle
Total TLV Length : 0x8
Flags : 0x0
TLV Type : Ox96a
TLV Len : Ox4
PW Status Bits : Ox0

2.4 Traffic Engineering

2.4.1

Without Traffic Engineering (TE), routers route traffic according to the SPF algorithm, disregarding
congestion or packet types.

With TE, network traffic is routed efficiently to maximize throughput and minimize delay. TE facilitates traffic
flows to be mapped to the destination through a different (less congested) path other than the one selected
by the SPF algorithm.

MPLS directs a flow of IP packets along a label switched path (LSP). LSPs are simplex, meaning that
the traffic flows in one direction (unidirectional) from an ingress router to an egress router. Two LSPs are
required for duplex traffic. Each LSP carries traffic in a specific direction, forwarding packets from one
router to the next across the MPLS domain.

When an ingress router receives a packet, it adds an MPLS header to the packet and forwards it to the
next hop in the LSP. The labeled packet is forwarded along the LSP path until it reaches the destination
point. The MPLS header is removed and the packet is forwarded based on Layer 3 information such as the
IP destination address. The physical path of the LSP is not constrained to the shortest path that the IGP
would choose to reach the destination IP address.

TE metric (IS-IS and OSPF)

When the use of the TE metric is selected for an LSP, the shortest path computation after the TE
constraints are applied selects an LSP path based on the TE metric instead of the IGP metric. The user
configures the TE metric under the MPLS interface. Both the TE and IGP metrics are advertised by OSPF
and IS-IS for each link in the network. The TE metric is part of the TE extensions of both IGP protocols.

A typical application of the TE metric is to allow CSPF to represent a dual TE topology for the purpose of
computing LSP paths.

An LSP dedicated for real-time and delay sensitive user and control traffic has its path computed by CSPF
using the TE metric. The user configures the TE metric to represent the delay figure, or a combined delay/
jitter figure, of the link. In this case, the shortest path satisfying the constraints of the LSP path effectively
represents the shortest delay path.

An LSP dedicated for non-delay sensitive user and control traffic has its path computed by CSPF using the
IGP metric. The IGP metric could represent the link bandwidth or some other figure as required.

When the use of the TE metric is enabled for an LSP, CSPF first prunes all links in the network topology
that do not meet the constraints specified for the LSP path. These constraints include bandwidth, admin-
groups, and hop limit. CSPF then runs an SPF on the remaining links. The shortest path among the all
SPF paths is selected based on the TE metric instead of the IGP metric which is used by default. The TE
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2.4.2

2.4.21

metric is only used in CSPF computations for MPLS paths and not in the regular SPF computation for IP
reachability.

Admin group support on facility bypass backup LSP

This feature provides for the inclusion of the LSP primary path admin-group constraints in the computation
of a Fast Reroute (FRR) facility bypass backup LSP to protect the primary LSP path by all nodes in the
LSP path.

This feature is supported with the following LSP types and in both intra-area and inter-area TE where
applicable:

» primary path of a RSVP P2P LSP

* S2L path of an RSVP P2MP LSP instance

» LSP template for an S2L path of an RSVP P2MP LSP instance
* LSP template for auto-created RSVP P2P LSP in intra-area TE

Actions at head-end node

The user enables the signaling of the primary LSP path admin-group constraints in the FRR object at the
ingress LER with the following CLI command:

config>router>mpls>Isp>fast-reroute>propagate-admin-group

When this command is enabled at the ingress LER, the admin-group constraints configured in the context
of the P2P LSP primary path, or the ones configured in the context of the LSP and inherited by the primary
path, are copied into the FAST_REROUTE object. The admin-group constraints are copied into the
include-any or exclude-any fields.

The ingress LER propagates these constraints to the downstream nodes during the signaling of the LSP
to allow them to include the admin-group constraints in the selection of the FRR backup LSP for protecting
the LSP primary path.

The ingress LER inserts the FAST_REROUTE object by default in a primary LSP path message. If the
user disables the object using the following command, the admin-group constraints are not propagated:
config>router>mpls>no frr-object.

The same admin-group constraints can be copied into the Session Attribute object. They are intended for

the use of an LSR, typically an ABR, to expand the ERO of an inter-area LSP path. They are also used by
any LSR node in the path of a CSPF or non-CSPF LSP to check the admin-group constraints against the

ERO regardless if the hop is strict or loose. These are governed strictly by the command:

config>router>mpls>Isp>propagate-admin-group

In other words, the user may decide to copy the primary path admin-group constraints into the
FAST_REROUTE object only, or into the Session Attribute object only, or into both.

The PLR rules for processing the admin-group constraints can make use of either of the two object admin-
group constraints.
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2.4.2.2 Actions at PLR node

The user enables the use of the admin-group constraints in the association of a manual or dynamic bypass
LSP with the primary LSP path at a Point-of-Local Repair (PLR) node using the following global command:

config>router>mpls>admin-group-frr

When this command is enabled, each PLR node reads the admin-group constraints in the

FAST_REROUTE object in the Path message of the LSP primary path. If the FAST_REROUTE object
is not included in the Path message, then the PLR reads the admin-group constraints from the Session
Attribute object in the Path message.

If the PLR is also the ingress LER for the LSP primary path, then it just uses the admin-group constraint
from the LSP or path level configurations.

Whether the PLR node is also the ingress LER or just an LSR for the protected LSP primary path, the
outcome of the ingress LER configuration dictates the behavior of the PLR node and is summarized in

Table 9: Bypass LSP admin-group constraint behavior.

Table 9:

Bypass LSP admin-group constraint behavior

Ingress LER
configuration

Session attribute

FRR object

Bypass LSP at

PLR (LER/LSF)
follows admin-group
constraints

frr-object
Isp>no propagate-admin
group

Isp>frr>propagate-
admin-group

Admin color constraints
not sent

Admin color constraints
sent

Yes

frr-object
Isp>propagate-admin-
group
Isp>frr>propagate-admin
group

Admin color constraints
sent

Admin color constraints
sent

Yes

frr-object
Isp>propagate-admin
group

Isp>frr>no propagate-
admin-group

Admin color constraints
sent

Admin color constraints
not sent

No

No frr-object
Isp>propagate-admin
group

Isp>frr>propagate-
admin-group

Admin color constraints
sent

Not present

Yes
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Ingress LER Session attribute FRR object Bypass LSP at
configuration PLR (LER/LSF)
follows admin-group
constraints

No frr-object Admin color constraints | Not present No

Isp>no propagate-admin | N°t Sent

group
Isp>frr>propagate-
admin-group

No frr-object Admin color constraints | Not present Yes

Isp>propagate-admin sent

group
Isp>frr>no propagate-
admin-group

243

The PLR node then uses the admin-group constraints along with other constraints, such as hop-limit and
SRLG, to select a manual or dynamic bypass among those that are already in use.

If none of the manual or dynamic bypass LSP satisfies the admin-group constraints or the other
constraints, the PLR node requests CSPF for a path that merges the closest to the protected link or node
and that includes or excludes the specified admin-group IDs.

If the user changes the configuration of the above command, there is no effect on existing bypass
associations. The change only applies to new attempts to find a valid bypass.

Manual and timer resignal of RSVP-TE bypass LSP

The config>router>mpls>bypass-resignal-timer command triggers the periodic global re-optimization of
all dynamic bypass LSP paths associated with RSVP P2P LSP. The operation is performed at each expiry
of the user-configurable bypass LSP resignal timer.

When this command is enabled, MPLS requests to CSPF for the best path for each dynamic bypass

LSP originated on this node. The constraints, hop limit, SRLG and admin-group constraints, of the first
associated LSP primary path that originally triggered the signaling of the bypass LSP must be satisfied. To
do this, MPLS saves the original Path State Block (PSB) of that LSP primary path, even if the latter is torn
down.

If CSPF returns no path or returns a new path with a cost that is lower than the current path, MPLS does
not signal the new bypass path. If CSPF returns a new path with a cost that is lower than the current one,
MPLS signals it. Also, if the new bypass path is SRLG strict disjoint with the primary path of the original
PSB while the current path is SRLG loose disjoint, the manual bypass path is resignaled regardless of cost
comparison.

After the new path is successfully signaled, MPLS evaluates each PSB of each PLR (that is, each

unique avoid-node or avoid-link constraint) associated with the current bypass LSP path to check if the
corresponding LSP primary path constraints are still satisfied by the new bypass LSP path. If so, the PSB
association is moved to the new bypass LSP.

Each PSB for which the constraints are not satisfied remains associated with the PLR on the current
bypass LSP and is checked at the next background PSB re-evaluation, or at the next timer or manual
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2.4.31

bypass re-optimization. Additionally, if SRLG FRR loose disjointness is configured using the configure
router mpls srlg-frr command and the current bypass LSP is SRLG disjoint with a primary path while the
new bypass LSP is not SRLG disjoint, the PSB association is not moved.

If a specific PLR associated with a bypass LSP is active, the corresponding PSBs remain associated with
the current PLR until the Global Revertive Make-Before-Break (MBB) tears down all corresponding primary
paths, which also causes the current PLR to be removed.

Note: While it is in the preceding state, the older PLR does not get any new PSB association until
4 the PLR is removed. When the last PLR is removed, the older bypass LSP is torn down.

Additionally, PSBs that have not been moved by the dynamic or manual re-optimization of a bypass LSP,
as a result of the PSB constraints not being met by the new signaled bypass LSP path, are re-evaluated
by the FRR background task, which handles cases where the PSB has requested node protection but its
current PLR is a link-protect.

This feature is not supported with inter-area dynamic bypass LSP and bypass LSP protecting S2L paths of
a P2MP LSP.

The tools>perform>router>mpls>resignal-bypass command performs a manual re-optimization of a
specific dynamic or manual bypass LSP, or of all dynamic bypass LSPs.

The name of a manual bypass LSP is configured by the user. The name of a dynamic bypass LSP is
displayed in the output of show>router>mpls>bypass-tunnel dynamic detail.

The delay option triggers the global re-optimization of all dynamic bypass LSPs at the expiry of the
specified delay. Effectively, this option forces the global bypass resignal timer to expire after an amount of
time equal to the value of the delay parameter. This option has no effect on a manual bypass LSP.

However, when the bypass LSP name is specified, the named dynamic or manual bypass LSP is signaled
and the associations moved only if the new bypass LSP path has a lower cost than the current one. This
behavior is different from that of the similar command for the primary or secondary active path of an LSP,
which signals and switches to the new path regardless of the cost comparison. This handling is required
because a bypass LSP can have a large number of PSB associations and the associated processing churn
is much higher.

In the specific case where the name corresponds to a manual bypass LSP, the LSP is torn down and
resignaled using the new path provided by CSPF if no PSB associations exist. If one or more PSB
associations exist but no PLR is active, the command fails and the user is prompted to explicitly enter the
force option. In this case, the manual bypass LSP is torn down and resignaled, temporarily leaving the
associated LSP primary paths unprotected. If one or more PLRs associated with the manual bypass LSP is
active, the command fails.

Finally, and as with the timer based resignal, the PSB associations are checked for the SRLG and admin
group constraints using the updated information provided by CSPF for the current path and new path of the
bypass LSP. More details are provided in sections RSVP-TE bypass LSP path SRLG information update in
manual and timer resignal MBB and RSVP-TE bypass LSP path administrative group information update in
manual and timer resignal MBB.

RSVP-TE bypass LSP path SRLG information update in manual and timer resignal
MBB

This feature enhances procedures of the timer and manual resignal (both delay and Isp options) of the
RSVP-TE bypass LSP path by updating the SRLG information of the links of the current path and checking
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for SRLG disjointness constraint. The following sequence describes the timer and manual resignal

enhancements:

1. CSPF updates the SRLG membership of the current bypass LSP path and checks if the path violates

the SRLG constraint of the first primary path that was associated with a PLR of this bypass LSP. This is

referred to as the initial Path State Block (initial PSB).
2. CSPF attempts a new path computation for the bypass LSP using the initial PSB constraints.

3. MPLS uses the information returned by CSPF and determines if the new bypass path is more optimal.

a. If SRLG FRR strict disjointness is configured (configure>router>mpls>srig-frr strict) and CSPF
indicates the updated SRLG information of current path violated the SRLG constraint of the PLR of

the initial PSB, the new path is more optimal.

b. Otherwise, MPLS performs additional checks using the PLR of the initial PSB to determine if the
new path is more optimal. Table 10: Determination of bypass LSP path optimality summarizes the
possible cases of bypass path optimality determination.

Table 10: Determination of bypass LSP path optimality

PLR SRLG constraint check1 SRLG FRR Path Path More optimal
configuration cumulative cost | cumulative path
Current | New path (strict/loose) comparison’ SRLG weight
path comparison1
Disjoint Disjoint — New Cost < — New
Current Cost
Disjoint Disjoint — New Cost 2 — Current
Current Cost
Disjoint Not Disjoint — — — Current
Not Not Disjoint — — — New
Disjoint
Not Not Disjoint Strict — — Current
Disjoint
Not Not Disjoint Loose New Cost < — New
Disjoint Current Cost
Not Not Disjoint Loose New Cost > — Current
Disjoint Current Cost
Not Not Disjoint Loose New Cost = New SRLG New
Disjoint Current Cost Weight <
Current SRLG
Weight
Not Not Disjoint Loose New Cost = New SRLG Current
Disjoint Current Cost Weight =

1 This check of the current path makes use of the updated SRLG and cost information provided by CSPF.
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PLR SRLG constraint check’ SRLG FRR Path Path More optimal
configuration cumulative cost | cumulative path
Current | New path (strict/loose) comparison’ SRLG weight
path comparison’
Current SRLG
Weight

4.

If the path returned by CSPF is found to be a more optimal bypass path with respect to the PLR of the
initial PSB, the following sequence of actions is taken:

a.
b.

MPLS signals and programs the new path.

MPLS moves to the new bypass path the PSB associations of all PLRs which evaluation against
Table 10: Determination of bypass LSP path optimality results in the new bypass path being more
optimal.

Among the remaining PLRs, MPLS does one of the following:

» If the updated SRLG information of the current bypass path changed and SRLG FRR loose
disjointness is configured (configure>router>mpls>srig-frr), MPLS keeps this PLR PSB
association with the current bypass path.

» If the updated SRLG information of the current bypass path changed and SRLG strict disjointness
is configured (configure>router>mpls>srlg-frr strict), MPLS evaluates the SRLG constraint of
each PLR and performs the following actions:

— MPLS keeps with the current bypass path the PSB associations of all PLRs where the SRLG
constraint is not violated by the updated SRLG information of the current bypass path.

These PSBs are re-evaluated at the next timer or manual resignal MBB following the same
procedure, as described in RSVP-TE bypass LSP path SRLG information update in manual
and timer resignal MBB.

— MPLS detaches from current bypass path the PSB associations of all PLRs where the SRLG
constraint is violated by the updated SRLG information of the current bypass path.

These orphaned PSBs are re-evaluated by the FRR background task, which checks
unprotected PSBs on a regular basis and following the same procedure, as described in
RSVP-TE bypass LSP path SRLG information update in manual and timer resignal MBB.

5. If the path returned by CSPF is found to be less optimal then the current bypass path or if CSPF did not
return a new path, the following actions are performed:

If the updated SRLG information of the current bypass path did not change, MPLS keeps the current
bypass path and the PSB associations of all PLRs.

If the updated SRLG information of the current bypass path changed and SRLG FRR loose
disjointness is configured (configure>router>mpls>srig-frr), MPLS keeps the current bypass path
and the PSB associations of all PLRs.

If the updated SRLG information of the current bypass path changed and SRLG strict disjointness is
configured (configure>router>mpls>srlg-frr strict), MPLS evaluates the SRLG constraint of each
PLR and performs the following actions:

— MPLS keeps with the current bypass path the PSB associations of all PLRs where the SRLG
constraint is not violated by the updated SRLG information of the current bypass path.

1 This check of the current path makes use of the updated SRLG and cost information provided by CSPF.
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These PSBs are re-evaluated at the next timer or manual resignal MBB following the same
procedure, as described in RSVP-TE bypass LSP path SRLG information update in manual and
timer resignal MBB.

— MPLS detaches from current bypass path the PSB associations of all PLRs where the SRLG
constraint is violated by the updated SRLG information of the current bypass path.

These orphaned PSBs are re-evaluated by the FRR background task, which checks unprotected
PSBs on a regular basis and following the same procedure, as described in RSVP-TE bypass
LSP path SRLG information update in manual and timer resignal MBB.

2.4.3.2 RSVP-TE bypass LSP path administrative group information update in manual and
timer resignal MBB

This feature enhances procedures of the timer and manual resignal (both delay and Isp options) of a
RSVP-TE bypass LSP path by updating the administrative group information of the current path links and
checking for administrative group constraints. The following sequence describes the timer and manual
resignal enhancements:

1.

CSPF updates the administrative group membership of the current bypass LSP path and checks if the
path violates the administrative group constraints of the first primary path which was associated with
this bypass LSP. This is referred to as the initial PSB.

2. CSPF attempts a new path computation for the bypass LSP using the PLR constraints of the initial PSB.

3. MPLS uses the information returned by CSPF and determines if the new bypass path is more optimal.

a. If CSPF indicated the updated administrative group information of current path violated the
administrative group constraint of the initial PSB, then the new path is more optimal.

b. Otherwise, the new path is more optimal only if its metric is lower than the updated metric of the
current bypass path.

If the path returned by CSPF is found to be a more optimal bypass path, MPLS signals and programs
the new path. Because the administrative group constraint is not part of the PLR definition, MPLS
evaluates the PSBs of all PLRs associated with the current bypass, and takes the following actions:

a. MPLS moves to the new bypass path the PSB associations in which the administrative group
constraints are not violated by the new bypass path.

b. Among the remaining PSBs, MPLS does the following:

* MPLS keeps with the current bypass path the PSB associations in which the administrative group
constraints are not violated by the updated administrative group information of the current bypass
path.

These PSBs are re-evaluated at the next timer or manual resignal MBB following the same
procedure, as described in RSVP-TE bypass LSP path administrative group information update in
manual and timer resignal MBB.

* MPLS detaches from current bypass path the PSB associations in which the administrative group
constraints are violated by the updated administrative group information of the current bypass
path.

These orphaned PSBs are re-evaluated by the FRR background task, which checks unprotected
PSBs on a regular basis and following the same procedure, as described in RSVP-TE bypass
LSP path administrative group information update in manual and timer resignal MBB.
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5. If the path returned by CSPF is found to be less optimal than the current bypass path or if CSPF did not
return a new path, the following actions are performed:

« If the updated administrative group information of the current bypass path did not change, MPLS
keeps the current bypass path and all PSB associations.

+ If the updated administrative group information of the current bypass path has changed, MPLS
evaluates the PSBs of all PLRs associated with the current bypass, and performs the following
actions:

— MPLS keeps with the current bypass path the PSB associations in which the administrative group
constraints are not violated by the updated administrative group information of the current bypass
path.

— MPLS detaches from current bypass path the PSB associations in which the administrative group
constraints are violated by the updated administrative group information of the current bypass
path.

These orphaned PSBs are re-evaluated by the FRR background task, which checks unprotected
PSBs on a regular basis and following the same procedure, as described in RSVP-TE bypass
LSP path administrative group information update in manual and timer resignal MBB.

2.4.4 RSVP-TE LSP active path administrative group information update in timer
resignal MBB

This feature enhances the procedures of the timer resignal and of the delay option of the manual resignal

of the active path of a RSVP-TE LSP. The feature updates the administrative group information of the links

of the current path and checks for administrative group constraint. MPLS performs the following sequence

of actions:

1. CSPF checks the validity and updates the administrative group membership of the current active path.
The validity of the path means that each TE link used by the path is still in the TE-DB, which ensures
the continuous path form ingress to egress.

2. CSPF attempts a new path computation for the active path.
« If CSPF returns a new path, MPLS performs the following actions:
— If CSPF finds the current path is invalid, MPLS signals and programs the new path.

— If the updated administrative group membership of the current path violates the path
administrative group constraint, MPLS signals and programs the new path.

— If the updated administrative group membership of current path does not violate the path
administrative group constraint, MPLS signals the new path only if its cumulative metric is
different from the updated cumulative metric of the current path.

» If CSPF returns no path, MPLS keeps the current path regardless of whether the updated
administrative group membership of the current path violates the path administrative group
constraint.

This behavior of SR OS prevents unnecessary blackholing of traffic as a result of potential TE
database churn, in which case a compliant path for the administrative group constraint is found at
the next resignal timer expiry.
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2.4.5

2.4.51

2.4.5.2

2.4.5.21

DiffServ traffic engineering

DiffServ traffic engineering (TE) provides the ability to manage bandwidth on a per-TE class basis as per
RFC 4124. In the base traffic engineering, LER computes LSP paths based on available BW of links on the
path. DiffServ TE adds ability to perform this on a per-TE class basis.

A TE class is a combination of Class Type and LSP priority. A Class Type is mapped to one or more
system Forwarding Classes using a configuration profile. The operator sets different limits for admission
control of LSPs in each TE class over each TE link. Eight TE classes are supported. Admission control of
LSP paths bandwidth reservation is performed using the Maximum Allocation Bandwidth Constraint Model
as per RFC 4125.

Mapping of traffic to a DiffServ LSP

An LER allows the operator to map traffic to a DiffServ LSP using one of the following methods:
» explicit RSVP SDP configuration of a VLL, VPLS, or VPRN service

» class-based forwarding in an RSVP SDP. The operator can enable the checking by RSVP that a
Forwarding Class (FC) mapping to an LSP under the SDP configuration is compatible with the DiffServ
Class Type (CT) configuration for this LSP.

+ the auto-bind-tunnel RSVP-TE option in a VPRN service
+ static routes with indirect next-hop being an RSVP LSP name

Admission control of classes

There are a couple of admission control decisions made when an LSP with a specified bandwidth is to
be signaled. The first is in the head-end node. CSPF only considers network links that have sufficient
bandwidth. Link bandwidth information is provided by IGP TE advertisement by all nodes in that network.

Another decision made is local CAC and is performed when the RESV message for the LSP path is
received in the reverse direction by a SR OS in that path. The bandwidth value selected by the egress LER
is checked against link bandwidth, otherwise the reservation is rejected. If accepted, the new value for the
remaining link bandwidth is advertised by IGP at the next advertisement event.

Both of these admission decisions are enhanced to be performed at the TE class level when DiffServ

TE is enabled. In other words, CSPF in the head-end node must check the LSP bandwidth against the
‘unreserved bandwidth’ advertised for all links in the path of the LSP for that TE class which consists of a
combination of a CT and a priority. Same for the admission control at SR OS receiving the Resv message.

Maximum allocation model

The admission control rules for this model are described in RFC 4125. Each CT shares a percentage
of the Maximum Reservable Link Bandwidth through the user-configured BC for this CT. The Maximum
Reservable Link Bandwidth is the link bandwidth multiplied by the RSVP interface subscription factor.

The sum of all BC values across all CTs does not exceed the Maximum Reservable Link Bandwidth. In
other words, the following rule is enforced:

SUM (BCc) =< Max-Reservable-Bandwidth, 0 < c <7

An LSP of class-type CTc, setup priority p, holding priority h (h=<p), and bandwidth B is admitted into a link
if the following condition is satisfied:
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24.5.2.2

B < Unreserved Bandwidth for TE-Classi]

where TE-Class [i] maps to < CTc, p > in the definition of the TE classes on the node. The bandwidth
reservation is effected at the holding priority; that is, in TE-class [j] = <CTc, h>. As such, the reserved
bandwidth for CTc and the unreserved bandwidth for the TE classes using CTc are updated as follows:

Reserved(CTc) = Reserved(CTc) + B
Unreserved TE-Class [j] = BCc - SUM (Reserved(CTc,q)) for 0O g<h
Unreserved TE-Class [i] = BCc - SUM (Reserved(CTc,q)) for0 g <p

The same is done to update the unreserved bandwidth for any other TE class making use of the same CTc.
These new values are advertised to the rest of the network at the next IGP-TE flooding.

When DiffServ is disabled on the node, this model degenerates into a single default CT internally with
eight preemption priorities and a non-configurable BC equal to the Maximum Reservable Link Bandwidth.
This would behave exactly like CTO with eight preemption priorities and BC= Maximum Reservable Link
Bandwidth if DiffServ was enabled.

Russian doll model
The RDM model is defined using the following equations:

SUM (Reserved (CTc)) < BCb

where the SUM is across all values of ¢ in the range b < ¢ £ (MaxCT - 1), and BCb is the bandwidth
constraint of CTb.

BCO0= Max-Reservable-Bandwidth, so that:
SUM (Reserved(CTc)) £ Max-Reservable-Bandwidth,
where the SUM is across all values of ¢ in the range 0 < ¢ < (MaxCT -1)

An LSP of class-type CTc, setup priority p, holding priority h (h=<p), and bandwidth B is admitted into a
link if the following condition is satisfied:

B < Unreserved Bandwidth for TE-Class][i]
where TE-Class [i] maps to <CTc, p> in the definition of the TE classes on the node. The bandwidth
reservation is effected at the holding priority, that is, in TE-class [j] = <CTc, h>. As such, the reserved
bandwidth for CTc and the unreserved bandwidth for the TE classes using CTc are updated as follows:
Reserved(CTc) = Reserved(CTc) + B
Unreserved TE-Class [j] = Unreserved (CTc, h) = Min [

BCc - SUM (Reserved (CTb, q) for0sq<h,c<b =<7,

BC(c-1) - SUM (Reserved (CTb, q) for 0sq < h, (c-1)sb =7,

BCO - SUM (Reserved (CTb, q) for0sq<h,0<b 7]
Unreserved TE-Class [i] = Unreserved (CTc, p) = Min [

BCc - SUM (Reserved (CTh, q) for0sq<p,c<b =<7,

BC(c-1) — SUM (Reserved (CTb, q) for 0sq <p, (c-1)<b <7,

BCO - SUM (Reserved (CTb, q) for 0<sq < p, 0 < b <7]
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The same is done to update the unreserved bandwidth for any other TE class making use of the same CTc.
These new values are advertised to the rest of the network at the next IGP-TE flooding.

Example CT bandwidth sharing with RDM

Below is a simple example with two CT values (CTO, CT1) and one priority 0 as shown in Figure 24: RDM
with two class types.

Figure 24: RDM with two class types

CT CT1+CTO

al_0206

Suppose CT1 bandwidth, or the CT1 percentage of Maximum Reservable Bandwidth to be more accurate
is 100 Mb/s and CT2 bandwidth is 100 Mb/s and link bandwidth is 200 Mb/s. BC constraints can be
calculated as follows.

BC1 = CT1 Bandwidth = 100 Mb/s.
BCO = {CT1 Bandwidth} + {CTO Bandwidth} = 200 Mb/s.
Suppose an LSP comes with CT1, setup and holding priorities of 0 and a bandwidth of 50 Mb/s.

Figure 25: First LSP reservation

50 MB, Reserved

CT1 CT1+CTO

al_0207

According to the RDM admission control policy:

Reserved (CT1, 0) = 50 < 100 Mb/s

Reserved (CTO, 0) + Reserved (CT1, 0) = 50 < 200 Mb/s

This results in the following unreserved bandwidth calculation.

Unreserved (CT1, 0) = BC1 — Reserved (CT1, 0) = 100 — 50 = 50 Mb/s

Unreserved (CTO, 0) = BCO — Reserved (CTO, 0) — Reserved (CT1, 0) = 200 — 0 — 50= 150 Mb/s.
The bandwidth reserved by a doll is not available to itself or any of the outer dolls.
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2454

Suppose now another LSP comes with CTO, setup and holding priorities of 0 and a bandwidth 120 Mb/s.

Figure 26: Second LSP reservation

120 MB, Reserved,
20 MB taken from CT1

al_0208

Reserved (CTO0, 0) = 120 < 150 Mb/s

Reserved (CTO, 0) + Reserved (CT1, 0) = 120 + 50 = 170 < 200 Mb/s
Unreserved (CTO, 0) = 150 -120 = 30 Mb/s

If we simply checked BC1, the formula would yield the wrong results:
Unreserved (CT1, 0) = BC1 — Reserved (CT1, 0) = 100 -50 = 50 Mb/s

Because of the encroaching of CTO0 into CT1, we would need to deduct the overlapping reservation. This
would then yield:

Unreserved (CT1, 0) = BCO — Reserved (CTO, 0) — Reserved (CT1, 0) =200 — 120 - 50 = 30 Mb/s, which is
the correct figure.

Extending the formula with both equations:

Unreserved (CT1, 0) = Min [BC1 — Reserved (CT1, 0), BCO — Reserved (CTO, 0) — Reserved (CT1, 0)] =
Min [100 — 50, 200 — 120 — 50] = 30 Mb/s

An outer doll can encroach into an inner doll, reducing the bandwidth available for inner dolls.

RSVP control plane extensions

RSVP uses the Class Type object to carry LSP class-type information during path setup. Eight values are
supported for class-types 0 through 7 as per RFC 4124. Class type 0 is the default class that is supported
today on the router.

One or more forwarding classes map to a DiffServ class type trough a system level configuration.

IGP extensions

IGP extensions are defined in RFC 4124. DiffServ TE advertises link available bandwidth, referred to as
unreserved bandwidth, by OSPF TE or IS-IS TE on a per TE class basis. A TE class is a combination of
a class type and an LSP priority. To reduce the amount of per TE class flooding required in the network,
the number of TE classes is set to eight. This means that eight class types can be supported with a single
priority or four class types with two priorities, and so on. In that case, the operator configures the wanted
class type on the LSP such that RSVP-TE can signal it in the class-type object in the path message.
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IGP continues to advertise the existing Maximum Reservable Link Bandwidth TE parameter to mean the
maximum bandwidth that can be booked on a specified interface by all classes. The value advertised is
adjusted with the link subscription factor.

2.4.5.5 DiffServ TE configuration and operation

2.4.5.5.1 RSVP protocol level
About this task

The following are the configuration steps at the RSVP protocol level:

Procedure

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

The operator enables DiffServ TE by executing the diffserv-te command in the
config>router>rsvp context. When this command is enabled, 1S-IS and OSPF start advertising
available bandwidth for each TE class configured under the diffserv-te node. The operator can
disable DiffServ TE globally by using the no form of the command.

The enabling or disabling of DiffServ on the system requires that the RSVP and MPLS protocol
be shutdown. The operator must execute the no shutdown command in each context after

all parameters under both protocols are defined. When saved in the configuration file, the no
shutdown command is automatically inserted under both protocols to make sure they come up
after a node reboot.

IGP advertises the available bandwidth in each TE class in the unreserved bandwidth TE
parameter for that class for each RSVP interface in the system.

In addition, IGP continues to advertise the existing Maximum Reservable Link Bandwidth
TE parameter so the maximum bandwidth that can be booked on a specific interface by all
classes. The value advertised is adjusted with the link subscription factor configured in the
config>router>rsvp>if>subscription percentage context.

The operator can overbook (underbook) the maximum reservable bandwidth of a CT by
overbooking (underbooking) the interface maximum reservable bandwidth by configuring the
appropriate value for the subscription percentage parameter.

The diffserv-te command only has effect if the operator has already enabled TE at the IS-IS and,
or OSPF routing protocol levels:

config>router>isis>traffic-engineering
config>router>ospf>traffic-engineering

The following DiffServ TE parameters are configured globally under the diffserv-te node. They
apply to all RSVP interfaces on the system. When configured, these parameters can only be
changed after shutting down the MPLS and RSVP protocols:

a. Definition of TE classes, TE Class = {Class Type (CT), LSP priority}. Eight TE classes can
be supported. There is no default TE class when DiffServ is enabled. The operator must
explicitly define each TE class. However, when DiffServ is disabled there is an internal use of
the default CT (CTO) and eight preemption priorities as shown in Table 11: Internal TE class
definition when DiffServ TE is disabled.
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Table 11: Internal TE class definition when DiffServ TE is disabled

Class type LSP priority
(CT internal)
0 7
6
0 5
0 4
0 3
0 2
0 1
0 0

b. A mapping of the system forwarding class to CT. The default settings are shown in Table 12:

Default mapping of forwarding class to TE class.

Table 12: Default mapping of forwarding class to TE class

FCID FC name FC designation Class type (CT)
7 Network Control NC 7
6 High-1 H1 6
5 Expedited EF 5
4 High-2 H2 4
3 Low-1 L1 3
2 Assured AF 2
1 Low-2 L2 1
0 Best Effort BE 0

c. Configuration of the percentage of RSVP interface bandwidth each CT shares, for example,
the Bandwidth Constraint (BC), using the class-type-bw command. The absolute value
of the CT share of the interface bandwidth is derived as the percentage of the bandwidth
advertised by IGP in the maximum reservable link bandwidth TE parameter, for example,
the link bandwidth multiplied by the RSVP interface subscription percentage parameter.
Note that this configuration also exists at the RSVP interface level and the interface specific
configured value overrides the global configured value. The BC value can be changed at
any time. The operator can specify the BC for a CT which is not used in any of the TE class

definition but that does not get used by any LSP originating or transiting this node.

3HE 18393 AAAD TQZZA 01

© 2022 Nokia.

Use subject to Terms available at: www.nokia.com/terms/.

118



MPLS GUIDE RELEASE 22.10.R1 MPLS and RSVP

d. Configuration of the Admission Control Policy to be used: only the Maximum Allocation Model
(MAM) is supported. The MAM value represents the bandwidth constraint models for the
admission control of an LSP reservation to a link.

2.4.5.5.2 RSVP interface level

The following are the configuration steps at the RSVP interface level:

1. The operator configures the percentage of RSVP interface bandwidth each CT shares, for example, the
BC, using the class-type-bw command. The value entered at the interface level overrides the global
value configured under the diffserv-te node.

2. The operator can overbook (underbook) the maximum reservable bandwidth of a specific CT by
overbooking (underbooking) the interface maximum reservable bandwidth via configuring the
appropriate value for the subscription percentage parameter in the config>router>rsvp>interface
context.

Note: Both the BC value and the subscription parameter can be changed at any time.

2.4.5.5.3 LSP and LSP path levels

The following are the configuration steps at the LSP and LSP path levels:

1. The operator configures the CT in which the LSP belongs by configuring the class-type ct-number
command at the LSP level and, or the path level. The path level value overrides the LSP level value. By
default, an LSP belongs to CTO.

2. Only one CT per LSP path is allowed per RFC 4124, Protocol Extensions for Support of Diffserv-
aware MPLS Traffic Engineering. A multi-class LSP path is achieved through mapping multiple system
Forwarding Classes to a CT.

3. The signaled CT of a dynamic bypass must always be CTO regardless of the CT of the primary LSP
path. The setup and hold priorities must be set to default values, for example, 7 and 0 respectively. This
assumes that the operator configured a couple of TE classes, one which combines CTO and a priority of
7 and the other which combines CTO and a priority of 0. If not, the bypass LSP is not signaled and goes
into the down state.

4. The operator cannot configure the CT, setup priority, and holding priority of a manual bypass. They are
always signaled with CTO and the default setup and holding priorities.

5. The signaled CT, setup priority and holding priority of a detour LSP matches those of the primary LSP
path it is associated with.

6. The operator can also configure the setup and holding priorities for each LSP path.

7. An LSP which does not have the CT explicitly configured behaves like a CT0O LSP when DiffServ is
enabled.

If the operator configured a combination of a CT and a setup priority and, or a combination of a CT and a
holding priority for an LSP path that are not supported by the user-defined TE classes, the LSP path is kept
in a down state and error code is shown within the show command output for the LSP path.
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2.4.6 DiffServ TE LSP class type change under failure

An option to configure a main Class Type (CT) and a backup CT for the primary path of a DiffServ TE
LSP is provided. The main CT is used under normal operating conditions, for example, when the LSP is
established the first time and when it gets re-optimized because of timer based or manual resignal. The
backup CT is used when the LSP retries under failure.

The use of backup Class Type (CT) by an LSP is enabled by executing the
config>router>mpls>Isp>primary>backup-class-type ct-number command at the LSP primary path
level.

When this option is enabled, the LSP uses the CT configured using the following commands (whichever is
inherited at the primary path level) as the main CT:

» config>router>mpls>Isp>class-type ct-number
» config>router>mpls>Isp>primary>class-type ct-number

The main CT is used at initial establishment and during a manual or a timer based resignal Make-Before-
Break (MBB) of the LSP primary path. The backup CT is used temporarily to signal the LSP primary path
when it fails and goes into retry.

Note that any valid values may be entered for the backup CT and main CT, but they cannot be the same.
No check is performed to make sure that the backup CT is a lower CT in DiffServ Russian-Doll Model
(RDM) admission control context.

The secondary paths of the same LSP are always signaled using the main CT as in existing
implementation.

2.4.6.1 LSP primary path retry procedures

This feature behaves according to the following rules:

*  When an LSP primary path retries because of a failure, for example, it fails after being in the up state, or
undergoes any type of MBB, MPLS retries a new path for the LSP using the main CT. If the first attempt
failed, the head-end node performs subsequent retries using the backup CT. This procedure must be
followed regardless if the currently used CT by this path is the main or backup CT. This applies to both
CSPF and non-CSPF LSPs.

» The triggers for using the backup CT after the first retry attempt are:
— Alocal interface failure or a control plane failure (hello timeout, and so on).

— Receipt of a PathErr message with a notification of a FRR protection becoming active downstream
and, or receipt of a Resv message with a ‘Local-Protection-In-Use’ flag set. This invokes the FRR
Global Revertive MBB.

— Receipt of a PathErr message with error code=25 (Notify) and sub-code=7 (Local link maintenance
required) or a sub-code=8 (Local node maintenance required). This invokes the TE Graceful
Shutdown MBB. Note that in this case, only a single attempt is performed by MBB as in current
implementation; only the main CT is retried.

— Receipt of a Resv refresh message with the ‘Preemption pending’ flag set or a PathErr message
with error code=34 (Reroute) and a value=1 (Reroute request soft preemption). This invokes the soft
preemption MBB.

— Receipt of a ResvTear message.
— A configuration change MBB.
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When an unmapped LSP primary path goes into retry, it uses the main CT until the number of

retries reaches the value of the new main-ct-retry-limit parameter. If the path did not come up, it

must start using the backup CT at that point in time. By default, this parameter is set to infinite

value. The new main-ct-retry-limit parameter has no effect on an LSP primary path, which retries
because of a failure event. This parameter is configured using the main-ct-retry-limit command in the
config>router>mpls>Isp context. If the user entered a value of the main-ct-retry-limit parameter that
is greater than the LSP retry-limit, the number of retries still stops when the LSP primary path reaches
the value of the LSP retry-limit. In other words, the meaning of the LSP retry-limit parameter is not
changed and always represents the upper bound on the number of retries. The unmapped LSP primary
path behavior applies to both CSPF and non-CSPF LSPs.

An unmapped LSP primary path is a path that never received a Resv in response to the first path
message sent. This can occur when performing a “shut/no-shut” on the LSP or LSP primary path or
when the node reboots. An unmapped LSP primary path goes into retry if the retry timer expired or the
head-end node received a PathErr message before the retry timer expired.

When the clear>router>mpls>Isp command is executed, the retry behavior for this LSP is the same as
in the case of an unmapped LSP.

If the value of the parameter main-ct-retry-limit is changed, the new value is only used at the next time
the LSP path is put into a “no-shut” state.

The following is the behavior when the user changes the main or backup CT:

— If the user changes the LSP level CT, all paths of the LSP are torn down and resignaled in a break-
before-make fashion. Specifically, the LSP primary path is torn down and resignaled even if it is
currently using the backup CT.

— If the user changes the main CT of the LSP primary path, the path is torn down and resignaled even
if it is currently using the backup CT.

— If the user changes the backup CT of an LSP primary path when the backup CT is in use, the path is
torn down and is resignaled.

— If the user changes the backup CT of an LSP primary path when the backup CT is not in use, no
action is taken. If however, the path was in global Revertive, gshut, or soft preemption MBB, the
MBB is restarted. This actually means the first attempt is with the main CT and subsequent ones, if
any, with the new value of the backup CT.

— Consider the following priority of the various MBB types from highest to lowest: Delayed Retry,
Preemption, Global Revertive, Configuration Change, and TE Graceful Shutdown. If an MBB request
occurs while a higher priority MBB is in progress, the latter MBB is restarted. This actually means the
first attempt is with the main CT and subsequent ones, if any, with the new value of the backup CT.

If the least-fill option is enabled at the LSP level, then CSPF must use least-fill equal cost path selection
when the main or backup CT is used on the primary path.

When the resignal timer expires, CSPF tries to find a path with the main CT. The head-end node must
resignal the LSP even if the new path found by CSPF is identical to the existing one because the idea
is to restore the main CT for the primary path. If a path with main CT is not found, the LSP remains on
its current primary path using the backup CT. This means that the LSP primary path with the backup
CT may no longer be the most optimal one. Furthermore, if the least-fill option was enabled at the LSP
level, CSPF does not check if there is a more optimal path, with the backup CT, according to the least-
fill criterion and, so, does not raise a trap to indicate the LSP path is eligible for least-fill re-optimization.

When the user performs a manual resignal of the primary path, CSPF tries to find a path with the main
CT. The head-end node must resignal the LSP as in current implementation.
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2.4.6.2

» If a CPM switchover occurs while an the LSP primary path was in retry using the main or backup CT, for
example, was still in operationally down state, the path retry is restarted with the main CT until it comes
up. This is because the LSP path retry count is not synchronized between the active and standby CPMs
until the path becomes up.

* When the user configured secondary standby and non-standby paths on the same LSP, the switchover
behavior between primary and secondary is the same as in existing implementation.

This feature is not supported on a P2MP LSP.

Bandwidth sharing across class types

To allow different levels of booking of network links under normal operating conditions and under failure
conditions, it is necessary to allow sharing of bandwidth across class types.

This feature introduces the Russian-Doll Model (RDM) DiffServ TE admission control policy described in
RFC 4127, Russian Dolls Bandwidth Constraints Model for Diffserv-aware MPLS Traffic Engineering. This
mode is enabled using the following command: config>router>rsvp>diffserv-te rdm.

The Russian Doll Model (RDM) LSP admission control policy allows bandwidth sharing across Class Types
(CTs). It provides a hierarchical model by which the reserved bandwidth of a CT is the sum of the reserved
bandwidths of the numerically equal and higher CTs. Figure 27: RDM admission control policy example
shows an example.

Figure 27: RDM admission control policy example

CT2 CT2+CT1 CT2+CT1+CTO

al_0209

CT2 has a bandwidth constraint BC2 which represents a percentage of the maximum reservable link
bandwidth. Both CT2 and CT1 can share BC1 which is the sum of the percentage of the maximum
reservable bandwidth values configured for CT2 and CT1 respectively. Finally, CT2, CT1, and CTO
together can share BCO which is the sum of the percentage of the maximum reservable bandwidth values
configured for CT2, CT1, and CTO respectively. The maximum value for BCO is of course the maximum
reservable link bandwidth.

What this means in practice is that CTO LSPs can use up to BCO in the absence of LSPs in CT1 and CT2.
When this occurs and a CT2 LSP with a reservation less than or equal to BC2 requests admission, it is
only admitted by preempting one or more CTO LSPs of lower holding priority than this LSP setup priority.
Otherwise, the reservation request for the CT2 LSP is rejected.

It is required that multiple paths of the same LSP share common link bandwidth because they are signaled
using the Shared Explicit (SE) style. Specifically, two instances of a primary path, one with the main CT
and the other with the backup CT, must temporarily share bandwidth while MBB is in progress. Also, a
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2.4.6.3

24.64

primary path and one or many secondary paths of the same LSP must share bandwidth whether they are
configured with the same or different CTs.

Downgrading the CT of bandwidth sharing LSP paths

Consider a link configured with two class types CT0 and CT1 and making use of the RDM admission
control model as shown in Figure 28: Sharing bandwidth when an LSP primary path is downgraded to
backup CT.

Figure 28: Sharing bandwidth when an LSP primary path is downgraded to backup CT

BCO =CTO0 + CT1 <—BCO=CTO+CT1  \when LSP is torn down,
CTO - the same BW moves to CTO
< BC1=CT1 BC1=CT1
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<—BC0=CT0+CT1
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In case all BW in CTO was used, LSP
X BW is still available for sharing

-
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Consider an LSP path Z occupying bandwidth B at CT1. BCO being the sum of all CTs below it, the
bandwidth occupied in CT1 is guaranteed to be available in CT0. When new path X of the same LSP

for CTO is setup, it uses the same bandwidth B as used by path Z as shown in Figure 28: Sharing
bandwidth when an LSP primary path is downgraded to backup CT (a). When path Z is torn down the
same bandwidth now occupies CTO as shown in Figure 28: Sharing bandwidth when an LSP primary path
is downgraded to backup CT (b). Even if there were no new BW available in CTO as can be seen in Figure
28: Sharing bandwidth when an LSP primary path is downgraded to backup CT (c), path X can always
share the bandwidth with path Z.

CSPF at the head-end node and CAC at the transit LSR node shares bandwidth of an existing path when
its CT is downgraded in the new path of the same LSP.

Upgrading the CT of bandwidth sharing LSP paths

When upgrading the CT the following issue can be apparent. Assume an LSP path X exists with CT0. An
attempt is made to upgrade this path to a new path Z with CT1 using an MBB.
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Figure 29: Sharing bandwidth when an LSP primary path is upgraded to main CT
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In Figure 29: Sharing bandwidth when an LSP primary path is upgraded to main CT (a), if the path X
occupies the bandwidth as shown it cannot share the bandwidth with the new path Z being setup. If a
condition exists, as shown in Figure 29: Sharing bandwidth when an LSP primary path is upgraded to main
CT, (b) the path Z can never be setup on this particular link.

Consider Figure 29: Sharing bandwidth when an LSP primary path is upgraded to main CT (c). The CTO
has a region that overlaps with CT1 as CTO0 has incursion into CT1. This overlap can be shared. However,
to find whether such an incursion has occurred and how large the region is, it is required to know the
reserved bandwidths in each class. Currently, IGP-TE advertises only the unreserved bandwidths. Hence,
it is not possible to compute these overlap regions at the head end during CSPF. Moreover, the head end
needs to then try and mimic each of the traversed links exactly which increases the complexity.

CSPF at the head-end node only attempts to signal the LSP path with an upgraded CT if the advertised
bandwidth for that CT can accommodate the bandwidth. In other words, it assumes that in the worst case
this path does not share bandwidth with another path of the same LSP using a lower CT.

2.5 Advanced MPLS/RSVP features

2.5.1

This section describes advanced MPLS/RSVP features.

Extending RSVP LSP to use loopback interfaces other than router-id

It is possible to configure the address of a loopback interface, other than the router-id, as the destination
of an RSVP LSP, or a P2MP S2L sub-LSP. In the case of a CSPF LSP, CSPF searches for the best path
that matches the constraints across all areas and levels of the IGP where this address is reachable. If
the address is the router-id of the destination node, then CSPF selects the best path across all areas and
levels of the IGP for that router-id; regardless of which area and level the router-id is reachable as an
interface.

In addition, the user can now configure the address of a loopback interface, other than the router-id, as
a hop in the LSP path hop definition. If the hop is strict and corresponds to the router-id of the node, the
CSPF path can use any TE enabled link to the downstream node, based on best cost. If the hop is strict
and does not correspond to the router-id of the node, then CSPF fails.
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2.5.2 LSP path change
The tools perform router mpls update-path {Isp /sp-name path current-path-name new-path new-path-
name} command instructs MPLS to replace the path of the primary or secondary LSP.

The primary or secondary LSP path is indirectly identified via the current-path-name value. In existing
implementation, the same path name cannot be used more than once in a specific LSP name.

This command is also supported on an SNMP interface.

This command applies to both CSPF LSP and to a non-CSPF LSP. However, it is only honored when the
specified current-path-name has the adaptive option enabled. The adaptive option can be enabled the LSP
level or at the path level.

The new path must be first configured in CLI or provided via SNMP. The configure >router>mpls>path
path-name command is used to enter the path.

The command fails if any of the following conditions are satisfied:
» The specified current-path-name of this LSP does not have the adaptive option enabled.
» The specified new-path-name value does not correspond to a previously defined path.

» The specified new-path-name value exists but is being used by any path of the same LSP, including this
one.

When the command is executed, MPLS performs a single MBB attempt to move the LSP path to the new
path.

» If the MBB is successful, MPLS updates the new path.

— MPLS writes the corresponding NHLFE in the data path if this path is the current backup path for the
primary.

— If the current path is the active LSP path, it updates the path, writes the new NHLFE in the data path,
which causes traffic to switch to the new path.

+ If the MBB is not successful, the path retains its current value.
» The update-path MBB has the same priority as the manual resignal MBB.

2.5.3 Manual LSP path switch

This feature provides a new command to move the path of an LSP from a standby secondary to another
standby secondary.

The base version of the command allows the path of the LSP to move from a standby (or an active
secondary) to another standby of the same priority. If a new standby path with a higher priority or a primary
path comes up after the tools perform command is executed, the path re-evaluation command runs and
the path is moved to the path specified by the outcome of the re-evaluation.

The CLI command for the base version is:
tools>perform>router>mpls>switch-path>Isp /sp-name path path-name

The sticky version of the command can be used to move from a standby path to any other standby path
regardless of priority. The LSP remains in the specified path until this path goes down or the user performs
the no form of the tools perform command.

The CLI commands for the sticky version are:
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tools>perform>router>mpls>force-switch-path>Isp /sp-name path path-name

tools>perform>router>mpls>no force-switch-path Isp /sp-name

2.5.4 MBB procedures for LSP/path parameter configuration change

When an LSP is switched from an existing working path to a new path, it is desirable to perform this in a
hitless fashion. The Make-Before-Break (MBB) procedure consist of first signaling the new path when it is
up, and having the ingress LER move the traffic to the new path. Only then the ingress LER tears down the
original path.

MBB procedure is invoked during the following operations:

timer based and manual resignal of an LSP path

Fast-ReRoute (FRR) global revertive procedures

soft preemption of an LSP path

Traffic-Engineering (TE) graceful shutdown procedures

update of secondary path because of an update to primary path SRLG

o g~ wN=

LSP primary or secondary path name change

7. LSP or path configuration parameter change

In a prior implementation, item7 covers the following parameters:

1. changing the primary or secondary path bandwidth parameter on the fly
2. enabling the frr option for an LSP

This feature extends the coverage of the MBB procedure to most of the other LSP level and Path level
parameters as follows:

» changes to include/exclude of admin groups at LSP and path levels

» enabling/disabling LSP level path-computation local-cspf option

» enabling/disabling LSP level metric-type parameter

» enabling/disabling LSP level propagate-admin-group option

» enabling/disabling LSP level hop-limit option in the fast-reroute context
» enabling the LSP level least-fill option

» enabling/disabling LSP level adspec option

» changing between node-protect and “no node-protect” (link-protect) values in the LSP level fast-reroute
option

» changing LSP primary or secondary path priority values (setup-priority and hold-priority)

» changing LSP primary or secondary path class-type value and primary path backup-class-type value
» changing LSP level and path level hop-limit parameter value

» enabling/disabling primary or secondary path record and record-label options

This feature is not supported on a manual bypass LSP.

P2MP Tree Level Make-before-break operation is supported if changes are made to the following
parameters on LSP-Template:

» changing bandwidth on P2MP LSP-Template
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* enabling Fast Re-Route on P2MP LSP-Template

2.5.5 Automatic creation of RSVP-TE LSP mesh

2.5.5.1

2.5.5.1.1

This feature enables the automatic creation of an RSVP point-to-point LSP to a destination node whose
router-id matches a prefix in the specified peer prefix policy. This LSP type is referred to as auto-LSP of
type mesh.

The user can associate multiple templates with the same or different peer prefix policies. Each application
of an LSP template with a specific prefix in the prefix list results in the instantiation of a single CSPF
computed LSP primary path using the LSP template parameters as long as the prefix corresponds to a
router-id for a node in the TE database. Each instantiated LSP has a unique LSP ID and a unique tunnel
ID.

Up to five (5) peer prefix policies can be associated with a specific LSP template at all times. Each time
the user executes the above command with the same or different prefix policy associations, or the user
changes a prefix policy associated with an LSP template, the system re-evaluates the prefix policy. The
outcome of the re-evaluation tells MPLS if an existing LSP needs to be torn down or if a new LSP needs to
be signaled to a destination address that is already in the TE database.

If a /32 prefix is added to (removed from) or if a prefix range is expanded (shrunk) in a prefix list associated
with an LSP template, the same prefix policy re-evaluation described above is performed.

The trigger to signal the LSP is when the router with a router-id the matching a prefix in the prefix list
appears in the TE database. The signaled LSP is installed in the Tunnel Table Manager (TTM) and is
available to applications such as LDP-over-RSVP, resolution of BGP label routes, resolution of BGP, IGP,
and static routes. It is, however, not available to be used as a provisioned SDP for explicit binding or auto-
binding by services.

If the one-hop option is specified instead of a prefix policy, this command enables the automatic signaling
of one-hop point-to-point LSPs using the specified template to all directly connected neighbors. This LSP
type is referred to as auto-LSP of type one-hop. Although the provisioning model and CLI syntax differ
from that of a mesh LSP only by the absence of a prefix list, the actual behavior is quite different. When
the above command is executed, the TE database keeps track of each TE link that comes up to a directly
connected IGP neighbor whose router-id is discovered. It then instructs MPLS to signal an LSP with a
destination address matching the router-id of the neighbor and with a strict hop consisting of the address of
the interface used by the TE link. The auto-lsp command with the one-hop option results in one or more
LSPs signaled to the neighboring router.

An auto-created mesh or one-hop LSP can have egress statistics collected at the ingress LER by adding
the egress-statistics node configuration into the LSP template. The user can also have ingress statistics
collected at the egress LER using the same ingress-statistics node in CLI used with a provisioned LSP.
The user must specify the full LSP name as signaled by the ingress LER in the RSVP session name field
of the Session Attribute object in the received Path message.

Automatic creation of RSVP mesh LSP: configuration and behavior

Feature configuration

The user first creates an LSP template of type mesh P2P:
config>router>mpls>Isp-template template-name mesh-p2p
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Inside the template the user configures the common LSP and path level parameters or options shared by
all LSPs using this template.

Then the user references the peer prefix list which is defined inside a policy statement defined in the global
policy manager.

config>router>mpls>auto-Isp Isp-template template-name policy peer-prefix-policy

The user can associate multiple templates with same or different peer prefix policies. Each application

of an LSP template with a specific prefix in the prefix list results in the instantiation of a single CSPF
computed LSP primary path using the LSP template parameters as long as the prefix corresponds to

a router-id for a node in the TE database. This feature does not support the automatic signaling of a
secondary path for an LSP. If the user requires the signaling of multiple LSPs to the same destination node,
he/she must apply a separate LSP template to the same or different prefix list which contains the same
destination node. Each instantiated LSP has a unique LSP-id and a unique tunnel-ID. This feature also
does not support the signaling of a non-CSPF LSP. The selection of the no cspf option in the LSP template
is therefore blocked.

Up to 5 peer prefix policies can be associated with an LSP template at all times. Each time the user
executes the above command, with the same or different prefix policy associations, or the user changes a
prefix policy associated with an LSP template, the system re-evaluates the prefix policy. The outcome of
the re-evaluation tells MPLS if an existing LSP needs to be torn down or a new LSP needs to be signaled
to a destination address which is already in the TE database.

If a /32 prefix is added to (removed from) or if a prefix range is expanded (shrunk) in a prefix list associated
with an LSP template, the same prefix policy re-evaluation described above is performed.

The user must perform a no shutdown command of the template before it takes effect. When a template
is in use, the user must shutdown the template before effecting any changes to the parameters except
for those LSP parameters for which the change can be handled with the Make-Before-Break (MBB)
procedures. These parameters are bandwidth and enabling fast-reroute with or without the hop-limit or
node-protect options. For all other parameters, the user shuts down the template and after it is added,
removed or modified, the existing instances of the LSP using this template are torn down and re-signaled.

Finally the auto-created mesh LSP can be signaled over both numbered and unnumbered RSVP
interfaces.

2.5.5.1.2 Feature behavior

Whether the prefix list contains one or more specific /32 addresses or a range of addresses, an external
trigger is required to indicate to MPLS to instantiate an LSP to a node which address matches an entry in
the prefix list. The objective of the feature is to provide an automatic creation of a mesh of RSVP LSP to
achieve automatic tunneling of LDP-over-RSVP. The external trigger is when the router with the router-
id matching an address in the prefix list appears in the TE database. In the latter case, the TE database
provides the trigger to MPLS which means this feature operates with CSPF LSP only.

Each instantiation of an LSP template results in RSVP signaling and installing state of a primary path for
the LSP to the destination router. The auto- LSP is installed in the Tunnel Table Manager (TTM) and is
available to applications such as LDP-over-RSVP, resolution of BGP label routes, resolution of BGP, IGP,
and static routes. The auto-LSP can also be used for auto-binding by a VPRN service. The auto-LSP is
however not available to be used in a provisioned SDP for explicit binding by services. Therefore, an auto-
LSP can also not be used directly for auto-binding of a PW template with the use-provisioned-sdp option
in BGP-AD VPLS or FEC129 VLL service. However, an auto-binding of a PW template to an LDP LSP,
which is then tunneled over an RSVP auto-LSP is supported.
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If the user changes the bandwidth parameter in the LSP template, an MBB is performed for all LSPs
using the template. If however the auto-bandwidth option was enabled in the template, the bandwidth
parameter change is saved but only takes effect at the next time the LSP bounces or is re-signaled.

Except for the MBB limitations to the configuration parameter change in the LSP template, MBB
procedures for manual and timer based re-signaling of the LSP, for TE Graceful Shutdown and for soft pre-
emption are supported.

Note that the use of the tools perform router mpls update-path command with a mesh LSP is not
supported.

The one-to-one option under fast-reroute is also not supported.

If while the LSP is UP, with the bypass backup path activated or not, the TE database loses the router-id,

it performs an update to MPLS module which states router-id is no longer in TE database. This causes
MPLS to tear down all mesh LSPs to this router-id. Note however that if the destination router is not a
neighbor of the ingress LER and the user shuts down the IGP instance in the destination router, the router-
id corresponding to the IGP instance is only deleted from the TE database in the ingress LER after the
LSA/LSP ages out. If the user brought back up the IGP instance before the LSA/LSP aged out, the ingress
LER deletes and re-installs the same router-id at the receipt of the updated LSA/LSP. In other words, the
RSVP LSPs destined for this router-id gets deleted and re-established. All other failure conditions cause
the LSP to activate the bypass backup LSP or to go down without being deleted.

Multi-area and multi-instance support

A router which does not have TE links within a specific IGP area/level does not have its router-id
discovered in the TE database by other routers in this area/level. In other words, an auto-LSP of type P2P
mesh cannot be signaled to a router which does not participate in the area/level of the ingress LER.

A mesh LSP can however be signaled using TE links all belonging to the same IGP area even if the router-
id of the ingress and egress routers are interfaces reachable in a different area. In this case, the LSP is
considered to be an intra-area LSP.

If multiple instances of ISIS or OSPF are configured on a router, each with its own router-id value, the TE
database in other routers are able to discover TE links advertised by each instance. In such a case, an
instance of an LSP can be signaled to each router-id with a CSPF path computed using TE links within
each instance.

Finally, if multiple instances of ISIS or OSPF are configured on a destination router each with the same
router-id value, a single instance of LSP is signaled from other routers. If the user shuts down one IGP
instance, this is no op as long as the other IGP instances remain up. The LSP remains up and forwards
traffic using the same TE links. The same behavior exists with a provisioned LSP.

Mesh LSP name encoding and statistics

When the ingress LER signals the path of a mesh auto-LSP, it includes the name of the LSP and that of
the path in the Session Name field of the Session Attribute object in the Path message. The encoding is as
follows:

Session Name: <Isp-name::path-name>, where Isp-name component is encoded as follows:
TemplateName-Destlpv4Address-Tunnelld
Where Destlpv4Address is the address of the destination of the auto-created LSP.
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Atingress LER, the user can enable egress statistics for the auto-created mesh LSP by adding the
following configuration to the LSP template:

config
router
[no]l mpls
lsp-template template-name mesh-p2p]
no lsp-template template-name
[no] egress-statistics

accounting-policy policy-id
no accounting-policy
no] collect-stats

If there are no stat indexes available when an LSP is instantiated, the assignment is failed and the egress-
statistics field in the show command for the LSP path is in the operational DOWN state but in admin UP
state.

An auto-created mesh LSP can also have ingress statistics enabled on the egress LER as long as the user
specifies the full LSP name following the above syntax.

config>router>mpls>ingress-statistics>Isp /sp-name sender ip-address

2.5.5.2 Automatic creation of RSVP one-hop LSP: configuration and behavior

2.5.5.2.1 Feature configuration

The user first creates an LSP template of type one-hop:
config>router>mpls>Isp-template femplate-name one-hop-p2p

Then the user enables the automatic signaling of one-hop LSP to all direct neighbors using the following
command:

config>router>mpls>auto-Isp Isp-template template-name one-hop

The LSP and path parameters and options supported in an LSP template of type one-hop-p2p are that
same as in the LSP template of type mesh-p2p except for the parameter from which is not allowed in a
template of type one-hop-p2p. The show command for the auto-LSP displays the actual outgoing interface
address in the ‘from’ field.

Finally the auto-created one-hop LSP can be signaled over both numbered and unnumbered RSVP
interfaces.

2.5.5.2.2 Feature behavior

Although the provisioning model and CLI syntax differ from that of a mesh LSP only by the absence of a
prefix list, the actual behavior is quite different. When the above command is executed, the TE database
keeps track of each TE link which comes up to a directly connected IGP neighbor which router-id is
discovered. It then instructs MPLS to signals an LSP with a destination address matching the router-id of
the neighbor and with a strict hop consisting of the address of the interface used by the TE link. Therefore,
the auto-lsp command with the one-hop option results in one or more LSPs signaled to the IGP neighbor.

Only the router-id of the first IGP instance of the neighbor which advertises a TE link causes the LSP to
be signaled. If subsequently another IGP instance with a different router-id advertises the same TE link,
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no action is taken and the existing LSP is kept up. If the router-id originally used disappears from the TE
database, the LSP is kept up and is associated now with the other router-id.

The state of a one-hop LSP when signaled follows the following behavior:

+ If the interface used by the TE link goes down or BFD times out and the RSVP interface registered with
BFD, the LSP path moves to the bypass backup LSP if the primary path is associated with one.

» If while the one-hop LSP is UP, with the bypass backup path activated or not, the association of the TE-
link with a router-id is removed in the TE databases, the one-hop LSP is torn down. This would be the
case if the interface used by the TE link is deleted or if the interface is shutdown in the context of RSVP.

» If while the LSP is UP, with the bypass backup path activated or not, the TE database loses the router-
id, it performs two separate updates to MPLS module. The first one updates the loss of the TE link
association which causes action (B) above for the one-hop LSP. The other update states router-id is no
longer in TE database which causes MPLS to tear down all mesh LSPs to this router-id. A shutdown at
the neighbor of the IGP instance which advertised the router-id causes the router-id to be removed from
the ingress LER node immediately after the last IGP adjacency is lost and is not subject to age-out as
for a non-directly connected destination router.

All other feature behavior, limitations, and statistics support are the same as for an auto-LSP of type mesh-
p2p.

IGP shortcut and forwarding adjacency

The RSVP-TE LSP or SR-TE LSP shortcut for IGP route resolution supports packet forwarding to IGP
learned routes using an RSVP-TE LSP. This is also referred to as IGP shortcut. This feature instructs
IGP to include RSVP-TE LSPs and SR-TE LSPs that originate on this node and terminate on the router
ID of a remote node as direct links with a metric equal to the metric provided by MPLS. During the IP
reach to determine the reachabil