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1 Getting started

1.1 About this guide

This guide describes details pertaining to Triple Play Services Delivery Architecture (TPSDA) support
provided by the operating system and presents examples to configure and implement various protocols
and services.

This guide is organized into functional chapters and provides concepts and descriptions of the
implementation flow, as well as Command Line Interface (CLI) syntax and command usage.

Note: Unless otherwise indicated, this guide uses classic CLI command syntax and configuration
examples.

The topics and commands described in this document apply to the:

» 7450 ESS

+ 7750 SR

» Virtualized Service Router

For a list of unsupported features by platform and chassis, see the SR OS R22.x.Rx Software Release
Notes, part number 3HE 18412 000 x TQZZA.

Command outputs shown in this guide are examples only; actual displays may differ depending on

supported functionality and user configuration.

Note: The SR OS CLI trees and command descriptions can be found in the following guides:
e 7450 ESS, 7750 SR, 7950 XRS, and VSR Classic CLI Command Reference Guide

e 7450 ESS, 7750 SR, 7950 XRS, and VSR Clear, Monitor, Show, and Tools Command
Reference Guide (for both MD-CLI and Classic CLI)

e 7450 ESS, 7750 SR, 7950 XRS, and VSR MD-CLI Command Reference Guide

Note: This guide generically covers Release 22.x.Rx content and may contain some content to

4 be released in later maintenance loads. See the SR OS R22.x.Rx Software Release Notes, part
number 3HE 18412 000 x TQZZA, for information about features supported in each load of the
Release 22.x.Rx software.

1.2 Nokia SR OS services configuration process

Table 1: Configuration process lists the tasks necessary to configure TPSDA entities. Each section
describes a software area and provides CLI syntax and command usage to configure parameters for a
functional area.
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Table 1: Configuration process

Area

Task

Section

Triple play services

Provision and deploy services

Deploying and provisioning services

Configure triple play services

Configuring Triple Play services with CLI

Protocol configuration

Configure DHCP

Configuring DHCP with CLI

Configure traffic steering on L2TP
LAC

Configuring traffic steering on L2TP LAC

services

PPPoE Configure point-to-point over Point-to-Point Protocol over Ethernet
Ethernet management

Security Configure triple play security Configuring Triple Play security with CLI

Multicast Configure triple play multicast Configuring Triple Play multicast services with

CLI

Enhanced Subscriber
management

Configure RADIUS server

Uniform RADIUS server configuration

Use scripts dynamic recognition of
subscribers

Using scripts for dynamic recognition of
subscribers

Configure IP and IPv6 filter policies
for subscriber hosts

Configuring IP and IPv6 filter policies for
subscriber hosts

Configure Dual-Stack Lite (SD-Lite)

Dual-Stack Lite

Configure MSAP

MSAP QoS configuration

Configure web authentication
protocol (WPP)

WPP configurations

Configure IPoE session

Configuration steps

Troubleshoot ESM

ESM troubleshooting show command

Configure enhanced subscriber
management

Configuring ESM with CLI

Deploy oversubscribed multi-
chassis redundancy

Deploying oversubscribed multi-chassis
redundancy

Python Scripting

Python script support for ESM

1.3 Conventions

This section describes the general conventions used in this guide.
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1.3.1 Precautionary and information messages
The following are information symbols used in the documentation.

‘ DANGER: Danger warns that the described activity or situation may result in serious personal
injury or death. An electric shock hazard could exist. Before you begin work on this equipment,
be aware of hazards involving electrical circuitry, be familiar with networking environments, and
implement accident prevention procedures.

WARNING: Warning indicates that the described activity or situation may, or will, cause
equipment damage, serious performance problems, or loss of data.

Caution: Caution indicates that the described activity or situation may reduce your component or
system performance.

Note: Note provides additional operational information.

Tip: Tip provides suggestions for use or best practices.

OB ® P

1.3.2 Options or substeps in procedures and sequential workflows

Options in a procedure or a sequential workflow are indicated by a bulleted list. In the following example,
at step 1, the user must perform the described action. At step 2, the user must perform one of the listed
options to complete the step.

Example: Options in a procedure
1. User must perform this step.
2. This step offers three options. User must perform one option to complete this step.
» This is one option.
« This is another option.
« This is yet another option.

Substeps in a procedure or a sequential workflow are indicated by letters. In the following example, at step
1, the user must perform the described action. At step 2, the user must perform two substeps (a. and b.) to
complete the step.

Example: Substeps in a procedure
1. User must perform this step.
2. User must perform all substeps to complete this action.
a. This is one substep.
b. This is another substep.
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2

Introduction to Triple Play

2.1 Nokia’s Triple Play Service Delivery Architecture
This section discusses Nokia’s Triple Play Service Deliver Architecture (TPSDA) implementation.
2.1.1 Introduction to Triple Play

For more than a decade, telephony service providers have considered offering video services to

residential customers. However, in the past it was not economically nor technically feasible to launch the

implementation on a large scale.

Several technical trends and evolutions have propelled video delivery to the foreground, including:

+ technical improvements in areas like real-time MPEG encoding and compression

» widespread deployment of High Speed Internet (HSI) over broadband access (ADSL and cable
modems)

» decreased cost of high-bandwidth infrastructure (typically Ethernet-based) as well as storing,
converting, and delivering video content

» increased competition between telephony and cable operators (this is partly because of changes in
regulations)

Traditional cable operators began offering television services and later added Internet access and

telephony to their offerings. Conversely, traditional telephony operators such as RBOCs, PTTs, have also

added Internet access, and many are now in the process of also adding video delivery.

This bundling of video, voice, and data services to residential subscribers is now commonly known as

Triple Play services. The video component always includes linear programming (broadcast television), but

often also has a non-linear Video on Demand (VoD) component.

2.1.2 Blueprint for optimizing Triple Play Service infrastructures

Nokia's TPSDA allows network operators to progressively integrate their HSI, voice, and video services

within a unified and homogeneous Ethernet-based aggregation network environment. The key benefits of

the proposed service infrastructure include cost optimization, reduced risk, and accelerated time to market

for new services.

At a high level, TPSDA implements:

» Ethernet-based service architecture
This architecture solves bandwidth bottlenecks and exponential capital expenditure and operating
expenses issues in the second mile by leveraging the efficiency of this technology.

+ multiple distributed service edges
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This feature allows service providers to achieve faster times to market for new services while retaining
the existing Broadband Remote Access Server (BRAS) and Point-to-Point Protocol over Ethernet
(PPPoE) mode of operation for wholesale and retail HSI.

+ distributed multicasting functions in access and aggregation networks

This feature enables service providers to optimize bandwidth and content delivery mechanisms, based
on densities and penetration rates. It is also essential to subscriber and service scaling, and optimizes
the bandwidth required in the aggregation network.

» carrier video and Voice over Internet Protocol (VolP) services using Dynamic Host Configuration
Protocol (DHCP)

This feature enables service providers to introduce plug-and-play services delivered through set-top
boxes and VolIP devices, which are designed for use with the DHCP.

» flexible deployment models

The architecture allows data, video, and VolIP services to be rapidly rolled out without any lock-in to
specific operational models. It allows service providers to maximize flexibility and minimize financial and
technological risks by allowing all modes of operation, including:

copper (DSL/DSLAM) and fiber-based (FTTx) deployments in the first mile

single or multiple last mile circuits

bridged or routed home gateways

single or multiple IP address deployment models

2.1.3 Architectural foundations

With the SR OS, the architectural foundations of Nokia’s TPSDA is reinforced while its applicability is
expanded to encompass many new deployment models and support Any Mode of Operation (AMO).
Through these enhancements, TPSDA becomes more universally deployable and flexible in addressing
the specifics of any provider’s network rollout.

Nokia has defined new terminologies that have been adopted industry-wide, including:
» Broadband Service Access Node (BSAN)

» Broadband Service Aggregator (BSA)

» Broadband Service Router (BSR)

Figure 1: Triple Play Service Delivery Architecture depicts TPSDA’s centralized, integrated element,
service, and subscriber management architecture.
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Figure 1: Triple Play Service Delivery Architecture
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2.1.4 Optimizing Triple Play service infrastructures

More than a branding exercise, new terminologies signal a significant shift from “best effort” and traditional
DSLAMSs, Ethernet switches and BRASS, in the sense that they capture a shift in required characteristics
and capabilities for a new generation of service rollouts, including:

» high-availability for non-stop service delivery (non-stop unicast and multicast routing, non-stop services,
and so on)

» multi-dimensional scale (such as the ability to scale performance, bandwidth, services, and subscribers
concurrently)

» Ethernet optimization (leading density, capacity, scaling, performance)
» optimal system characteristics (optimal delay, jitter, and loss characteristics, and so on)

* rich service capabilities with uncompromised performance
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Nokia’s Triple Play Service Delivery Architecture (TPSDA) advocates the optimal distribution of service
intelligence over the BSAN, BSA and BSR, instead of concentrating on fully centralized or decentralized
BRAS models which artificially define arbitrary policy enforcement points in the network. With the SR OS,
the optimized enforcement of subscriber policies across nodes or over a single node (as dictated by
evolving traffic patterns), allows a more flexible, optimized, and cost-effective deployment of services in a
network, guaranteeing high quality and reliable delivery of all services to the user. Nokia’s TPSDA entities
are described in Table 2: Nokia’s TPSDA.

Table 2: Nokia’s TPSDA

Entity Description

Subscriber Management | Centralized and fully integrated with element and services management across the

infrastructure end-to-end solution (through the Nokia 5750 SSC).

Policy Enforcement Optimally distributed, based on actual traffic patterns. Maximized flexibility,

minimized risk of architectural lock-in. Optimized cost structure.

Support for “Any Mode of | With TPSDA, network economics, subscriber density, network topologies and
Operation” subscriber viewership patterns define the optimal policy enforcement point for

each policy type (security, QoS, multicasting, anti-spoofing, filtering, and so on).
The SR OS capabilities allow service providers to support any mode of operation,
including any combination of access methods, home gateway type, and policy
enforcement point (BSAN, BSA or BSR or a combination of the three).

2.1.41

All of the SR OS and Nokia’s 5750 SSC’s subscriber policy enforcement and management capabilities
described in this section build upon Nokia’s TPSDA extensive capabilities and provide key capabilities in
the following areas:

+ operationalization of Triple Play Services (AAA, subscriber policy enforcement, and so on)
* service assurance and control

* non-stop video service delivery

Distributed service edges

The TPSDA architecture (Figure 2: Nokia’s Triple Play Service Delivery Architecture), is based on two
major network elements optimized for their respective roles, the Broadband Service Aggregator (BSA) and
the Broadband Service Router (BSR). An important characteristic of BSAs and BSRs is that they effectively
form a distributed virtual node with the BSAs performing subscriber-specific functions where the various
functions scale, and the BSRs providing the routing intelligence where it is most cost-effective.

The Nokia 7450 ESS and 7750 SR OS, respectively, provide the BSA and BSR functionalities in TPSDA.
Both are managed as a single virtual node using Nokia's NSP NFM-P, which provides a unified interface
for streamlined service and policy activation across the distributed elements of the TPSDA architecture,
including VPLS, QoS, multicasting, security, filtering, and accounting.
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Figure 2: Nokia’s Triple Play Service Delivery Architecture
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Digital subscriber line access multiplexers (DSLAMSs) or other access nodes are connected to Ethernet
access ports on the BSA. Typically a single VLAN per subscriber is configured between the access node
and the BSA. A VLAN per subscriber provides a persistent context against which per-subscriber policies
(QoS, filtering, accounting) can be applied in the BSA.

Scaling of traffic and services is achieved by dividing the Layer 2 and Layer 3 functions between the BSA
and BSR and by distributing key service delivery functions. BSAs are more distributed than BSRs, cost-
effectively scaling per-subscriber policy enforcement.

The BSA is a high-capacity Ethernet-centric aggregation device that supports hundreds of gigabit Ethernet
ports, tens of thousands of filter policies, and tens of thousands of queues. The BSA incorporates wire
speed security, per-subscriber service queuing, scheduling, accounting, and filtering.

BSAs aggregate traffic for all services toward the BSR. The BSR terminates the Layer 2 access and routes
over IP/MPLS (Multi-Protocol Label Switching) with support for a full set of MPLS and IP routing protocols,
including multicast routing. The BSR supports hundreds of ports and sophisticated QoS for per-service and
per-content or source differentiation.

The connectivity between BSAs and BSRs is a Layer 2 forwarding model shown in Figure 2: Nokia's
Triple Play Service Delivery Architecture above as a secure VPLS infrastructure. This refers to the fact
that the BSA-BSR interconnections form a multipoint Ethernet network with security extensions to prevent

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 40
Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE Introduction to Triple Play
GUIDE RELEASE 22.10.R1

unauthorized communication, denial of service, and theft of service. One of the advantages of using VPLS
for this application is that VPLS instances can be automatically established over both ‘hub and spoke’ and
ring topologies providing sub-50 ms resilience. Regardless of the fiber plant layout, VPLS enables a full
mesh to be created between BSA and BSR nodes, ensuring efficient traffic distribution and resilience to
node or fiber failure.

Other unique features of the BSA and BSR that contribute to this secure VPLS infrastructure are:

» Using Residential Split Horizon Groups (RSHG), direct user-user bridging is automatically prohibited,
without the need for address-specific ACLs.

* RSHG combined with the ARP reply agent perform ARP and broadcast suppression to ensure that
addressing information is restricted.

» Protection against theft of service and denial of service is provided by MAC or IP filters automatically
populated using DHCP snooping, and by MAC pinning.

» Using the RADIUS interface, is possible to perform RADIUS authentication of users before allowing a
DHCP discover to progress into the network.

2.1.4.2 Service differentiation, QoS enablement

Nokia's TPSDA approach provides a model based on call admission for video and VolP, with the need
to guarantee delayiljitter/loss characteristics when the service connection is accepted. The architecture
also meets the different QoS needs of HSI, namely per-subscriber bandwidth controls, including shaping
and policing functions that have little or no value for video and VolIP services. In conjunction with the
architecture's support for content differentiation, this enables differentiated service pricing within HSI.

The distribution of QoS policy and enforcement across BSA and BSR allows the service provider to
implement meaningful per-subscriber service level controls. Sophisticated and granular QoS in the BSA
allows the service provider to deliver truly differentiated IP services based on the subscriber as well as on
the content.

In the BSR to BSA downstream direction (Figure 3: Downstream QoS enablement), IP services rely on IP
layer classification of traffic from the network to queue traffic appropriately toward the BSA. Under extreme
loading (only expected to occur under network fault conditions), lower priority data services or HSI traffic
are compromised to protect video and voice traffic. Classification of HSI traffic based on source network
address or IEEE 802.1p marking allows the QoS information to be propagated to upstream or downstream
nodes by network elements. See Table 3: Downstream QoS enablement for the descriptions.

The BSR performs service distribution routing based on guarantees required to deliver the service and
associated content instead of individual subscribers. The BSR only needs to classify content based on the
required forwarding class for a specific BSA to ensure that each service's traffic receives the appropriate
treatment toward the BSA.
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Figure 3: Downstream QoS enablement
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Table 3: Downstream QoS enablement

Key

Description

A

Per-subscriber queuing and PIR/CIR policing/shaping for HSI. HSI service classified on source IP
range.

Per-service prioritization for VolP and video. VolP is prioritized over video. Destination IP or DSCP
classification. 802.1 marking for prioritization in the access and home.

VolIP and video queued and prioritized on per-VLAN QoS policy basis.
HSI content differentiation based on DSCP. Each queue may have individual CIR/PIR and shaping.
Optical overall subscriber rate limiting on VLAN (H-QoS).

For HSI, content differentiation queuing for gold, silver, or bronze based on DSCP classification.
Optional overall subscriber rate limiting on VLAN.

Preferred content marked (DSCP) of trusted ingress points of IP network.

In the upstream direction (BSA to BSR, as shown in Figure 4: Upstream QoS enablement), traffic levels are
substantially lower. Class-based queuing is used on the BSA network interface to ensure that video control
traffic is propagated with a minimal and consistent delay, and that preferred data or HSI services receive
better treatment for upstream/peering service traffic than the best effort Internet class of service.

Note: The IP edge is no longer burdened with enforcing per-subscriber policies for hundreds of
4 thousands of users. This function is now distributed to the BSAs, and the per-subscriber policies
can be implemented on the interfaces directly facing the access nodes.
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Figure 4: Upstream QoS enablement
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Table 4: Upstream QoS enablement

Key Description

A HSI: Per-subscriber queuing with PIR or CIR policy or shaping.

B VolIP and Video: Shared queuing for prioritization of real-time traffic over HSI. Upstream video is
negligible.

C Per-subscriber QoS/Content classification for content differentiation.

D Video and VoIP: Policy defines priority aggregate CIR and PIR.
HSI: QoS policy defines priority and aggregate CIR and PIR. Content differentiation based on
ingress classification. DSCP is marked.

The BSA is capable of scheduling and queuing functions on a per-service, per-subscriber basis, in addition
to performing wire-speed packet classification and filtering based on both Layer 2 and Layer 3 fields.

Each subscriber interface provides at least three dedicated queues. TPSDA makes it possible to configure
these queues such that the forwarding classes defined for all services can all be mapped to one service
VLAN upstream. In the BSA, assuming hundreds of subscribers per gigabit Ethernet interface, this
translates to a thousand or more queues per port.

In addition to per-service rate limiting for HSI services, each subscriber's service traffic can be rate limited
as an aggregate using a bundled service policy. This allows different subscribers to receive different
service levels independently and simultaneously.

Distributed multicasting today's predominant video service is broadcast TV, and remains significant.

As video services are introduced, it is sensible to optimize investments by matching resources to the
service model relevant at the time. Consequently, the objective of the service infrastructure should be to
incorporate sufficient flexibility to optimize for broadcast TV in the short term, yet scale to support a full
unicast (VoD) model as video service offerings evolve.
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Optimizing for broadcast TV means implementing multicast packet replication throughout the network.
Multicast improves the efficiency of the network by reducing the bandwidth and fiber needed to deliver
broadcast channels to the subscriber. A multicasting node can receive a single copy of a broadcast
channel and replicate it to any downstream nodes that require it, substantially reducing the required
network resources. This efficiency becomes increasingly important closer to the subscriber. Multicast
should be performed at each or either of the access, aggregation, and video edge nodes.

Multicasting as close as possible to the subscriber has other benefits because it enables a large number
of users to view the content concurrently. The challenges of video services are often encountered in the
boundary cases, such as live sports events and breaking news, for which virtually all the subscribers may
be watching just a few channels. These exceptional cases generally involve live content, which is true
broadcast content. Multicasting throughout the network makes it possible to deliver content under these
circumstances while simplifying the engineering of the network.

Efficient multicasting requires the distribution of functions throughout the access and the aggregation
network to avoid overloading the network capacity with unnecessary traffic. TPSDA realizes efficient
multicasting by implementing IGMP snooping in the access nodes, IGMP snooping in the BSA and
multicast routing in the BSR (Figure 5: Distributed multicasting in Triple Play).

Figure 5: Distributed multicasting in Triple Play
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2.1.4.3 Virtual MAC subnetting for VPLS

This feature allows, at the VPLS instance level, MAC subnetting, such as learning and switching based on
a configurable number of bits from the source MAC address and from the destination MAC, respectively.
This considerably reduces the VPLS FDB size.

MAC scalability involving MAC learning and switching based on the first x bits of a virtual MAC address
is suitable in an environment where some MAC addresses can be aggregated based on a common first
X bits, for example 28 out of 48. This can be deployed in a TPSDA environment where the VPLS is used
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for pure aggregation (there is no subscriber management) between the DSLAM and BRAS devices. The
DSLAMs must be able to map customer MAC addresses to a pool of internal virtual MAC addresses where
the first bits (28, for example) identify the DSLAM with the next 20 bits identifying the DSLAM slot, port
number, and customer MAC station on that port. The VPLS instances in the PE distinguishes only between
different DSLAMs connected to it. They need to learn and switch based only on the first 28 bits of the MAC
address allowing scaling of the FDB size in the PE.

Figure 6: Subnetting topology
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Figure 6: Subnetting topology displays a Layer 2 PE network (such as the ESS-Series) aggregating traffic
from DSLAMSs (Nokia) to BRAS devices. The VPLS service is running in the PEs directly connected to the

DSLAMSs (VPLS PE1) while the PEs connected to the BRAS devices are running a point-to-point Layer 2
service (Epipe).

Nokia DSLAMs have the capability to map every customer MAC to a service provider MAC using the virtual
MAC addressing scheme depicted in Figure 7: VMAC subnetting topology.

Figure 7: VMAC subnetting topology
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As the packet ingresses the DSLAM from the residential customer, the source MAC address (a customer
MAC for one of its terminals or routers) is replaced by the DSLAM with a virtual MAC using the format
depicted in Figure 7: VMAC subnetting topology.

» The U/L bit is the seventh bit of the first byte and is used to determine whether the address is
universally or locally administered. The U/L bit is set to 1 to indicate the address is locally administered.
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» The following bits are used to build the VMAC address: DSLAM ID bits 39 to 21, slot ID bits 20 to 15,
port ID bits 14 to 6, and the customer station ID bits 5 to 0.

Based on this scheme, it is apparent that the VMACs from one DSLAM have bits 47 to 21 in common.

The VPLS instance in PE1 only learns the first part of the MAC (bits 47 to 21) and, as the packets arrive
from the BRAS device, switches based only on these bits in the destination MAC address to differentiate
between the connected DSLAMs. When the packet arrives at the DSLAM, the entire destination MAC

is checked to determine the slot, port and which specific customer station the packet is destined. As the
packet is sent to the customer, the DSLAM replaces the destination MAC address with the actual customer
MAC corresponding to the customer station. The following are VPLS features not supported when the
VMAC subnetting feature is enabled:

» Blocked features (CLI consistency checked provided)
* Residential Split Horizon Groups

+ BGP AD
» TPSDA (subscriber management) features
- PBB

* VPLS OAM (MAC populate, MAC ping, MAC trace, CPE Ping)

Services

Service types

The 7450 ESS and 7750 SR OS offers the following types of subscriber services which are described in
more detail in the referenced chapters:

» Virtual Leased Line (VLL) services
— Ethernet pipe (Epipe)
A Layer 2 point-to-point VLL service for Ethernet frames.
— IP pipe (Ipipe)

Provides IP connectivity between a host attached to a point-to-point access circuit (PPP) with routed
IPv4 encapsulation and a host attached to an Ethernet interface.

» Virtual Private LAN Service (VPLS)

A Layer 2 multipoint-to-multipoint VPN. VPLS includes Hierarchical VPLS (H-VPLS) which is an
enhancement of VPLS which extends Martini-style signaled or static virtual circuit labeling outside the
fully meshed VPLS core.

* Internet Enhanced Service (IES)
A direct Internet access service where the customer is assigned an IP interface for Internet connectivity.
* Virtual Private Routed Network (VPRN)

Layer 3 IP multipoint-to-multipoint VPN service as defined in RFC 2547bis. VPRN is supported on the
7750 SR only.
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2.3.1

Service policies

Common to all 7450 ESS and 7750 SR connectivity services are policies that are assigned to the service.
Policies are defined at a global level and then applied to a service on the router. Policies are used to define
service enhancements. The types of policies that are common to all 7450 ESS and 7750 SR connectivity
services are:

» SAP Quality of Service (QoS) policies which allow for different classes of traffic within a service at SAP
ingress and SAP egress.

QoS ingress and egress policies determine the QoS characteristics for a SAP. A QoS policy applied to a
SAP specifies the number of queues, queue characteristics (such as forwarding class, committed, and
peak information rates, and so on) and the mapping of traffic to a forwarding class. A QoS policy must
be created before it can be applied to a SAP. A single ingress and a single egress QoS policy can be
associated with a SAP.

» Filter policies allow selective blocking of traffic matching criteria from ingressing or egressing a SAP.

Filter policies, also referred to as access control lists (ACLs), control the traffic allowed in or out of a
SAP based on MAC or IP match criteria. Associating a filter policy on a SAP is optional. Filter policies
are identified by a unique filter policy ID. A filter policy must be created before it can be applied to a
SAP. A single ingress and single egress filter policy can be associated with a SAP.

» Scheduler policies define the hierarchy and operating parameters for virtual schedulers. Schedulers are
divided into groups based on the tier each scheduler is created under. A tier is used to give structure to
the schedulers within a policy and define rules for parent scheduler associations.

» Accounting policies define how to count the traffic usage for a service for billing purposes.

The 7450 ESS and 7750 SR OS provide a comprehensive set of service-related counters. Accounting
data can be collected on a per-service, per-forwarding class basis, which enables network operators
to accurately measure network usage and bill each customer for each individual service using any of a
number of different billing models.

Nokia service model

Introduction

In the 7450 ESS and 7750 SR service model, the service edge routers are deployed at the provider edge.
Services are provisioned on the routers and transported across an IP as well as an IP and MPLS provider
core network in encapsulation tunnels created using Generic Router Encapsulation (GRE) or MPLS Label
Switched Paths (LSPs).

The service model uses logical service entities to construct a service. The logical service entities are
designed to provide a uniform, service-centric configuration, management, and billing model for service
provisioning. Some benefits of this service-centric design include:

* Many services can be bound to a single customer.
* Many services can be bound to a single tunnel.
» Tunnel configurations are independent of the services they carry.

» Changes are made to a single logical entity instead of multiple ports on multiple devices. It is easier to
change one tunnel instead of several services.
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» The operational integrity of a logical entity (such as a service tunnel and service end points) can be
verified instead of dozens of individual services improving management scaling and performance.

» A failure in the network core can be correlated to specific subscribers and services.

* QoS policies, filter policies, and accounting policies are applied to each service instead of correlating
parameters and statistics from ports to customers to services.

Service provisioning uses logical entities to provision a service where additional properties can be
configured for bandwidth provisioning, QoS, security filtering, accounting or billing to the appropriate entity.

Service entities

The basic logical entities in the service model used to construct a service are:
» Customers

» Service Access Points

» Service Distribution Points (SDPs) (for distributed services only)

Nokia’s service entities are shown in Figure 8: Nokia’s service entities.

Figure 8: Nokia’s service entities
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Customers

The terms customers and subscribers are used synonymously. The most basic required entity is the
customer ID value which is assigned when the customer account is created. To provision a service, a
customer ID must be associated with the service at the time of service creation.

Service Access Points

Each subscriber service type is configured with at least one service access point (SAP). A SAP identifies
the customer interface point for a service on a Nokia 7450 ESS or 7750 SR OS (Figure 9: Service Access
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Point (SAP)). The SAP configuration requires that slot, MDA, and port and channel (7750 SR) information
be specified. The slot, MDA, and port and channel parameters must be configured before provisioning

a service (see the Cards, MDAs, and Ports section of the 7450 ESS, 7750 SR, 7950 XRS, and VSR
Interface Configuration Guide).

A SAP is a local entity to the 7450 ESS and 7750 SR and is uniquely identified by:

» the physical Ethernet port or SONET/SDH port or TDM channel (7750 SR)

» the encapsulation type

» the encapsulation identifier (ID)

Depending on the encapsulation, a physical port or channel can have more than one SAP associated with

it. SAPs can only be created on ports or channels designated as “access” in the physical port configuration.

SAPs cannot be created on ports designated as core-facing “network” ports as these ports have a different
set of features enabled in software.

Figure 9: Service Access Point (SAP)
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2.3.4.1 SAP encapsulation types and identifiers
The encapsulation type is an access property of a service Ethernet port or SONET/SDH or TDM channel
(the TDM channel applies to the 7750 SR). The appropriate encapsulation type for the port or channel
depends on the requirements to support multiple services on a single port and channel on the associated
SAP and the capabilities of the downstream equipment connected to the port or channel. For example, a
port can be tagged with IEEE 802.1Q (referred to as dot1q) encapsulation in which each individual tag can
be identified with a service. A SAP is created on a specific port or channel by identifying the service with a
specific encapsulation ID.
2.3.4.2 Ethernet encapsulations
The following lists encapsulation service options on Ethernet ports:
* Null
Supports a single service on the port. For example, where a single customer with a single service
customer edge (CE) device is attached to the port. The encapsulation ID is always 0 (zero).
* Dot1q
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Supports multiple services for one customer or services for multiple customers (Figure 10: Multiple
SAPs on a single port or channel). For example, the port is connected to a multi-tenant unit (MTU)
device with multiple downstream customers. The encapsulation ID used to distinguish an individual
service is the VLAN ID in the IEEE 802.1Q header.

Q-in-Q

The g-in-q encapsulation type adds an IEEE 802.1Q tag to the 802.1Q tagged packets entering the
network to expand the VLAN space by tagging tagged packets, producing a double tagged frame.

Note: The SAP can be defined with a wildcard for the inner label. (for example, “100:*”). In this
4 situation all packets with an outer label of 100 are treated as belonging to the SAP. If, on the
same physical link there is also a SAP defined with a g-in-q encap of 100:1, then traffic with
the 100:1 encapsulation goes to that SAP and all other traffic with 100 as the first label goes to
the SAP with the 100:* definition.

In the dot1q and g-in-q options, traffic encapsulated with tags for which there is no definition are discarded.

Figure 10: Multiple SAPs on a single port or channel
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2.3.4.3 SAP considerations

When configuring a SAP, consider the following:

A SAP is a local entity and only locally unique to a specific device. The same SAP ID value can be used
on another 7450 ESS or 7750 SR.

There are no default SAPs. All SAPs must be created.
The default administrative state for a SAP at creation time is administratively enabled.

When a SAP is deleted, all configuration parameters for the SAP is also deleted. For Internet Ethernet
Service (IES), the IP interface must be shut down before the SAP on that interface may be removed.

A SAP is owned by and associated with the service in which it is created in each 7450 ESS or 7750 SR.

A port or channel with a dot1q or BCP-dot1g encapsulation type means the traffic for the SAP is
identified based on a specific IEEE 802.1Q VLAN ID value. The VLAN ID is stripped off at SAP
ingress and the appropriate VLAN ID placed on at SAP egress. As a result, VLAN IDs only have local
significance, so the VLAN IDs for the SAPs for a service need not be the same at each SAP.
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» If a port or channel is administratively shut down, all SAPs on that port or channel are operationally out
of service.

» A SAP cannot be deleted until it has been administratively disabled (shut down).
» Each SAP can be configured with only the following:

— ingress or egress filter policy

— ingress or egress QoS policy

— accounting policy

— ingress or egress scheduler policy

2.3.5 Service Distribution Points (SDPs)

A Service Distribution Point (SDP) acts as a logical way to direct traffic from one 7450 ESS or 7750 SR to
another 7450 ESS or 7750 SR through a unidirectional (one-way) service tunnel. The SDP terminates at
the far-end router which directs packets to the correct service egress SAPs on that device. A distributed
service consists of a configuration with at least one SAP on a local node, one SAP on a remote node, and
an SDP binding the service to the service tunnel.

An SDP has the following characteristics:

* An SDP is locally unique to a participating 7450 ESS or 7750 SR. The same SDP ID can appear on
other 7450 ESS or 7750 SR OS.

* An SDP uses the system IP address to identify the far-end 7450 ESS or 7750 SR edge router.

* An SDP is not specific to any one service or any type of service. After an SDP is created, services are
bound to the SDP. An SDP can also have more than one service type associated with it.

» All services mapped to an SDP use the same transport encapsulation type defined for the SDP (either
GRE or MPLS).

* An SDP is a management entity. Even though the SDP configuration and the services carried within are
independent, they are related objects. Operations on the SDP affect all the services associated with
the SDP. For example, the operational and administrative state of an SDP controls the state of services
bound to the SDP.

An SDP from the local device to a far-end 7450 ESS or 7750 SR requires a return path SDP from the
far-end router back to the local router. Each device must have an SDP defined for every remote router
to which it wants to provide service. SDPs must be created first, before a distributed service can be
configured.

2.3.5.1 SDP binding

To configure a distributed service from ALA-A to ALA-B, the SDP ID (4) (Figure 11: A GRE SDP pointing
from ALA-A to ALA-B) must be specified in the service creation process to “bind” the service to the tunnel
(the SDP). Otherwise, service traffic is not directed to a far-end point and the far-end 7450 ESS and 7750
SR device cannot participate in the service (there is no service).
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2.3.5.2

2.3.5.3

2.3.5.3.1

Figure 11: A GRE SDP pointing from ALA-A to ALA-B
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Spoke and mesh SDPs

When an SDP is bound to a service, it is bound as either a spoke SDP or a mesh SDP. The type of SDP
indicates how flooded traffic is transmitted.

A spoke SDP is treated like the equivalent of a traditional bridge “port” where flooded traffic received on the
spoke SDP is replicated on all other “ports” (other spoke and mesh SDPs or SAPs) and not transmitted on
the port it was received.

All mesh SDPs bound to a service are logically treated like a single bridge “port” for flooded traffic where
flooded traffic received on any mesh SDP on the service is replicated to other “ports” (spoke SDPs and
SAPs) and not transmitted on any mesh SDPs.

SDP encapsulation types

The Nokia service model uses encapsulation tunnels through the core to interconnect 7450 ESS and 7750
SR service edge routers. An SDP is a logical way of referencing the entrance to an encapsulation tunnel.

The following encapsulation types are supported:

» Layer 2 within Generic Routing Encapsulation (GRE)

» Layer 2 within RSVP signaled, loose hop non-reserved MPLS LSP
» Layer 2 within RSVP signaled, strict hop non-reserved MPLS LSP
» Layer 2 within RSVP-TE signaled, bandwidth reserved MPLS LSP

GRE

GRE encapsulated tunnels have very low overhead and are best used for Best-Effort class of service.
Packets within the GRE tunnel follow the Interior Gateway Protocol (IGP) shortest path from edge to edge.
If a failure occurs within the service core network, the tunnel only converges as quickly as the IGP itself. If
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2.3.5.3.2

2.3.54

Equal Cost Multi-Path (ECMP) routing is used in the core, many loss-of-service failures can be minimized
to sub-second timeframes.

MPLS

Multi-Protocol Label Switching (MPLS) encapsulation has the following characteristics:

» LSPs (label switched paths) are used through the network, for example, primary, secondary, loose hop,
and so on These paths define how traffic traverses the network from point A to B. If a path is down,
depending on the configuration parameters, another path is substituted.

Paths can be manually defined or a constraint-based routing protocol (such as OSPF-TE or CSPF) can
be used to determine the best path with specific constraints.

» The 7450 ESS and 7750 SR OS support both signaled and non-signaled LSPs through the network.
* Non-signaled paths are defined at each hop through the network.

» Signaled paths are communicated via protocol from end to end using Resource Reservation Protocol
(RSVP).

Because services are carried in encapsulation tunnels and an SDP is an entrance to the tunnel, an SDP
has an implicit Maximum Transmission Unit (MTU) value. The MTU for the service tunnel can affect and
interact with the MTU supported on the physical port where the SAP is defined.

SDP keepalives

SDP keepalives are a way of actively monitoring the SDP operational state using periodic Nokia SDP Ping
Echo Request and Echo Reply messages. Nokia SDP Ping is a part of Nokia’s suite of Service Diagnostics
built on a Nokia service-level OA&M protocol. When SDP Ping is used in the SDP keepalive application,
the SDP Echo Request and Echo Reply messages are a mechanism for exchanging far-end SDP status.

Configuring SDP keepalives on a specific SDP is optional. SDP keepalives for a particular SDP have the
following configurable parameters:

* AdminUp or AdminDown State
* Hello Time

* Message Length

* Max Drop Count

* Hold Down Time

SDP keepalive Echo Request messages are only sent when the SDP is completely configured and
administratively up and SDP keepalives is administratively up. If the SDP is administratively down,
keepalives for the SDP are disabled.

SDP keepalive Echo Request messages are sent out periodically based on the configured Hello Time.
An optional Message Length for the Echo Request can be configured. If Max Drop Count Echo Request
messages do not receive an Echo Reply, the SDP is immediately brought operationally down.

If a keepalive response is received that indicates an error condition, the SDP is immediately brought
operationally down.

After a response is received that indicates the error has cleared and the Hold Down Time interval has
expired, the SDP is eligible to be put into the operationally up state. If no other condition prevents the
operational change, the SDP enters the operational state.
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2.4 Epipe service overview

An Epipe service is Nokia’s implementations of an Ethernet VLL based on the IETF Martini Drafts (draft-
martini-I2circuit-trans-mpls-08.txt and draft-martini-I2circuit-encapmpls-04.txt) and the IETF Ethernet
Pseudowire Draft (draft-so-pwe3-ethernet-00.txt).

An Epipe service is a Layer 2 point-to-point service where the customer data is encapsulated and
transported across a service provider’s IP or MPLS network. An Epipe service is completely transparent
to the subscriber’s data and protocols. The 7450 ESS and 7750 SR Epipe service does not perform any
MAC learning. A local Epipe service consists of two SAPs on the same node, whereas a distributed Epipe
service consists of two SAPs on different nodes. SDPs are not used in local Epipe services.

Each SAP configuration includes a specific port or channel (applies to the 7750 SR) on which service traffic
enters the router from the customer side (also called the access side). Each port is configured with an
encapsulation type. If a port is configured with an IEEE 802.1Q (referred to as dot1q) encapsulation, then a
unique encapsulation value (ID) must be specified.

The Epipe/VLL service is shown in Figure 12: Epipe and VLL services .

Figure 12: Epipe and VLL services
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2.5 VPLS service overview

Virtual Private LAN Service (VPLS) as described in Internet Draft draft-ietf-ppvpn-vpls-ldp-01.txt, is a class
of virtual private network service that allows the connection of multiple sites in a single bridged domain
over a provider-managed IP/MPLS network. The customer sites in a VPLS instance appear to be on the
same LAN, regardless of their location. VPLS uses an Ethernet interface on the customer-facing (access)
side which simplifies the LAN/WAN boundary and allows for rapid and flexible service provisioning.

VPLS enables each customer to maintain control of their own routing strategies. All customer routers in
the VPLS service are part of the same subnet (LAN) which simplifies the IP addressing plan, especially
when compared to a mesh constructed from many separate point-to-point connections. The VPLS service
management is simplified because the service is not aware of nor participates in the IP addressing and
routing.

A VPLS service provides connectivity between two or more SAPs on one (which is considered a local
service) or more (which is considered a distributed service) routers. The connection appears to be a
bridged domain to the customer sites so protocols, including routing protocols, can traverse the VPLS
service.
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2.5.1

2.5.1.1

2.6

Other VPLS advantages include:
* VPLS is a transparent, protocol-independent service.
» There is no Layer 2 protocol conversion between LAN and WAN technologies.

» There is no need to design, manage, configure, and maintain separate WAN access equipment,
therefore, eliminating the need to train personnel on WAN technologies.

For details on VPLS, including a packet walkthrough, see VPLS section in the 7450 ESS, 7750 SR,
7950 XRS, and VSR Layer 2 Services and EVPN Guide.

Split horizon SAP groups and split horizon spoke SDP groups

Within the context of VPLS services, a loop-free topology within a fully meshed VPLS core is achieved by
applying split-horizon forwarding concept that packets received from a mesh SDP are never forwarded to
other mesh SDPs within the same service. The advantage of this approach is that no protocol is required to
detect loops within the VPLS core network.

In applications such as DSL aggregation, it is useful to extend this split-horizon concept also to groups of
SAPs and spoke SDPs. This extension is referred to as a split horizon SAP group or residential bridging.

Traffic arriving on a SAP or a spoke SDP within a split horizon group is not copied to other SAPs and
spoke SDPs in the same split horizon group (but is copied to SAPs or spoke SDPs in other split horizon
groups if these exist within the same VPLS).

Residential split horizon groups

To improve the scalability of a SAP-per-subscriber model in the broadband services aggregator (BSA),
the 7450 ESS and 7750 SR support a variant of split horizon groups called residential split horizon groups
(RSHG).

A RSHG is a group of split horizon group SAPs with following limitations:

» Downstream broadcast traffic is not allowed.

* Downstream multicast traffic is allowed when IGMP snooping is configured in the VPLS.
» STP is not supported.

Spoke SDPs can also be members of a RSHG VPLS. The downstream multicast traffic restriction does not
apply to spoke SDPs.

IES service overview

Internet Enhanced Service (IES) is a routed connectivity service where the subscriber communicates

with an IP router interface to send and receive Internet traffic. An IES has one or more logical IP routing
interfaces each with a SAP which acts as the access point to the subscriber’s network. IES allow customer-
facing IP interfaces to participate in the same routing instance used for service network core routing
connectivity. IES services require that the IP addressing scheme used by the subscriber be unique
between other provider addressing schemes and potentially the entire Internet.

While IES is part of the routing domain, the usable IP address space may be limited. This allows a portion
of the service provider address space to be reserved for service IP provisioning, and be administered by a
separate but subordinate address authority.
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IP interfaces defined within the context of an IES service must have a SAP associated as the access point
to the subscriber network, as shown in Figure 13: Internet Enhanced Service . Multiple IES services are
created to segregate subscriber-owned IP interfaces.

Figure 13: Internet Enhanced Service
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The IES service provides Internet connectivity. Other features include:
» Multiple IES services are created to separate customer-owned IP interfaces.
» More than one IES service can be created for a single customer ID.

* More than one IP interface can be created within a single IES service ID. All IP interfaces created within
an IES service ID belong to the same customer.

2.6.1 IP interface
IES customer IP interfaces can be configured with most of the same options found on the core IP
interfaces. The advanced configuration options supported are:
* VRRP (for IES services with more than one IP interface)
+ Cflowd (supported on the 7750 SR only)
» secondary IP addresses
* ICMP options
Configuration options found on core IP interfaces not supported on IES IP interfaces are:
» unnumbered interfaces

* NTP broadcast receipt

2.7 VPRN service overview

Virtual Private Routed Network (VPRN) services are supported on the 7750 SR only.

RFC2547bis is an extension to the original RFC 2547, which details a method of distributing routing
information and forwarding data to provide a Layer 3 Virtual Private Network (VPN) service to end
customers.

Each Virtual Private Routed Network (VPRN) consists of a set of customer sites connected to one or
more PE routers. Each associated PE router maintains a separate IP forwarding table for each VPRN.
Additionally, the PE routers exchange the routing information configured or learned from all customer sites
via MP-BGP peering. Each route exchanged via the MP-BGP protocol includes a Route Distinguisher
(RD), which identifies the VPRN association.
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The service provider uses BGP to exchange the routes of a particular VPN among the PE routers that are
attached to that VPN. This is done in a way which ensures that routes from different VPNs remain distinct
and separate, even if two VPNs have an overlapping address space. The PE routers distribute routes from
other CE routers in that VPN to the CE routers in a particular VPN. Because the CE routers do not peer
with each other there is no overlay visible to the VPN's routing algorithm.

When BGP distributes a VPN route, it also distributes an MPLS label for that route. On a SR-Series, a
single label is assigned to all routes in a VPN.

Before a customer data packet travels across the service provider's backbone, it is encapsulated with

the MPLS label that corresponds, in the customer's VPN, to the route which best matches the packet's
destination address. The MPLS packet is further encapsulated with either another MPLS label or GRE
tunnel header, so that it gets tunneled across the backbone to the correct PE router. Each route exchanged
by the MP-BGP protocol includes a route distinguisher (RD), which identifies the VPRN association. Thus,
the backbone core routers do not need to know the VPN routes.

2.8 Deploying and provisioning services

The service model provides a logical and uniform way of constructing connectivity services. The basic
steps for deploying and provisioning services can be broken down into three phases.

2.8.1 Phase 1: Core network construction

Before the services are provisioned, the following tasks should be completed:
» Build the IP or IP/MPLS core network.

» Configure routing protocols.

» Configure MPLS LSPs (if MPLS is used).

» Construct the core SDP service tunnel mesh for the services.

2.8.2 Phase 2: Service administration

Perform preliminary policy and SDP configurations to control traffic flow, operator access, and to manage
fault conditions and alarm messages, the following tasks should be completed:

» Configure group and user access privileges.

» Build templates for QoS, filter, and accounting policies needed to support the core services.

2.8.3 Phase 3: Service provisioning

» Provision customer account information.
+ If necessary, build any customer-specific QoS, filter or accounting policies.

» Provision the customer services on the 7750 SR or 7450 ESS service edge routers by defining SAPs,
binding policies to the SAPs, and then binding the service to appropriate SDPs as necessary.
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2.9

Configuration notes

This section describes service configuration restrictions.

2.9.1 General
Service provisioning tasks can be logically separated into two main functional areas, core tasks and
subscriber tasks and are typically performed before provisioning a subscriber service.
Core tasks include the following:
+ Create customer accounts.
» Create template QoS, filter, scheduler, and accounting policies.
» Create LSPs.
» Create SDPs.
Subscriber services tasks include the following:
» Create VLL, VPLS, IES, or VPRN services (VPRN is supported on the 7750 SR only).
» Configure interfaces (where required) and SAPs.
» Bind SDPs.
» Create exclusive QoS and filter policies.
2.10 Configuring Triple Play services with CLI
This section provides information to configure Residential Broadband Aggregation services using the
command line interface. It is assumed that the reader is familiar with basic configuration of VPLS, IES and
VPRN services (VPRN is supported on the 7750 SR only).
2.10.1 Configuring VPLS RSHG
To configure a group of SAPs in a VPLS service as a RSHG, add the residential-group parameter when
creating the split horizon group. Traffic arriving on a SAP within an RSHG is not copied to other SAPs in
the same split horizon group.
Note: The split horizon group must be created before it can be applied.
The following example displays a VPLS configuration with split horizon enabled:
*A:ALA-48>config>service>vpls# info
split-horizon-group "DSL-group2" residential-group create
description "split horizon group for DSL - no broadcast supported"
exit
stp
shutdown
exit
sap 2/1/4:100 split-horizon-group "DSL-group2" create
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description "SAP in RSHG"

exit

sap 2/1/4:200 split-horizon-group "DSL-group2" create
description "another SAP in the RSHG"

exit

no shutdown

*A:ALA-48>config>service>vpls#

2.10.1.1 Configuring static hosts

In order for the static host to be operational, forwarding traffic bidirectional, the MAC address of the host
must be learned or configured. Learning the MAC of the static host is different for IPv4 or IPv6.

If an IPv4 static host MAC is not specified:

» The system learns respective MAC address dynamically from ARP packets (arp-request or gratuitous-
arp) generated by the host with the specified IP address.

» On a VPLS service, this can occur if arp-reply-agent function is enabled on a specific SAP. On Layer
3 services, such as IES or VPRN, the ARP packets are always examined so no further conditions are
applicable.

If an IPv6 static host MAC is not specified the system learns the MAC address depending on the type of
host configured such as: IPv6 prefix host or IPv6 address host.

* A SAP can be specified as a single-MAC and it implies that there is only a single device attached to
the SAP. It changes the MAC learning behavior on the SAP for IPv6 host only. Firstly, all IPv6 hosts
shares the same learned MAC. Secondly, the MAC address is learned from the host’s router solicits and
neighbor discoveries.

* For static host with an address, upon shutdown, a RS for the clients IPv6 address is sent toward the
host and the MAC is learned upon the RA reply.

* For static host with an address, SHCV sends the RS, and the MAC is learned from the RA.

* For static host with an address, the OAM command can trigger a RS and the MAC is learned from the
RA.

» For static host with either a prefix or an address, linking the IPv6 host to an IPv4 host copies the IPv4
host MAC address to the IPv6 host and vice versa.

The learned MAC address is handled as a MAC address of static host with explicitly defined mac-address.
Meaning:

+ The MAC address is not aged by the mac-aging or any other aging timers.

» The MAC address is not moved to a new SAP as a consequence of relearning event. A relearning event
is a learning request for the same MAC address which comes from a new SAP.

* The MAC address is not flushed from FDB because of a SAP failure or STP flush messages.

Every time the specified static-host uses a different MAC address in its ARP request, the dynamic MAC
learning process is performed. The old MAC address is overwritten by a new MAC address.

The learned MAC address is not made persistent (a static host is not a part of the persistency file). A
service discontinuity of such a host could be proportional to its arp-cache timeout.

The following interactions are described:
+ antispoof (all services)
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210111

If a static IP-only host is configured on a specific SAP, then anti-spoof types, IP, NH MAC, and IP MAC

are supported. Static hosts for which the MAC address is not known does not have an anti-spoof entry.
It is added only after the corresponding MAC has been learned. As a consequence, all traffic generated
by the host before the MAC is learned are dropped.

MAC-linking (IES and VPRN service only)

The MAC address can be learned from either the IPv4 or IPv6 host. When learned it is copied over to
the host of the other address family.

single-MAC (IES and VPRN service only)

This specifies that there is only one single subscriber (MAC) on the SAP and any ICMP6 message from
the SAP can be assumed to be the subscriber MAC address. This does not apply to IPv4 host.

Enhanced Subscriber Management (all services)

ESM is supported in a combination with a static ip-only host. It is assumed that ip-mac antispoofing
is enabled. The resources (queues, and so on) are allocated at the time such a host is configured,
although they are effectively used only after anti-spoof entry has been installed.

multi-chassis redundancy

The dynamic MAC address learning event is not synchronized in MCS. When an IP-only static host
is configured on both chassis of a redundant BNG pair, MAC learning needs to be triggered on each
router independently.

mac-pinning (for VPLS services only)

The dynamically learned MAC address of the static-host is considered as a static-mac and is not
affected by the no mac-pinning command.

arp-reply-agent (VPLS services only)

It is possible to the enable arp-reply-agent on a SAP where the static host has ip-only configured. In
addition to the regular arp-reply-agent functionality (the reply to all arp-requests targeting the specified
host's IP address) learning of the host's MAC address is performed. As long as no MAC address have
been learned no ARP replies on behalf of such host should be expected. Enabling of arp-reply-agent is
optional for SAP with ip-only static hosts.

BNG learning IP-only static host’s MAC address

Before an IP-only static host can forward or receive traffic, the MAC of the host must be learned by the
BNG. The learned MAC is used to fill in the anti-spoof entry for the static host. Table 5: Methods to learn
IP-only static host MAC addresses summarizes the different methods that the BNG could use to learn the
IP only static host MAC address.

Table 5: Methods to learn IP-only static host MAC addresses

Number of | IPv4 static IPv6 numbered IPv6 prefix only host | DS host
hosts on host static host (unnumbered)
SAP
1 Host's ARP Auto populate RS | Auto populate RS and | IPv4:
Triggered and NS MAC NS MAC With IPV6 static host MAC (if
GUA based NS GUA based NS available) and mechanisms listed
SHev for IPv4 static host
Triggered SHCV oriFva static hos
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Number of | IPv4 static IPv6 numbered IPv6 prefix only host | DS host
hosts on host static host (unnumbered)
SAP
Data packet Data packet Data packet IPv6 numbered host:
OAM SHCV OAM SHCV With IPv4 static host MAC (if

available) and mechanisms listed
for IPv6 numbered static host

IPv6 prefix only host:

With IPv4 static host MAC (if
available) and mechanism listed
for IPv6 prefix only host

N Host's ARP GUA based NS GUA based NS IPv4:
Triggered SHCV Data packet Through IPv6 static host MAC (if
SHCV available) and mechanism listed

Data packet

Data packet
OAM SHCV
OAM SHCV IPv6 numbered host:

With IPv4 static host MAC (if
available) and mechanism listed
for IPv6 numbered static host

for IPv4 static host

With prefix only host:

Via IPv4 static host MAC (if
available) and mechanism listed
for IPv6 prefix only host

IP-only static hosts without a MAC address are put into a "non-forwarding” state and are not able to
send or receive traffic. The BNG must populate the MAC address using the methods described in the
table above to put the host into a “forwarding” state. If the IPv4 static host sends an ARP, then the IPv4
address along with Ethernet header source MAC can populate the IP-only host MAC address. For IPv6,
the subscriber must send in a NS using the GUA to allow the BNG to resolve the MAC address. If the IP-
only host is an IPv6 prefix, NS using the GUA can also resolve the static host MAC address, provided
that the GUA is within the subnet of the prefix. n IPv6 prefix host can only have one MAC association,
multiple bridged hosts using a single IPv6 prefix is not supported. To support multiple bridge hosts on a
SAP, individual /128 host must be configured along with enabling ipoe-bridge-mode.

2.10.1.1.2 Static host learning the IPv6 default gateway address

Static hosts also need to resolve the default gateway and MAC to forward traffic. Static hosts can learn the
BNG MAC using the following methods.

+ If the static host can use the BNG link-local as the default gateway, then the exchange of router solicit
and advertisement should be able to populate the default route for the static host.

+ If the static host can use the BNG link-local as the default gateway but only through neighbor solicit, the
BNG responds to NS only if the source address is the GUA of the host.

+ If the static host can only use a GUA as the default gateway, then the subscriber interface must be
configured with an IPv6 address instead of a prefix.
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A host’s RS or NS messages may use link-local as the source address. The host’s link-local addresses

are unknown to the BNG, because the BNG only knows static hosts by their GUA. By default, unknown
host’s RS or NS messages are dropped. Therefore, static hosts cannot resolve their default gateway or
MAC address. There are two different methods to enable the BNG to respond to static host's RS or NS
messages. The first solution is to declare the SAP as a single-mac. When a SAP is configured as a "single-
mac’, it is declaring that only a single host is expected on the SAP and any RS or NS sent by the host
automatically populates the MAC table. The BNG in return also responds to the static host's RS or NS. The
second solution is for cases where multiple hosts are on the SAP. The RS or NS may not provide enough
information to populate the subscriber host's MAC because the source IP are link-local addresses. The
BNG anti-spoof only replies to known hosts RS or NS; therefore, these static hosts’ RS or NS are dropped.
The group interface has a configuration option to auto-reply to any RS or NS, which allows the static host
to resolve their default gateway or route. Afterwards, the static host can send traffic to the BNG, which

the BNG can use for MAC learning. To use data packets for MAC learning, the BNG has a “data-trigger”
learning option for static hosts.

2.10.1.1.3 Configuring static hosts on an VPLS SAP

The following example displays a static host on a VPLS SAP configuration:

*A:ALA-48>config>service# info
vpls 800 customer 6001 create
description "VPLS with residential split horizon for DSL"
stp
shutdown
exit
sap 1/2/7:100 split-horizon-group "DSL-group2" create
description "SAP for RSHG"
static-host ip 10.1.1.1
exit
no shutdown

*A:ALA-48>config>service#

2.10.1.1.4 Configuring static hosts on an IES SAP
The following displays a static host on an IES SAP:

*A:ALA-49>config>service>ies>sub-if>grp-if# info
sap 7/1/5 create
description "IES with static host"
static-host ip 10.1.1.1 create
static-host ip 2001::1/128 create
static-host ip 2001:1::/64 create
exit

*A:ALA-49>config>service>ies#
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2.10.1.1.5 Configuring static hosts on a VPRN SAP
The following displays a static host on a VPRN SAP:

*A:ALA-49>config>service>vprn>sub-if>grp-if# info
description "VPRN service with static host"
sap 7/1/5 create

description "IES with static host"
static-host ip 10.1.1.1 create

static-host ip 2001::1/128 create
static-host ip 2001:1::/64 create

*A:ALA-49>config>service>vprn#
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3 DHCP management

3.1 DHCP principles

In a Triple Play network, client devices (such as a routed home gateway, a session initiation protocol (SIP)
phone, or a set-top box) use the Dynamic Host Configuration Protocol (DHCP) to dynamically obtain their
IP address and other network configuration information.

DHCP is defined and shaped by several RFCs and drafts in the IETF DHCP working group including the
following:

* RFC 1534, Interoperation Between DHCP and BOOTP

» RFC 2131, Dynamic Host Configuration Protocol

+ RFC 2132, DHCP Options and BOOTP Vendor Extensions

» RFC 3046, DHCP Relay Agent Information Option

The DHCP operation is shown in Figure 14: IP address assignment with DHCP.
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Figure 14: IP address assignment with DHCP
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Server. The message contains:

« destination MAC address

broadcast

+ source MAC address

the MAC address of the client device
+ client hardware address

the MAC address of the client device

If this message passes through a DSLAM or other access node, typically the relay information option

.?.?

0SSG068

(Option 82) field is added, indicating shelf, slot, port, VPI, VCI, and so on, to identify the subscriber.

DHCP relay is enabled on the first IP interface in the upstream direction. Depending on the

scenario, the DSLAM, BSA, or the BSR relays the discover message as a unicast packet toward the

configured DHCP server. DHCP relay is configured to insert the GIADDR (gateway IP address) to

indicate to the DHCP server in which subnet an address should be allocated.

2. The DHCP server looks up the client MAC address and Option 82 information in its database. If the

client is recognized and authorized to access the network, an IP address is assigned and a DHCP offer

message returned. The BSA or BSR then relays this back to the client device.
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3.2

3.2.1

3.2.2

3. Itis possible that the discover reached more than one DHCP server and more than one offer is
returned. The client selects one of the offered IP addresses and confirms that it wants to use this in a
DHCP request message, sent as unicast to the DHCP server that offered it.

4. The DHCP server confirms that the IP address is still available, updates its database to indicate it is
now in use, and replies with a DHCP ACK message back to the client. The ACK also contains the
Lease Time of the IP address.

DHCP features

DHCP relay

Because DHCP requests are broadcast packets that normally do not propagate outside of their IP subnet,
a DHCP relay agent intercepts such requests and forwards them as unicast messages to a configured
DHCP server.

When forwarding a DHCP message, the relay agent sets the GIADDR in the packet to the IP address of
its ingress interface. This allows DHCP clients to use a DHCP server on a remote network. From both a
scalability and a security point of view, it is recommended that the DHCP relay agent is positioned as close
as possible to the client terminals.

DHCP relay is used in a Layer 3 environment, and therefore is only supported in IES services and VPRN
services. VPRN is only supported on the 7750 SR.

When DHCP clients and servers are in different VPRN routing instances of which one is the Base routing
instance, route leaking (GRT-leaking) should be used to relay DHCPv4 and DHCPv6 messages between a
VPRN and the Global Routing Table (GRT).

While DHCP relay is not implemented in a VPLS, it is still possible to insert or modify Option 82
information.

In a routed CO environment in the 7750 SR, the subscriber interface’s group interface DHCP relay is
stateful.

DHCPv4 relay proxy

In network deployments where DHCPv4 client subnets cannot be leaked in the DHCPv4 server routing
instance, unicast renewal messages (DHCP ACKs) cannot be routed in the DHCPv4 server routing
instance, as shown in Figure 15: Unicast renewal routing problem. The DHCP server sets the destination
IP address of the DHCP ACK to the client IP address (ciaddr) as received in the DHCP REQUEST
message. Because there is no route available for the client subnet in the DHCP server routing instance,
the DHCP ACK cannot be delivered.
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Figure 15: Unicast renewal routing problem
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The unicast renewal routing problem shown in Figure 15: Unicast renewal routing problem can be solved
with a relay proxy function that enhances the DHCPv4 relay. With the relay-proxy command in the
DHCPv4 relay on a regular interface or group interface, the unicast renewals are now also relayed to the
DHCPv4 server, as described below and shown in Figure 16: Relay unicast messages:

* In the client to server direction, the source IP address is updated and the gateway IP address (gi-
address) field is added before sending the message to the intended DHCP server (the message is not
broadcasted to all configured DHCP servers.

» In the server to client direction, the Gl address field is removed and the destination IP address is
updated with the value of the IP address (yiaddr) field.

When relay-proxy is enabled, the Gl address can be configured to any local address that is configured in
the same routing instance. The Gl address is the only address that must be leaked in the DHCPv4 server
routing instance because a DHCPv4 server always sends the response on a relayed packet to the relay
agent using the gi-address as the destination IP address.

By default, unicast DHCPv4 RELEASE messages are forwarded transparently by a relay proxy function.
The optional release-update-src-ip flag updates the source IP address with the value that is used for all
relayed DHCPv4 messages, as shown in Figure 16: Relay unicast messages.

DHCPv4 FORCERENEW messages that are sent from a trusted external DHCPv4 server to a DHCPv4
relay agent configured as a relay proxy are forwarded to the DHCP client, if a corresponding DHCPv4
lease exists; otherwise, the DHCPv4 FORCERENEW messages are dropped.
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Figure 16: Relay unicast messages
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The relay-proxy command can also be used to hide the DHCPv4 server address for DHCP clients. This
prevents the client from learning the DHCPv4 server infrastructure details such as the IP address and
number of servers. Hiding infrastructure details helps in Denial of Service (DoS) prevention.

The optional siaddr-override jp-address parameter in relay-proxy enables DHCPv4 server IP address
hiding toward the client. The client interacts with the relay proxy as if it is the DHCP server. In addition to
the relay proxy functions as described earlier, the following actions are performed when DHCPv4 server IP
address hiding is configured:

* In all DHCP messages to the client, the value of the following header fields and DHCP options
containing the DHCP server IP address is replaced with the configured IP address:

— the source IP address

— the siaddr field in the DHCPv4 header if it is not equal to zero in the message received from the

server

— the Server Identification option (DHCPv4 option 54) if present in the original server message

+ The DHCP OFFER selection occurs during initial binding. Only the first DHCP OFFER message
is forwarded to the client. Subsequent DHCP OFFER messages from different servers are silently

dropped.
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The siaddr-override ip-address parameter can be any local address in the same routing instance. If
DHCP relay lease split is enabled, siaddr-override ip-address has priority over the emulated-server ip-
address configured in the proxy server and is used as the source IP address.

The active DHCPv4 server |IP address obtained from the DHCP OFFER selection is required for the IP
address hiding function and is stored in the lease state record. Therefore lease-populate must be enabled
on the interface when siaddr-override ip-address is configured.

Figure 17: DHCP server IP address hiding/initial binding shows the initial lease binding phase of a relay
proxy with DHCP server address hiding enabled. In the absence of a DHCP lease state in the initial lease
binding phase, the DHCP server IP address resulting from the OFFER selection is stored in a DHCP
transaction cache. After successful lease binding, the DHCP server IP address is added to the lease state
record.

In a host creation failure scenario, if no transaction cache or lease state is available when a DHCP
REQUEST message is received, then the DHCP REQUEST is silently dropped. The drop reason can be
found by enabling DHCP debug.

Figure 17: DHCP server IP address hiding/initial binding
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Figure 18: DHCP server IP address hiding/lease renewal shows the lease renewal phase of a relay proxy
with DHCP server address hiding enabled. A unicast REQUEST (renew) is relayed only to the DHCP
server owning the lease. A broadcast REQUEST (rebind) is relayed to all configured DHCP servers.
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During lease renewal, the DHCP server IP address can be updated in the lease state if the DHCP ACK is
received from a different server. This optimizes the DHCP proxy relay operation in a DHCP server failover
scenario. This is shown in Figure 19: DHCP server IP address hiding, lease renewal with active server

failure.

Figure 18: DHCP server IP address hiding/lease renewal
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Figure 19: DHCP server IP address hiding, lease renewal with active server failure
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Figure 20: DHCP server IP address hiding, release shows the release in a relay proxy scenario with DHCP
server address hiding enabled. The RELEASE message is sent only to the DHCP server owning the lease.

Optionally, the source IP address can be updated.
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Figure 20: DHCP server IP address hiding, release
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Relay proxy can be enabled on subscriber group-interfaces and regular interfaces in an IES or VPRN

service.

For retail subscriber interfaces, relay-proxy is configured at the subscriber-interface dhcp CLI context,
as shown in the example that follows.

A relay proxy function is not supported with a double DHCPv4 relay (Layer 3 DHCPv4 relay in front of a
7750 DHCPv4 relay with relay-proxy enabled).

Configuration example:

config>service>vprn

interface "100"
address 192
loopback

exit

interface "lol"
address 192
loopback

exit

subscriber-interface

create
.0.2.10/32

create
.0.2.11/32

"sub-int-1"

address 10.1.0.254/24
group-interface "group-int-1-1" create
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dhcp
server 172.16.1.1
lease-populate 32767
relay-proxy release-update-src-ip siaddr-override 192.0.2.10
gi-address 192.0.2.11 src-ip-addr
no shutdown

exit

exit
exit

3.2.3 DHCP lease split

The DHCP lease split function enables the use of shorter lease times toward the DHCP client than the
lease time committed by the DHCP server. The DHCP relay lease split function can be used for:

3.2.3.1

liveness detection of DHCP clients, so that addresses or prefixes of inactive clients can be reclaimed
sooner without generating a high volume of control traffic toward the DHCP server

BNG reachability verification by DHCP clients without the need for an additional protocol

DHCPv4

Figure 21: DHCPv4 relay lease split illustrates the lease split function for the initial connection of a
DHCPv4 subscriber host.

1.
2.

The initial Discover, Offer, and Request messages are handled by the DHCP Relay Agent as usual.

Before forwarding the DHCP ACK message to the DHCP client, the DHCP Relay Agent replaces the
long lease time (LT) committed by the DHCP server with a shorter lease time (LT).

The lease split function is active when the configured short lease time (LTy) is less than half the lease
time committed by the server (LT).

3. The DHCP client tries to extend its lease at T1, the renewal time of the short lease time (LTy).

The DHCP Relay Agent extends the lease on behalf of the DHCP server by sending a DHCP ACK with
the short lease time (LT).

. When the next DHCP client renew request is later than T1, the renewal time of the long lease time (LT),

the Relay Agent forwards the request to the DHCP server and re-authenticates when applicable.

The DHCP Relay Agent replaces the long lease time (LT) committed by the DHCP server with a shorter
lease time (LTy).
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Figure 21: DHCPv4 relay lease split
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Figure 22: DHCPV4 lease split — DHCPv4 client disconnects ungracefully illustrates the lease split function
when the DHCPv4 subscriber host disconnects ungracefully.

1. DHCPV4 lease split is active. When re-authenticating, the DHCP Relay Agent replaces the long lease
time (LT) committed by the DHCP server with a shorter lease time (LTg) in the DHCP ACK message.

2. The DHCP client tries to extend its lease at T1, the renewal time of the short lease time (LT).

3. The DHCP Relay Agent extends the lease on behalf of the DHCP server by sending a DHCP ACK with
the short lease time (LTs).

4. The DHCPv4 client disconnects ungracefully without sending a DHCP release message to the server.

5. When the short lease time (LTs) expires, the subscriber host state is deleted from the system and the
DHCP Relay Agent sends a release message to the server on behalf of the client. The maximum time
before the IPv4 address becomes available for reuse after an ungraceful disconnect of the DHCP client
is now determined by the short lease time (LTs) instead of the long lease time (LT).
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Figure 22: DHCPv4 lease split — DHCPv4 client disconnects ungracefully
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Figure 23: DHCPV4 lease split unreachable DHCPv4 servers illustrates the lease split function when the
DHCPv4 servers become unreachable.

sw2055

1. After the initial DHCPv4 session setup with lease split active, all DHCP servers become unreachable.

The DHCP Relay Agent answers the DHCP client renew requests with the short lease time (LTg) on

behalf of the server until the next client renew request is later than T1, the renewal time of the long
lease time (LT).

2. The DHCP Relay Agent re-authenticates (when configured) and forwards the next DHCP client renew
request and all retransmissions to the DHCP server that committed the lease. No answer is received
from the DHCP server.

3. Because the DHCP servers are unreachable, the client transitions to the rebinding state at T2,
the rebinding time of the short lease time (LT). The DHCP Relay Agent re-authenticates (when

configured) and broadcasts the DHCP client rebind request to all configured DHCP servers. No
answer is received from any DHCP server.

4. The DHCP Relay Agent answers the first retransmission of the DHCP client rebind request with the
short lease time (LTs) on behalf of the server that committed the lease.

The DHCP Relay Agent answers subsequent DHCP client renew requests with the short lease time
(LTs) on behalf of the server that committed the lease until either:

« the remaining long lease time (LT,) is less than the short lease time (LTg) + 5 minutes. In this case,
the call flow continues as described from Step 8 onward

» the next client renew request is later than T2, which is the rebind time of the long lease time (LT)

5. The DHCP Relay Agent re-authenticates (when configured) and forwards the next DHCP client renew
request and all retransmissions to the DHCP server that committed the lease. No answer is received
from the DHCP server.
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10.

1.

12.

Because the DHCP servers are unreachable, the client transitions to the rebinding state at T2,
the rebinding time of the short lease time (LTg). The DHCP Relay Agent re-authenticates (when
configured) and broadcasts the DHCP client rebind request to all configured DHCP servers. No
answer is received from any DHCP server.

The DHCP Relay Agent answers the first retransmission of the DHCP client rebind request with the
short lease time (LTs) on behalf of the server that committed the lease.

The DHCP Relay Agent answers subsequent DHCP client renew requests with the short lease time
(LTs) on behalf of the server that committed the lease until the remaining long lease time (LT,) is less

than the short lease time (LTg) + 5 minutes.

The DHCP Relay Agent answers the next DHCP client renew request with the remaining long lease
time (LT,) on behalf of the server that committed the lease.

The DHCP Relay Agent no longer answers on behalf of the DHCP servers until one of the servers
responds or until the lease expires.

The DHCP Relay Agent re-authenticates (when configured) and forwards the next DHCP client renew
request (at T1,, the renew time of the remaining long lease time (LT,)) and all retransmissions to the
DHCP server that committed the lease. No answer is received from the DHCP server.

The DHCP Relay Agent re-authenticates (when configured) and broadcasts the next DHCP client
rebind request (at T2,, the rebind time of the remaining long lease time (LT,)) and all retransmissions
to all configured DHCP servers. No answer is received from any DHCP server.

When the remaining long lease time (LT,) expires, the DHCP client transitions to the init state and
connectivity is lost.

When the long lease time (LT) expires, the subscriber host state is deleted from the system and the
DHCP Relay Agent sends a release message to the server on behalf of the client.
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Figure 23: DHCPv4 lease split unreachable DHCPv4 servers
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To enable DHCPv4 lease split, configure DHCPv4 relay and administratively enable the proxy server.
DHCPV4 lease split is active for a lease when the proxy server is enabled and when the configured proxy
server lease-time value (the short lease time) is less than or equal to the renew time committed by the
server (the long renew time) in the Option 58 Renewal (T1) Time Value or 50% of the lease time committed
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by the server in the absence of DHCP Option 58 Renewal (T1) Time Value in the DHCP Ack message from
the server.

configure service ies service-id subscriber-interface ip-int-name group-
interface ip-int-name
--- snip ---
dhcp
proxy-server
lease-time min 15
no shutdown
exit
server 192.0.2.3 192.0.2.4
trusted
gi-address 10.250.13.254 src-ip-addr
no shutdown
exit

Use the following show command to verify whether DHCPv4 lease split is active.

# /show service id 1000 dhcp lease-state detail

DHCP lease states for service 1000

--- snip ---

Remaining Lease Time : 0d 00:09:56 (Lease Split)
--- snip ---

Lease Info origin : DHCP

--- snip ---

ServerlLeaseStart : 06/25/2020 07:35:54
ServerLastRenew : 06/26/2020 14:42:14
ServerlLeaseEnd : 06/26/2020 15:42:14
--- snip ---

Lease-Time : 1d 00:00:00

DHCP Server Addr : 192.0.2.4

--- snip ---

N Note:

» DHCPV4 lease split is supported for routed CO (IES and VPRN services, DHCP relay, and
DHCP proxy) and bridged CO (VPLS service and DHCP snooping) deployment models.

» For bridged CO, the BNG does not answer on behalf of the server when the client is in
rebinding state and the DHCP servers are unreachable. The DHCP client lease times out and
the corresponding subscriber host state is deleted from the system when the short lease time
LTs expires.

3.2.3.2 DHCPv6

The call flows for DHCPVG6 lease split are similar to DHCPv4 lease split.

As shown in the following output, in a single DHCPv6 transaction, both IA_NA and IA_PD Identity
Association (IA) types can be present, each with their associated timers (renew time T1, rebind time T2,
preferred lifetime, and valid lifetime).

Option : IA NA (3), Length : 40
IAID : O
Timel: 1800 seconds
Time2: 2880 seconds
Option : IAADDR (5), Length : 24
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Address : 2001:db8:100::1
Preferred Lifetime : 3600 seconds

Valid Lifetime : 4500 seconds
Option : IA PD (25), Length : 41
IAID : 1

Timel: 1800 seconds

Time2: 2880 seconds

Option : IAPREFIX (26), Length : 25
Prefix : 2001:db8:d201::/64
Preferred Lifetime : 3600 seconds
Valid Lifetime : 4500 seconds

DHCPv6 lease split actions are always identical for all leases in the transaction:

+ DHCPV6 lease split is active for a lease when DHCPv6 relay lease split is enabled on the group
interface or retail subscriber interface and when, for all IA_NA and IA_PD options in the transaction, the
configured lease split valid lifetime (short lease time) is less than or equal to the following conditions:

— the renew time T1 committed by the server (the long renew time) in the IA_NA or IA-PD Option

— 50% of the preferred lifetime committed by the server in the IA_NA Address Option or IA_PD Prefix
Option when the T1 value committed by the server equals zero

+ When DHCPvV6 lease split is active, the following values are updated for all IA types in the reply to the
DHCPvV6 client.

Valid lifetime (short lease time or short valid lifetime) = configured lease-split valid-lifetime

Preferred lifetime (short preferred lifetime) = configured lease-split valid-lifetime

T1 (short renew time) = 0.5 * configured lease-split valid-lifetime

T2 (short rebind time) = 0.8 * configured lease-split valid-lifetime
When lease split is active, the short preferred lifetime and short valid lifetime are equal.
* Renew behavior when DHCPV6 lease split is active:

— A client renew message is authenticated (when applicable) and relayed to the DHCP server when,
for at least one of the |A options in the transaction, the next client renew message following the short
renew time cycle is later than the long renew time (T1) committed by the server.

— Otherwise, the client renew message is proxied (in other words, a renew reply is sent to the client
on behalf of the server). Proxied client renew messages are not authenticated. For all IA types, the
following values are included:

» Valid lifetime (short lease time or short valid lifetime) = configured lease-split valid-lifetime
» Preferred lifetime (short preferred lifetime) = configured lease-split valid-lifetime

» T1 (short renew time) = 0.5 * configured lease-split valid-lifetime

» T2 (short rebind time) = 0.8 * configured lease-split valid-lifetime

The following output shows an example of a DHCP6 relay configuration.

configure service ies service-id subscriber-interface ip-int-name group-
interface ip-int-name

--- snip ---
ipv6
dhcp6
relay
lease-split
valid-lifetime min 15
no shutdown
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exit
server 2001:db8::1
no shutdown
exit
exit
exit

Use the following command to verify whether DHCPVG6 lease split is active.

# /show service id 1000 dhcp6 lease-state detail

DHCP lease states for service 1000

--- snip ---

Remaining Lease Time : 0d 00:12:07 (Lease Split)
--- snip ---

Dhcp6 Server Addr : 2001:db8::3

--- snip ---

Lease Info origin : DHCP

ServerlLeaseStart 1 12/15/2020 11:13:22
ServerLastRenew 1 12/15/2020 11:13:22
ServerlLeaseEnd 1 12/15/2020 12:20:02

N Note:

+ DHCPV6 lease split is supported for routed CO DHCP relay deployment models.

» A Lightweight DHCPv6 Relay Agent (LDRA) in front of the DHCPv6 relay lease split is
supported.

3.2.4 Subscriber identification using Option 82 field

Option 82, or the relay information option is specified in RFC 3046, DHCP Relay Agent Information Option,
and allows the router to append some information to the DHCP request that identifies where the original
DHCP request came from.

There are two sub-options under Option 82:

» Agent Circuit ID Sub-option (RFC 3046, section 3.1); this sub-option specifies data which must be
unique to the box that is relaying the circuit

*  Remote ID Sub-option (RFC 3046 section 3.2); this sub-option identifies the host at the other end of the
circuit. This value must be globally unique

Both sub-options are supported and can be used separately or together.

Inserting Option 82 information is supported independently of DHCP relay. However, in a VPLS service
(when DHCP Relay is not configured), DHCP snooping must be enabled on the SAP to be able to insert
Option 82 information.

When the circuit id sub-option field is inserted, it can take following values:
sap-id
the SAP index (only under an IES or VPRN service)
ifindex
the index of the IP interface (only under an IES or VPRN service)

ascii-tuple
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3.2.4.1

3.2.5

an ASCll-encoded concatenated tuple, consisting of [system-name | service-id | interface-

name] (for VPRN or IES) or [system-name | service-id | sap-id] (for VPLS)
vlan-ascii-tuple

an ASClII-encoded concatenated tuple, consisting of the ascii-tuple followed by dot1p bits

and dot1q tags

For VPRN, the ifindex is unique only within a VRF. The DHCP relay function automatically prepends the
VREF ID to the ifindex before relaying a DHCP Request. VPRN is supported on the 7750 SR only.

When a DHCP packet is received with Option 82 information already present, the system can do one of
three things. The available actions are:
Replace

On ingress, the existing information-option is replaced with the information-option
parameter configured. On egress (toward the customer), the information option is stripped
(per the RFC).

Drop
The DHCP packet is dropped and a counter is incremented.

Keep

The existing information is kept on the packet and the router does not add more
information. On egress the information option is not stripped and is sent on to the
downstream node.

In accordance with the RFC, the default behavior is to keep the existing information; except if the GIADDR
of the packet received is identical to a local IP address on the router, then the packet is dropped and an
error incremented regardless of the configured action.

The maximum packet size for a DHCP relay packet is 1500 bytes. If adding the Option 82 information
would cause the packet to exceed this size, the DHCP client packet is discarded. This packet size
limitation exists to ensure that there is no fragmentation on the end Ethernet segment where the DHCP
server attaches.

In the downstream direction, the inserted Option 82 information should not be passed back toward the
client (as per RFC 3046, DHCP Relay Agent Information Option). To enable downstream stripping of the
Option 82 field, DHCP snooping should be enabled on the SDP or SAP connected to the DHCP server.

Trusted and untrusted

As specified in RFC 3046, DHCP Relay Agent Information Option, an SR OS Relay Agent discards a
DHCP packet where the gi address is set to 0.0.0.0 but with a Relay Agent Information Option 82 present,
unless it arrives on a “trusted” circuit.

The dhcp trusted command enables the Relay Agent to forward such DHCP requests. The gi address is
updated according the gi-address configuration on the interface.

DHCP snooping

This section discusses the Nokia routers acting as a Broadband Subscriber Aggregator (BSA) with Layer 2
aggregation toward a Broadband Subscriber Router (BSR).

A typical initial DHCP scenario is shown in Figure 24: Initial DHCP scenario.
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Figure 24: Initial DHCP scenario
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But, when the client already knows its IP address, it can skip the discover, as shown in Figure 25: DHCP
scenario with known IP address.

Figure 25: DHCP scenario with known IP address
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The BSA can copy packets designated to the standard UDP port for DHCP (port 67) to its control plane for
inspection, this process is called DHCP snooping.

DHCP snooping can be performed in two directions:
1. From the client to the DHCP server (Discover or Request messages):

+ toinsert Option 82 information (when the system is not configured to do DHCP Relay), see
Subscriber identification using Option 82 field.

» to forward DHCP requests to a RADIUS server first, and not send them to the DHCP server unless
the RADIUS server confirms positive identification.

For these applications, DHCP snooping must be enabled on the SAP toward the subscriber.
2. From the DHCP server (ACK messages):
+ to remove the Option 82 field toward the client

+ to build a dynamic DHCP lease state table for security purposes, see section DHCP lease state
table

+ to perform Enhanced Subscriber Management, see Triple Play Enhances Subscriber Management

For these applications, DHCP snooping must be enabled on both the SAP and SDP toward the network
and the SAP toward the subscriber.

A maijor application for DHCP response snooping in the context of Triple Play is security: A malicious
user A could send an IP packet (for example, requesting a big video stream) with as source the IP
address of user B. Any return packets would be sent to B, and therefore potentially jam the connection
to B.

As the snooped information is coming straight from the operator's DHCP server, it is considered reliable.
The BSA and BSR can use the snooped information to build anti-spoofing filters, populate the ARP
table, send ARP replies, and so on.

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 82
Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE DHCP management
GUIDE RELEASE 22.10.R1

3.2.6 DHCP lease state table

The DHCP lease state table has a central role in the BSA operation, as shown in Figure 26: DHCP lease
state table. For each SAP on each service it maintains the identities of the hosts that are allowed network
access.

Figure 26: DHCP lease state table

Automatically Learnt Series Configured
From DHCP Snooping Entries
(MAC Address,
Subscr_ident (option 82), Host
IP Address, IP Lease Time) (MAC, IP)

Anti-spoofing

) Filter )
(Service, SAP) (Service, SAP)
Populate Anti-spoofing Filter
(MAC, IP or MAC + IP)

DHCP Populate MAC FDB|  gtatic Host

Lease State f FVDPI?_S (VPLS Only) Table
Table or

Populate ARP Table Populate ARP Table
(L3 Services) (L3 Services)
(Can be persistent (Always persistent
across reboot) ARP Table across reboot)

for L3 Service

. l Use in ARP Reply Agent . l
Entries Age Out (VPLS Only) Entries Do Not
When Lease Time Expires Age Out

085G081

When the command lease-populate is enabled on a SAP, the DHCP lease state table is populated by
snooping DHCP ACK messages on that SAP, as described in the DHCP snooping section.

Entries in the DHCP lease state table remain valid for the duration of the IP address lease. When a lease is
renewed, the expiry time is updated. If the lease expires and is not renewed, the entry is removed from the
DHCP lease state table.

For VPLS, DHCP snooping must be explicitly enabled (using the snoop command) on the SAP or SDP

where DHCP messages requiring snooping ingress the VPLS instance. For IES interfaces and VPRN IP
interfaces (VPRN is supported on the 7750 SR only), using the lease-populate command also enables

DHCP snooping for the subnets defined under the IP interface. Lease state information is extracted from
snooped or relayed DHCP ACK messages to populate DHCP lease state table entries for the SAP or IP
interface.

For IES and VPRN services, if ARP populate is configured, no statics ARPs are allowed. For IES and
VPRN services, if ARP populate is not configured, then statics ARPs are allowed.

The retained DHCP lease state information representing dynamic hosts can be used in a variety of ways:

» To populate a SAP based anti-spoof filter table to provide dynamic anti-spoof filtering. Anti-spoof filtering
is only available on VPLS SAPs, or IES IP, or VPRN IP interfaces terminated on a SAP.

» To populate a VPLS SAP-based arp-reply-agent table to provide dynamic ARP replies using the
dynamic hosts IP assigned IP address and learned MAC address. The ARP reply agent functionality is
only available for static and dynamic hosts associated with a VPLS SAP. arp-reply-agent is supported
on the 7450 ESS only.
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3.2.7

3.2.71

» To populate the system’s ARP cache using the arp-populate feature. The arp-populate functionality is
only available for static and dynamic hosts associated with IES and VPRN SAP IP interfaces.

» To populate managed entries into a VPLS forwarding database . When a dynamic host’'s MAC address
is placed in the DHCP lease state table, it automatically populates into the VPLS forwarding database
associated with the SAP on which the host is learned. The dynamic host MAC address overrides
any static MAC entries using the same MAC and prevent learning of the MAC on another interface
(implicit MAC pinning on the 7450 ESS). Existing static MAC entries with the same MAC address as the
dynamic host are marked as inactive but not deleted. If all entries in the DHCP lease state associated
with the MAC address are removed, the static MAC may be populated. New static MAC definitions for
the VPLS instance can be created while a dynamic host exists associated with the static MAC address.
To support the Routed CO model, see to Routed Central Office (CO).

» To support Enhanced Subscriber Management, see RADIUS Authentication of Subscriber Sessions.

If the system is unable to execute any of these tasks, the DHCP ACK message is discarded without adding
a new lease state entry or updating an existing lease state entry; and an alarm is generated.

DHCP and Layer 3 aggregation

DHCPv4 snooping

The default mode of operation for DHCP snooping is that the DHCP snooping agent instantiates a DHCP
lease state based on information in the DHCP packet, the client IP address and the client hardware
address.

The mode of operation can be changed for DHCP snooping so the Layer 2 header MAC address is used
instead of the client hardware address from the DHCP packet for the DHCP lease state instantiation. This
mode is selected by enabling the 12-header in the lease-populate command at the DHCP level. Because
SR OS routers do not have the ability to verify the DHCP information (both the src-ip and src-mac of the
packet are those of the previous relay point) anti-spoofing must be performed at the access node before
the SR OS routers. This mode provides compatibility with MAC concentrator devices, and cable modem
termination system (CMTS) and WiiMAX Access Controller (WAC).

A configuration example of a cable/wireless network together with subscriber management is shown in
Figure 27: CMTS/WAC network configuration example. The subnet used to connect to the CMTS/WAC
must be defined as a subnet in the subscriber interface of the Layer 3 CO model under which the hosts is
defined. This means that all subscriber lease states instantiated on BSR must be from a “local” subscriber-
subnet, even if those are behind the router, as there is no additional Layer 3 route installed pointing to
them.

The important items to notice are static hosts at the subscriber interface side:

» IP-only static host pointing to CMTS/WAC WAN link is needed to allow BSR to reply to ARP requests
originated from CMTS/WAC.

» IP-MAC static host pointing to CMTS/WAC access-facing interface is required to provide BSR with an
arp entry for the DHCP relay address.

When dual-homing is used the CMTS/WAC may be configured with the same MAC for both upstream
interfaces. If that is not possible the BSR can be configured with an optional MAC address. The BSR then
uses the configured MAC address when instantiating the DHCP lease states.
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Figure 27: CMTS/WAC network configuration example
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3.2.7.2 DHCPv6 snooping

Like DHCPv4, the subscriber interface SAP must be on the data path between the subscriber host and the
DHCPv6 server. The SAP snoops the DHCPv6 message exchanged between the server and the client. An
ESM host is created upon snooping a “reply” message from the DHCPv6 server.

DHCPv6 messages differ from a DHCPv4 messages because it is not mandatory to have the client MAC
inside the header or options. The DUID in the DHCPV6 option can be a random generated number instead
of the subscriber host’'s MAC. The source MAC of the DHCPv6 Ethernet header cannot be used either, as
a Layer 3 aggregation network replaces the client's MAC with routing. From the perspective of the BNG, all
DHCPv6 message from the same downstream router has the same source MAC. By default, the BNG use
the DHCPv6 Ethernet header source MAC as a host entry identifier. Therefore, it is mandatory to use the
interface ID in addition to the source MAC to identify a host individually. If the interface ID is unavailable, it
is possible to use python to copy another unique ID, such as DUID or remote ID, into the interface ID. The
interface ID option must be on the same level as the relay forward header. Together, the interface ID and
the DHCP relay MAC address are used as an identifier internally in the BNG.

If the interface ID option is on the subscriber native DHCP message (such as solicit), it is simply ignored.

The downstream router must resolve the BNG MAC before it is able to route traffic to the BNG.
Traditionally, a BNG sends router advertisement to directly-connected hosts to help them resolve their
default gateway and MAC address. However, routers differ from hosts and neighbor advertisements are
used to resolve the neighbor’s MAC instead. The downstream router has two options when programming
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the BNG as the next hop. It can either use the BNG subscriber interface link-local address or the
subscriber interface GUA address. If an IPv6 prefix was configured on the BNG subscriber interface,

then the downstream router must use the BNG link local as the next hop. If the subscriber interface is
configured as an IPv6 address, then the downstream router can configure the GUA or the link-local as the
next hop. To forward traffic bidirectionally, the downstream router interface must be modeled as a static
host with both IP and MAC. IP-only static host is not supported.

The DHCP relay agent use one of its interface as a IP source address in the DHCP relay-forward
message. The BNG forwards a DHCP relay-reply message from the DHCP server back to the relay agent
using that exact same source IP address. There are restrictions for the IP source address used by the
DHCP relay agent and it depends if the relay agent is a few hops way or is directly connected to the BNG.
In the case where relay agent is a few hops away, the source address used by the relay agent must not
fall under the subnet or prefix range configured on the subscriber interface. For example, the loopback or
the egress interface address of the DHCP relay agent can be used instead. To forward the DHCPG6 relay-
forward message to the relay agent, simply add a static route for the relay agent source IP address. The
static route has the static IPv6 host as the next hop. In the case where the relay agent is directly connected
to the BNG, there are two options. In the first option, the IPv6 static host configured on the BNG is an
interface on the relay agent. If the relay agent use this as the relay-forward source address, no additional
configuration is required on the BNG to forward the relay-reply to the relay-agent. The other option is

to use an interface address on the relay agent which does not fall under the subnet or prefix under the
subscriber interface. Like the scenario where the relay-agent is a few hops away, a static route is required
to forward the DHCP relay-reply message back to the relay agent. Again, the static route must use the
IPVv6 static host as the next hop.

A default host is supported for IPv6 host as well. It is generally used as a failover mechanism where the
host can continue to forward traffic without a host entry on the backup BNG.

For the IPv6 ESM host, it is mandatory that each host have a unique /64 prefix. Service providers who
need to share the /64 prefix among multiple WAN host can use the DHCPvV6 filter bypass-host-creation
na option. All bypass hosts in general require a default host creation as well.

While ESM hosts are subject to QoS and filters rules specified in sub-profile and sla-profile, default-host
follows the QoS and filters specified directly on the subscriber SAP.

DHCPE6 filters perform actions based on the options inside the relay-forward DHCP message. The options
must be set on the innermost level, such as, DHCP solicit. The filter ignores those options set on relay-
forward levels.

ESMv6 host created by DHCP snooping is not supported with the following:
+  WLAN-GW

+ DHCPv6 Proxy

*  Wholesale or Retail

+ SHCV

* L2-aware NAT

* GRT leaking or Extranet

3.2.8 Local DHCP servers
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3.2.8.1 Overview

A local DHCP server functions only if there is a relay agent (gateway) in front of it. Either a Gl address is
needed to find a subnet or Option 82, which is inserted by the relay, to perform authentication in the local-
user-db.

The local DHCP server must be configured to assign addresses in one of the following ways:
1. Use a local user database authentication (user-db local-user-db-name)

The host is matched against the specified local user database. A successful user lookup should return
information about one of the following valid addresses:

+ fixed IP address

The IP address should not overlap with the address ranges configured in the local DHCP server.
* pool name

A free address of any subnet in that pool is offered.
+ use-gi-address [scope subnet | pool]

The Gl address is used to find a matching subnet. When scope subnet is configured, an address
is allocated in the same subnet as the Gl address only. When scope is pool, an address is allocated
from any subnet within a local pool when that pool has been selected based on matching the
“giaddr” field in the DHCP message with any of the configured subnets in the pool.

+ use-pool-from-client

The pool name specified in the DHCP client message options and added by the DHCP relay agent is
used. A free address of any subnet in that pool is offered.

When no valid address information is returned from the local user database lookup, no IP address is
offered to the client.

2. Without local user database authentication (no user-db).
One or both address assignment options must be configured:
* Use a pool name (use-pool-from-client)

The pool name specified in the DHCP client message options and added by the DHCP relay agent is
used. A free address of any subnet in that pool is offered.

* Use the gi address (use-gi-address [scope subnet | pool])

The gi address is used to find a matching subnet. When the scope is subnet, an address is
allocated in the same subnet as the gi address only. When scope is pool, an address is allocated
from any subnet within a local pool when that pool has been selected based on matching the
“giaddr” field in the DHCP message with any of the configured subnets in the pool.

When both options are configured and a pool name is specified in the DHCP client message options, then
the use-pool-from-client option has precedence over the use-gi-address option.

Note: The local DHCP server does not allocate any address if none of the above options are
4 configured (no user-db, no use-gi-address, no use-pool-from-client).

Options and identification strings can be defined on several levels. In principle, these options are copied
into the DHCP reply, but if the same option is defined several times, the following precedence is taken:
1. user-db host options

2. subnet options
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3. pool options
4. from the client DHCP request

A local DHCP server must be bound to a specified interface by referencing the server from that interface.
The DHCP server is then addressable by the IP address of that interface. A normal interface or a loopback
interface can be used.

A DHCP client is defined by the MAC address and the circuit ID. This implies that for a specified
combination of MAC and circuit ID, only one IP address can be returned. The same address is returned if a
re-request is made.

Typically, the DHCP server can be configured to perform as follows:

*  When a user-db is specified, a host lookup is performed in the local-user-db and the local user-db host
defines how to get the IP address or pool to get the IP address from:

— afixed IP address
— apool

free address of any subnet in that pool is offered
— use-pool-from-client

The pool name is taken from Option 82 vendor-specific sub-option. (If not present, proceed to the
next bullet.)

— use-gi-address
The gi-address is used to find a matching subnet.

+ If no IP address, subnet, or pool is found (see the points above), no IP address is offered to the client.
If a subnet is found, an available address from the subnet is offered to the client. If a pool is found, an
available address from any subnet of the pool is offered to the client.

Note: The local DHCP server does not allocate any address if none of the above options are
4 configured (no user-db, no use-gi-address, no use-pool-from-client).

3.2.8.2 Local DHCP server support

Local DHCP servers provide a standards-based full DHCP server implementation which allows a service
provider the option of decentralizing the IP address management into the network. Local DHCP servers
are supported on 7750 SR-7, and 7750 SR-12 models. The 7450 ESS routers use DHCP relay and proxy
DHCP server functionality.

Three applications are targeted for the local DHCP server:
» subscriber aggregation in either a single node (routed CO) or TPSDA
* business services

A server can be defined in a VPRN service and associated with different interfaces. Locally attached
hosts can get an address directly from the servers. Routed hosts receives addresses through a relay
point in the customer’s network. This option is supported for the 7750 SR only.

* PPP clients

Either in a single node or a separate PPPoE server node and a second DHCP server node. The PPPoE
server node may be configured to query the DHCP server node for an address and options to provide to
the PPPoE client. The PPPoE server provides the information in PPP format to the client.
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3.2.9

3.2.9.1

3.2.9.2

3.2.9.3

3.294

DHCP server scenarios include:

» DHCP servers can be integrated with Enhanced Subscriber Management (ESM) for DHCP clients,
DHCP relays and PPPoE clients.

» A stand-alone DHCP server can support DHCP clients and DHCP relays.

» |IPv4 is supported. DHCP servers provide increased management over the IPv4 address space
across its subscriber base, with support for public and private addressing in the same router, including
overlapped private addressing in the form of VPRNSs in the same SR-series router.

DHCP servers are configurable and can be used in the bridged CO, routed CO, VPRN wholesaler, and
dual-homing models.

DHCPv6

In the stateful auto-configuration model, hosts obtain interface addresses and configuration information and
parameters from a server. Servers maintain a database that keeps track of which addresses have been
assigned to which hosts. The stateful auto-configuration protocol allows hosts to obtain addresses, other
configuration information or both from a server.

DHCPvV6 relay agent

When the server unicast option is present in a DHCP message from the server, the option is stripped from
the message before sending to the clients.

DHCPv6 prefix options

The prefix delegation options described in RFC 3633, IPv6 Prefix Options for Dynamic Host Configuration
Protocol (DHCP) version 6, provide a mechanism for automated delegation of IPv6 prefixes using DHCP.
This mechanism is intended for delegating a long-lived prefix from a delegating router to a requesting
router, across an administrative boundary, where the delegating router does not require knowledge about
the topology of the links in the network to which the prefixes are assigned. For example, the delegating
router can get a /48 prefix by DHCPv6 and assign /64 prefixes to multiple requesting routers. Prefix
delegation is supported for the delegating router (not the requesting router).

Neighbor resolution with DHCPv6 relay

This is like ARP populate for IPv4. When it is turned on, an SR OS needs to populate the link-layer address
to IPv6 address mapping into the neighbor database based on the DHCPv6 lease information received.

If the IPv6 address of the host does not belong to the subnets of the interface, such a neighbor record
should not be created. This could happen when there is a downstream DHCPV6 relay router or prefix
delegation requesting router.

DHCPvV6 lease persistency

DHCPvV6 lease persistency is supported.
The following features are enabled:
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3.2.9.5

3.2.9.6

3.2.9.7

3.2.9.8

3.2.9.9

+ DHCPV6 lease information is reconciled to the standby.
« DHCPV6 lease information can be stored on a flash card.

*  When rebooted, DHCPV6 lease information stored on a flash card can be used to re-populate the
DHCPv6 table as well as the neighbor database if neighbor-resolution is enabled.

Local proxy neighbor discovery

Local proxy neighbor discovery is like local proxy ARP. It is useful in the residential bridging environment
where end users are not allowed to talk to each other directly.

When local proxy ND is turned on for an interface, the router:

» responds to all neighbor solicitation messages received on the interface for IPv6 addresses in the
subnets unless disallowed by policy

» forwards traffic between hosts in the subnets of the interface

» drops traffic between hosts if the link-layer address information for the IPv6 destination has not been
learned

IPv6oE hosts behind bridged CPEs

This feature adds support for dual-stack IPoE hosts behind bridged clients, receiving globally-routable
address using SLAAC or DHCPvV6. The feature also provides configurable support for handing out /128
addresses to bridged hosts from same /64 prefix or a unique /64 prefix per host. Bridged hosts that share
the same /64 prefix are required to be all SLAAC hosts or DHCPV6 hosts and are required to be associated
with the same SAP. For SLAAC based assignment, downstream neighbor-discovery is automatically
enabled to resolve the assigned address.

IPv6 link-address based pool selection

This feature provides the capability to select prefix pools for WAN or PD allocations based on configured
link addresses. The scope of selection is the pool or a prefix range within the pool.

IPv6 address and prefix stickiness

This feature extends lease identification criterion beyond DUID (default) for DHCPv6 leases held in the
lease database for a configured period after the lease times out. DHCPV6 leases can be held in the lease
database for a configurable period, after the lease time has expired. A large configured timeout value
allows for address and prefix “stickiness”. When a subscriber requests a lease through DHCPv6 (IA_NA
or PD), existing lease is looked-up and handed out. The lease identification match criterion has been
extended beyond DUID to also include interface-id, or interface-id and link-local address.

IPv4/IPv6 linkage for dual-stack hosts or Layer 3 RGs

In case of dual-stack Layer 3 RGs or dual-stack hosts behind Layer 2 CPEs, it is beneficial to have the
ability to optionally link Ipv6oE host management to DHCP state for v4. This feature provides configurable
support to use circuit-id in DHCPv4 option-82 to authenticate DHCPv6. Also, a SLAAC host is created
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3.2.9.10

3.2.10

3.2.11

3.2.12

based on DHCPv4 authentication if RADIUS returns IPv6 framed-prefix. IPv60oE host is deleted when the
linked IPv4oE host is deleted. In addition, with v4 and v6 linkage configured, sending of unsolicited unicast
RA toward the client can be configured when v4 host state is created and IPv6 is configured for the client.
The linkage between IPv4 and IPv6 is based on SAP and MAC address. The sharing of the circuit-id from
DHCPv4 for authentication of DHCPv6 (or SLAAC) allows the SR series router to work around lack of
support for LDRA on Access-nodes.

Host connectivity checks for IPv6

This feature provides support to perform SHCV checks on the global unicast address (assigned by SLAAC
or DHCPv6 IA_NA) and link-local address of a Layer 3 RG or a bridged host. SHCV uses IPv6 NS and

NA messages. The configuration is like IPv4 support in SHCV. The host-connectivity-check command is
extended to be configured for IPv6 or both IPv4 and IPv6.

Lease query

A lease query by client-id as defined in RFC 5007, DHCPv6 Lease Query, is supported for Local DHCPv6
servers. For security reasons this must be explicitly enabled using the CLI command allow-lease-query.
The user identification option must be set to DUID (default value) for lease-query to work. Lease query

by address is not supported. It is not possible to filter out leases with the link address, the server always
returns all addresses for a client. The Relay Data and Client Link options are not supported and are not
returned.

DHCPvV6 to server option

A DHCPv6-relay user-db can be configured on an IES or VPRN IP interface. This allows the insertion of

a to-client and to-server option on the client's DHCPv6 message. The VPRN or IES IP interface must be
the first relay agent for the subscriber. The interface must also have lease-populate enabled. The interface
can store up to eight leases per DHCPvV6 (relay) reply. If the interface contains both RADIUS and user-db,
RADIUS always takes precedence. The to-client and to-server option is inserted in the inner most level

of the DHCPv6 packet. ESM IPoE subscriber can also use the user-db to insert to-server option. IPoE
ESM subscribers are not limited to only to-client and to-server option and can use all other parameters
configurable under config>subscr-mgmt>loc-user-db>ipoe>host> in LUDB.

Flexible host identification in LUDB based on DHCPv4/v6 options

Host identification plays a critical role during the assignment of the parameters to the host through LUDB.
The parameters that can be assigned to the subscriber host can range from the IP addressing parameters
and the subscriber identification string all the way to the parameters that define the service to which the
subscriber is entitled.

LUDB access in the context of IPoOE hosts is triggered by DHCP messages passing through the interface
on which the LUDB access is configured. This is true regardless of the direction of the DHCP message
flow (ingress/egress).

The parameters that define the characteristics of the host are represented by an LUDB host entry. The
parameters in the LUDB entry can be unique for each individual host, or they can be shared for a group
of hosts. In the former case, the identification field for the LUDB host entry must be host specific while in
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3.2.13

3.2.14

the latter case the identification field for LUDB host entry could be derived from DHCP options that are
common to a set of host.

The host identification in the LUDB can be based on a fixed set of predefined fields within the 7750 SR
and 7450 ESS. If this predefined set of fields is not flexible enough, a custom identification field can be
constructed from the DHCP options that are processed by the Python script. When this custom identifier
is constructed, its value can be preserved for the duration of the DHCP transaction and it is used by the
LUDB for the host identification.

An example of how this can be used is the following:

A Python script is installed in 7750 SR and 7450 ESS. This Python script intercepts incoming DHCP
messages on the access side (Discover/Solicit/Request/Renew/Rebind) and consequently creates a host
identification string based on DHCP options in the packet. This string then is cached and used for host
identification in LUDB in both directions (access ingress and network ingress).

This functionality is supported for DHCPv4/DHCPV6 hosts.

DHCP caching

Subscriber host identification through LUDB is performed upon the arrival of the incoming DHCP
messages on both, the access and the network side, while the host instantiation and ESM string
assignment is performed only during the processing of the DHCP ACK/Reply messages. In other words,

if Python without the caching is used for subscriber host identification and classification (into the correct
service class by means of deriving ESM strings), the DHCP options required for host identification must

be present in all DHCP messages, even the ones sent by the DHCP servers. However, DHCP servers are
not required to echo DHCP options sent by the clients and relay-agents. Consequently, the missing options
from the server side would cause the subscriber host instantiation to fail.

To remedy this situation and cover all deployments models (even the ones where the DHCP options are
not echoed back by the DHCP servers), a caching mechanism is introduced whereby the results of the
Python processing on ingress access are locally stored in 7750 SR and 7450 ESS. This ensures that the
information about the subscriber host is readily available when the DHCP packet from the DHCP server
arrives. Furthermore, because we already have the cached information, no additional Python processing
on the network ingress is needed.

The caching is performed in a DHCP Transaction Cache (DTC), which is accessible to Python and to the
ESM module. Python writes the result of its processing to it and the Enhanced Subscriber Management
(ESM) module within 7750 SR and 7450 ESS can access those results.

The cache entries are relatively short lived, with the lifetime of a DHCP transaction. DHCP transaction is
defined as a pair of DHCP messages that have the same DHCP transaction ID number (<Discover, Offer>,
<Request, Ack>, <Solicit, Advertise>, <Request, Reply>, <Renew, Ack>, and so on).

Flexible creation of DHCPv4/6 host parameters

One of the facilities for flexible creation and assignment of subscriber host parameters is through Python
scripting.

There are two models that allow assignment of the subscriber hosts parameters based on the Python
processing, one without the utilizing the internal cache (DTC) and the other with the internal cache (DTC).

+  Without utilizing the DTC, Python can process options in DHCP ACK message, derive the subscriber
host parameters based on those options and consequently insert those parameters in a pre-configured
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DHCP option (defined in sub-ident-policy). The ESM module can be then instructed to extract those
parameters and consequently instantiate the host with correct service levels. The drawback of this
solution is that the DHCP server may not return all DHCP (v4 and v6) options that clients and relay-
agents originally transmitted. Because those options are needed for subscriber parameter determination
(but may be absent in the DHCP ACK/REPLY messages when the Python script is run), this solution
falls short of covering all deployment cases. In addition, the range of parameters that can be assigned
to a subscriber host in this fashion is smaller than the set of parameters utilizing the DTC.

» The internal cache (DTC) allows us to store the result of Python processing. The result is stored during
the lifetime of the DHCP transaction. This method of string assignment does not rely on the DHCP
server ability to return client’s options, DHCPv4 and DHCPV6.

Parameters (ESM strings, IP addresses, and so on) present in the DTC have priority over any other source
that is providing overlapping parameters when it comes to ESM processing. In other words, if the same
parameter is provided by DTC (Python), LUDB and RADIUS, the one provided by DTC is in effect. This
prioritization occur automatically without any additional CLI.

For example, if the IPv4 address is provided by DTC during DHCP Discovery processing, then the mode of
operation for this host is proxy-to-dhcp (ESM terminates DHCP, without going to the server), regardless of
whether the IP address is also provided by LUDB or RADIUS.

This functionality is supported for DHCPv4/DHCPV6 hosts.

3.2.15 Python DTC variables and API

The following are the Python variables and APlIs related to DTC:
Subscriber Host Identification
alc.dtc.derivedid
A read or write (from the Python perspective) string to store the LUDB lookup key for subscriber host
identification. This key is derived from the contents of the packet. This string is used as a match criteria in
LUDB. The derived-id can only be used when the lookup is performed in ESM. If the LUDB is attached to
the local DHCP server, then the lookup based on the derived-id cannot be performed as the DHCP server
has no means to derive such an ID from the DHCP message.
Caching Any Data During the Lifetime of a Transaction
alc.dtc.store(key,value)
The operator can store any data needed in one or more entries. The key can be any arbitrary string
(printable ASCII characters), up to 32 bytes. The value part is ‘unlimited’ (memory permitting) in size.
alc.dtc.retrieve(key)
Retrieve data from the DTC. The key must be an existing key, which is a string consisting of printable
ASCII characters, up to 32 bytes.
For example, this can be used to cache the DHCP options that the client inserts but the server does not
echo back. Those options can still be retrieved in 7750 SR and 7450 ESS by cache in case that their
presence is needed for any reason.
The lifespan of the cached data is tied to a DHCP transaction (a pair or corresponding DHCP messages
flowing in opposite direction).
ESM Related Parameters (ESM strings, routing context)
DTC provides an API to supply a subset of configuration parameters that can otherwise come from
RADIUS and LUDB and are used by the ESM code to setup the subscriber host.
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DTC parameters as defined below should not be considered as DHCP options that can be blindly returned
to the DHCP client, but instead they should be considered as real configuration settings. For example, the
lease-time option is used in LUDB to enforce the lease time for the client. As such, the ESM keeps state of
the lease-time. The following parameters can be used to setup a subscriber host:

alc.dtc.setESM (key-from-below, value)
Store data that is used by ESM. This data is write-only.

The keys are predefined (only these can be used) and are described in Table 6: ESM-related Python
variables . These keys are read-only static variables.

The LUDB column indicates the configuration option under the config>subscr-mgmt>loc-user-
db>ipoe>host context in LUDB.

Table 6: ESM-related Python variables

DTC variable Type LUDB RADIUS attribute Comment

alc.dtc.subldent string identification-strings Alc-Subsc-ID-Str —
>subscriber-id

alc.dtc.subProfileString string identification-strings Alc-Subsc-Prof-Str | —
>sub-profile-string

alc.dtc.slaProfileString string identification-strings >sla- | Alc-SLA-Prof-Str —
profile-string

alc.dtc.spiSharingGroupld integer | identification-strings >spi- | Alc-SPI-Sharing-Id —
sharing-group-id

alc.dtc.ancpString string identification-strings Alc-ANCP-Str —
>ancp-string

alc.dtc.appProfileString string identification-strings Alc-App-Prof-Str —
>app-profile-string

alc.dtc.intDestld string identification-strings Alc-Int-Dest-Id-Str —
>inter-dest-id

alc.dtc.catMapString string identification-strings Alc-Credit-Control- | —
>category-map-name CategoryMap

alc.dtc.ipAddress string address Framed-IPAddress |—

alc.dtc.dhcp4DefaultGateway string options>default-router Alc-Default-Router —

alc.dtc.subnetMask string address Framed-IPNetmask |—

alc.dtc.ipv4LeaseTime integer | options>lease-time Alc-Lease-Time —

alc.dtc.ipv4PrimDns string options>dns-server Alc-Primary-Dns —

Client-DNS-Pri
alc.dtc.ipv4SecDns string — Alc-Secondary-Dns | —
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DTC variable Type LUDB RADIUS attribute Comment
Client-DNS-Sec
alc.dtc.primNbns string options>netbios-name- Alc-Primary-Nbns
server RB-Client-NBNSPri
alc.dtc.secNbns string — Alc-Secondary-Nbns | —
RB-Client-NBNSSec
alc.dtc.msapGrouplnterface string msap-defaults>group- Alc-MSAP-Interface |—
interface
alc.dtc.msapPolicy string, msap-defaults>policy Alc-MSAP-Policy —
integer
alc.dtc.msapServiceld string, msap-defaults>service Alc-MSAP-Serv-Id —
integer
alc.dtc.retailServiceld string Retail-service-id Alc-Retail-Serv-Id —
alc.dtc.ipv6Address string ipv6-address Alc-lpv6-Address —
alc.dtc.ipv6DelegatedPrefix string ipv6-delegated-prefix Delegated-IPv6- —
Prefix
alc.dtc.ipv6SlaacPrefix string ipv6-slaac-prefix Framed-IPv6-Prefix |—
alc.dtc.ipv6WanPool string ipv6-wan-address-pool Framed-IPv6-Pool —
alc.dtc.ipv6PrefixPool string ipv6-delegated-prefix- Alc-Delegated- —
pool IPv6-Pool
alc.dtc.ipv6DelegatedPrefix integer | ipv6-delegated-prefix-len | Alc-Delegated-IPv6- | —
Length Prefix-Length
alc.dtc.accountingPolicy string acct-policy — —
alc.dtc.dhcpv4GIAddr string gi-address — —
alc.dtc.dhcv4ServerAddress string server — —
alc.dtc.dhcp4SrcAddr string — — —
alc.dtc.dhcp4Pool string address>pool Framed-Pool prim | sec (|” —
Ip-Address-Pool- delimiter)
Name
alc.dtc.linkAddress string link-address — —
alc.dtc.dhcp6SrcAddr string — — —
alc.dtc.dhcv6ServerAddr string server6 — —
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DTC variable Type LUDB RADIUS attribute Comment
alc.dtc.setDhcpv6LinkAddr string link-address — This API
applies only
to regular
numbered or
unnumbered
IPV6 interfaces
(no ESM)
alc.dtc.setDhcpv6ServerAddr string server6 — This API
applies only
to regular
numbered or
unnumbered
IPv6 interfaces
(no ESM)
alc.dtc.ipv6PrimDns string options6>dns-server Alc-Ipv6-Primary- —
Dns
alc.dtc.ipv6SecDns string — Alc-lpv6-Secondary- | —
Dns
alc.dtc.dhcpv6PreferredLifetime |integer |ipv6-lease- Alc-v6-Preferred- —
times>preferred-lifetime | Lifetime
alc.dtc.dhcpv6RebindTimer integer | ipv6-lease-times>rebind- | Alc-Dhcp6-Rebind- | —
timer Time
alc.dtc.dhcpv6RenewTimer integer |ipv6-lease-times>renew- |Alc-Dhcp6-Renew- |—
timer Time
alc.dtc.dhcpv6ValidLifetime integer | ipv6-lease-times>valid- Alc-v6-Valid-Lifetime | —
lifetime

For example, an IP address is assigned to a DTC variable as a string:

alc.dtc.ipAddress = 192.168.0.10

This is performed through the following ALU API: alc.dtc.setESM(alc.dtc.ipAddress, 192.168.0.10). The
DTC logic then parses this variable and converts it into appropriate format for consumption by ESM code.

The values defined above are the ones that are mostly defined in the LUDB. Main use, however, is
assigning ESM strings for the subscriber host instantiation phase during the processing of DHCP ACK/
Reply messages. Consequently, the Python script needs to be run only on DHCP Request messages (no
need to run it on Discoveries for ESM string assignment, unless the LUDB derived ID is also needed).

DHCP options that are blindly returned to the DHCP client without the ESM code being aware of them
cannot be configured with DTC. These options should be configured with RADIUS (Alc-ToCLient-Dhcp-
Options IPv4 only) or they can be inserted directly into DHCP messages with Python (bypassing DTC).

Other possible uses for DTC variables are:
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» Assigning routing context information with Python (service-id, msap, msap-policy, retail service-id,
and so on). For example, AN can insert specific hints in various DHCP options that would suggest (by
Python) the service context to place the subscriber host.

» IP address assignment by Python (DTC). This would address the DTC-to-DHCP-Proxy case where
Python script is invoked on DHCP Discovery/Solicit. For example:

1. Discover arrives.

2. Python generates an IP address, for example based on some DHCP options.

3. The script stores the IP address by using alc.dtc.setEsm(alc.dtc.ipAddress, 10.0.1.2).
4

. After the script is finished, ESM starts processing the packet (no LUDB/RADIUS authentication
configured).

5. ESM finds the IP address already in DTC and decides to handle all DHCP and execute proxy
function instead of relay.

6. ESM sends an offer with the address that Python generated.
7. DHCP options should be provided as well in this case (lease-times, and so on).

8. The same applies to the DHCP Request.

3.2.15.1 DTC debugging facility
DTC debugging is part of the generic DHCP debugging facility that is enabled by the flowing commands:
debug router router-id ip dhcp enables DHCP debug on Layer 3 interfaces, including subscriber-
interfaces.
debug service id service-id dhcp enables DHCP debugging on capture SAP
If the DTC cache is populated with Python, the corresponding DTC entries are shown as part of the
matching DHCP message debug.

3.2.16 Virtual subnet for DHCPv4 hosts
The virtual-subnet command in the sub-if>dhcp context allows the system to snoop and record the
default router address in DHCP ACK messages for a DHCPv4 ESM host. The system can answer ping or
traceroute requests even if the default router address is not configured on the subscriber-interface.
This feature eliminates the need to configure every default-gw address on subscriber interface. Beside
default router address, the system also calculates host’s subnet by using an assigned address and the
subnet mask option in ACK. Both recorded default router address and the subnet can be displayed with the
show service id virtual-subnet command.
Every ESM subscriber only has one set of default router address and subnet.
3.2.17 Address reservation for sticky leases

Address reservation for sticky leases adds support in local DHCP servers to provide IP address reservation
for the assignment of sticky leases. These leases are pre-provisioned in the server (by SNMP or CLI)
with a specific set of user-identification parameters. This set of parameters must be unique for each pool
to avoid duplicate leases. For management purposes, these leases also have an additional hosthame
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parameter to easily retrieve them by SNMP. When a sticky lease is created, the corresponding requested
IP address is allocated from the specified pool and this address afterwards can only be used by DHCP if

they match the specified user identification parameters. It is not possible to make an existing DHCP lease
sticky.

Sticky leases are persistent but not synchronized in multi-chassis synchronization. To support multi-chassis
redundancy, a management system can allocate the lease on one 7750 SR, immediately retrieve the lease
and populate it again on the redundant router. For this to work, sticky leases should not be combined with
any other allocation method (for example, regular DHCP leases, or Local Address Assignment because
these methods can already allocate the address on the standby node).

This feature targets two scenarios:
» simplified IP address reservation

It is not necessary to provision LUDB entries and exclude ranges for sticky leases. After the lease is
reserved in the local DHCP server (triggered by an external system by SNMP or CLI), the external
system can then subsequently assign the corresponding IP address to a DHCP client that matches the
configured lease. A use case of this related to virtual residential gateway (VRGW) application and is
described in the vVRGW section.

+ pool management without DHCP

In pure management cases, this provides an easy method to perform pool management without
implementing DHCP-specific configurations. For example, a management platform can allocate an
IP address from a pool using the sticky lease mechanism and then assign this to a static host without
risking overlap.

3.2.18 DHCP message processing overload protection

A DHCP message processing overload condition occurs when the arrival rate of DHCP packets is higher
than what the applications can process. For example, when inadequate lease times are used in a scaled
BNG setup. The SR OS measures and reports DHCP message processing overload and acts upon it by
selectively dropping DHCP messages for new connections before DHCP messages for ongoing sessions.
When in overload, DHCP messages are dropped in following order (similar for DHCPv6):

» Discover

» Offer

» Other DHCP messages
* Renew

* Ack

When DHCP message drops occurred within the last 5 minute interval, then a “DHCP message processing
overload detected: true” trap is generated. When no DHCP message drops occurred in the last 5 minutes
interval, a “DHCP message processing overload detected: false” trap is generated as shown in the
following example:

A:pel# show log event-control "svcmgr" 2572

Log Events
Application
ID# Event Name P g/s Logged Dropped
2572 tmnxSubDhcpOverloadDetected WA thr 0 0
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The DHCP message processing overload state can also be checked with the show>subscriber-
mgmt>status system command. The following output displays an example.

A:pel# show subscriber-mgmt status system

Subscriber Management System Status

Chas

Memo

sis 1

ry usage high

DHCP message processing overload

Statistics usage high
Number of subscribers using statistics

Data-trigger statistics

Pack
Pack
Pack
Pack

Subscriber VLAN statistics resources

Admi
Numb

ets received
ets dropped

ets in queue (actual)
ets in queue (peak)

ged Residential Gateway statistics

initialized
operational

in connectivity verification

on hold

authenticated by proxy

nistrative state
er of entries

: out-of-service
;0

Statistics for dropped DHCP packets can be displayed and cleared with the tools>dump>dhcp-rx-stats
command. The following output displays an example.

A:pel# tools dump dhcp-rx-stats

DHCP Received Packet Statistics

IPv6

DISCOVER
OFFER
REQUEST
DECLINE

ACK

NAK

RELEASE
INFORM
FORCERENEW
LEASEQUERY
LEASEUNASSIGNED
LEASEUNKNOWN
LEASEACTIVE
RENEW

SOLICIT
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ADVERTISE 0 0 0 0
REQUEST 0 0 0 0
CONFIRM 0 0 0 0
RENEW 0 0 0 0
REBIND 0 0 0 0
REPLY 0 0 0 0
RELEASE 0 0 0 0
DECLINE 0 0 0 0
RECONFIGURE 0 0 0 0
INFO _REQUEST 0 0 0 0
RELAY_ FORW 0 0 0 0
RELAY REPLY 0 0 0 0
LEASEQUERY 0 0 0 0
LEASEQUERY REPLY 0 0 0 0
Total 0 0 0 0

Maximum queue length : 0

Maximum outst pbufs total : 0

Maximum outst pbufs to client : 0

3.2.19 DHCPv4 offer and DHCPv6 advertise selection parameters for DHCP relay

When multiple DHCP servers in the network offer an IP address or prefix, the DCHP client must choose a
server from which to request configuration parameters. In some network designs, such as a stateless multi-
chassis redundant BNG deployment, the load balancing of IPoE subscriber sessions can be optimized

by influencing the server selection at the DHCP relay. This is similar to using a pado-delay for PPPoE
subscriber sessions. See Figure 28: DHCPv4 relay offer selection parameters.

DHCPv4
Server S1

Figure 28: DHCPv4 relay offer selection parameters
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In Figure 28: DHCPV4 relay offer selection parameters, the DHCPv4 client on the RGW connects and
broadcasts a DHCPv4 Discover message to obtain an IP configuration. Both the BNG 1 and BNG 2 relay
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agents receive the Discover message with the Layer 2 aggregation network between the Access Node
and the BNGs. The DHCP Relay Agent function on BNG 1 is configured to delay the Discover message
before sending it to the DHCPv4 Server S1, while the DHCP Relay Agent function on BNG 2 immediately
forwards the Discover message to DHCPv4 server S2. As a result, the DHCP Offer from DHCPv4 Server
S2 reaches the DHCP client first. The client selects the Offer from DHCP Server S2 and broadcasts a
DHCP Request with the server identifier option set to Server S2. The BNG1 and BNG2 relay agents both
forward the Request to their DHCP servers. DHCPv4 Server S1 ignores the Request targeted to server
S2. DHCPv4 Server S2 Acknowledges the lease. The subscriber session is created on BNG 2 and the
DHCPv4 Ack is sent to the RGW.

Similar results can be achieved for DHCPV6 clients by delaying the DHCPv6 Solicit message or by
inserting a Preference Option in the DHCPv6 Advertise message to the client.

Note: The DHCPv4 Offer Selection and DHCPv6 Advertise Selection is a function of the DHCP
4 client. This feature provides a non-standardized mechanism to influence the client's decision at
the DHCP Relay, but ultimately the client decides which server is selected.

3.2.19.1 DHCPv4 offer selection parameters on a subscriber group-interface DHCP relay

With the configuration of a discover-delay, the forwarding of a DHCP Discover Message to the DHCP
server is delayed, which results in a delayed DHCPv4 Offer to the DHCP client. A discover-delay (in
deciseconds) can be configured for DHCP Discover messages, as shown in the following examples:

» originated by DHCP clients with odd or even MAC addresses

dhcp
server 192.0.2.1
offer-selection
client-mac odd
discover-delay 5
exit
exit
no shutdown
exit

» sent to a specific DHCP server (a delay for up to eight servers can be configured)

dhcp
server 192.0.2.1 192.0.2.2
offer-selection
server 192.0.2.2
discover-delay 5
exit
exit
no shutdown
exit

» for which no per client MAC or per DHCP server discover-delay is configured (for example, a default
discover-delay)

dhcp
server 192.0.2.1
offer-selection
discover-delay 5
exit
no shutdown
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exit

Additional considerations:

» Configuring a per DHCP server discover-delay and a per DHCP client MAC address discover-delay is
mutually exclusive.

» A default discover-delay can be combined with either a per DHCP server or a per DHCP client MAC
delay.

*  When a new Discover message, such as a retransmitted message is received from the same client
while a discover-delay timer is running, the discover-delay timer is stopped, the queued Discover
message is discarded, and the new Discover message is immediately forwarded without delay.

3.2.19.2 DHCPv6 advertise selection parameters on a subscriber group-interface DHCP6
relay

With the configuration of a solicit-delay, the forwarding of a DHCP Solicit Message to the DHCP server is
delayed resulting in a delayed DHCPv6 Advertise to the DHCP client. A solicit-delay (in deciseconds) can
be configured for DHCP Solicit messages, as shown in the following examples:

» originated by DHCP clients with odd or even MAC addresses

dhcp6
relay
advertise-selection
client-mac odd
solicit-delay 5
exit
exit
server 2001:db8::1
no shutdown
exit
exit

» sent to a specific DHCP server (a delay for up to eight servers can be configured)

dhcp6
relay
advertise-selection
server 2001:db8::2
solicit-delay 5
exit
exit
server 2001:db8::1
server 2001:db8::2
no shutdown
exit
exit

» for which no per client MAC or per DHCP server solicit-delay is configured (for example, a default
solicit-delay)

dhcp6
relay
advertise-selection
solicit-delay 5
exit
server 2001:db8::1

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 102
Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE

DHCP management
GUIDE RELEASE 22.10.R1

no shutdown
exit
exit

With the configuration of a preference-option value, a DHCPv6 Preference Option (7) with the configured
value is inserted in the Advertise Message to the DHCP client. A DHCPV6 client can use the preference
value to select one out of multiple received Advertise messages. A preference-option value (0 to 255)
can be configured for DHCP Advertise Messages, as shown in the following examples:

« sent to DHCP clients with odd or even MAC addresses

dhcp6
relay
advertise-selection
client-mac odd
preference-option
value 200
exit
exit
exit
server 2001:db8::1
no shutdown
exit
exit

sent to a specific DHCP server (a preference-option value for up to eight servers can be configured)

dhcp6
relay
advertise-selection
server 2001:db8::2
preference-option
value 200
exit
exit
exit
server 2001:db8::1
server 2001:db8::2
no shutdown
exit
exit

for which no per client MAC or per DHCP server preference-option value is configured (for example, a
default preference-option value)

dhcp6
relay
advertise-selection
preference-option
value 200
exit
exit
server 2001:db8::1
no shutdown
exit

Additional considerations:

» A solicit-delay and preference-option value can be configured simultaneously.
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3.2.20

3.3

» Configuring a per DHCP server solicit-delay and preference-option value and a per DHCP client
MAC address solicit-delay or preference-option value is mutually exclusive.

» A default solicit-delay and preference-option value can be combined with either a per DHCP server
or a per DHCP client MAC configuration.

* When a new solicit message is received from the same client, such as a retransmitted message while
a solicit-delay timer is running, the solicit-delay timer is stopped, the queued solicit message is
discarded, and the new Solicit message is immediately forwarded without delay.

DHCP release messages

A DHCP client can send a release message to the server to indicate that the address assigned in the lease
is not used. The BNG configured as DHCP relay or relay proxy can also send a release message to the
server on behalf of the client in the following cases:

» the drop of a DHCPv4 ACK or DHCPV6 reply message caused by a host creation failure, for example,
when there are not enough resources or there is a duplicate host

 sla-profile or sub-profile host and session limit enforcement

* lease time expiration when lease split is active

» Subscriber Host Connectivity Verification (SHCV) connectivity loss with action lease removal
» an IPoE session timeout

» manual clearing of an IPoE session or lease state; a DHCP release message is not sent when the
optional no-dhcp-release parameter is specified in the clear service id dhcp lease-state or clear
service id dhcp6 lease-state commands.

The BNG does not send a DHCP release message on behalf of the client when the remaining lease time is
less than 5 minutes.

The release-include-gi-address command configured in the dhcp context of an interface sets the
gateway IP Address (giaddr) field in the DHCPv4 release messages to the configured Gl address. By
default, the giaddr field in a DHCPv4 release message is transparently forwarded as received from the
client or set to 0.0.0.0 when the DHCPv4 release message is sent by the BNG on behalf of the client.

Proxy DHCP server

This section describes the implementation of proxy DHCP server capability to provide a standards-based
DHCP server which front-ends to a downstream DHCP client, DHCP relay enabled devices, and interfaces
with RADIUS to authenticate the IP host and subscriber and obtains the IP configuration information for
DHCP client devices.

The proxy DHCP server is located between an upstream DHCP server and downstream DHCP clients and
relay agents when RADIUS is not used to provide client IP information.

Service providers can introduce DHCP into their networks without the need to change back-end subscriber
management systems that are typically based around RADIUS (AAA). Service providers can support the
use of DHCP servers and RADIUS AAA servers concurrently to provide IP information for subscriber IP
devices (Figure 29: Typical DHCP deployment scenarios).

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 104

Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE

GUIDE RELEASE 22.10.R1

DHCP management

Figure 29: Typical DHCP deployment scenarios
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DHCP is the predominant client-to-server based protocol used to request IP addressing and necessary
information to allow an IP host device to connect to the network.

By implementing DHCP, the complexity of manually configuring every IP device that requires connectivity
to the network is avoided. IP devices with DHCP can dynamically request the appropriate IP information to

enable network access.

DHCP defines three components that are implemented in a variety of device types:

» The DHCP client allows an IP device (host) to request IP addressing information from a DHCP server to
enable access to IP based networks. This is typically found in:

— end user notebooks,

desktops, and servers

— residential gateways and CPE routers

— IP phones
— set-top boxes

— wireless access points

» The DHCP relay agent passes (relays) DHCP client messages to pre-configured DHCP servers where
a DHCP server is not on the same subnet as the IP host. This feature optionally adds information
into DHCP messages (Option 82) which is typically used for identifying attaching IP devices and their
location as part of subscriber management. This is typically found in:
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— residential gateways and CPE routers
— DSLAMs
— edge aggregation routers

» The DHCP server receives DHCP client messages and is responsible for inspecting the information
within the messages and determining what IP information if any is to be provided to a DHCP client to
allow network access. This is typically found in:

dedicated standalone servers

residential gateways and CPE routers

edge aggregation routers

centralized management systems

DHCP is the predominant address management protocol in the enterprise community, however in the
provider market PPP has traditionally been how individual subscribers are identified, authenticated, and
provided IP addressing information.

The use of DHCP in the provider market is a growing trend for managing subscriber IP addressing, as
well as supporting newer devices such as IP-enabled IP phones and set-top boxes. Most subscriber
management systems rely heavily on RADIUS (RFC 2865, Remote Authentication Dial In User Service
(RADIUS)) as the means for identifying and authorizing individual subscribers (and devices), deciding
whether they are allowed access to the network, and which policies should be put in place to control what
the subscriber can do within network.

The proxy DHCP server capability enables the deployment of DHCP into a provider network, by acting as a
proxy between the downstream DHCP devices and the upstream RADIUS based subscriber management
system.

» Interact with downstream DHCP client devices and DHCP relay agents in the path.

* Interface with RADIUS to authenticate DHCP requests.

* Receive all the necessary IP information to properly respond to a DHCP client.

» Override the allocated IP address lease time, if necessary, for improved IP address management.

Figure 30: Aggregation network with DHCP to RADIUS authentication shows a typical DHCP initial

bootup sequence with the addition of RADIUS authentication. The proxy DHCP server interfaces with
downstream DHCP client devices and then authenticate upstream using RADIUS to a provider’s subscriber
management system.
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Figure 30: Aggregation network with DHCP to RADIUS authentication
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In addition to granting the authentication of DHCP hosts, the RADIUS server can include RADIUS
attributes (standard and vendor-specific attributes (VSAs)) which are then used by the edge router to:

» Provision objects related to a specific DHCP host such as a subscriber and SLA policy.

* Provide IP addressing information to a DHCP client.

» Support the features that leverage DHCP lease state.

— dynamic ARP population

— ARP reply agent

— anti-spoofing filters
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— MAC pinning
» Leverage host-connectivity-verify to determine the state of a downstream IP host.

This feature offers the ability for a customer to integrate DHCP to the subscriber while maintaining their
existing subscriber management system typically based around RADIUS. This provides the opportunity
to control shifts to an all DHCP environment or to deploy a mixed DHCP and RADIUS subscriber
management system.

To maximize its applicability VSAs of legacy BRAS vendors can be accepted so that a network provider is
not forced to reconfigure its RADIUS databases (or at least with minimal changes).

To receive data from the RADIUS server the following are supported:

» Juniper (vendor-id 4874) attributes 4 (Primary DNS server) and 5 (Secondary DNS server).
* Redback (vendor-id 2352) attributes 1 (Primary DNS) and 2 (Secondary DNS).

» Juniper attributes 6 and 7 (Primary and Secondary NetBIOS nameserver).

* Redback attributes 99 and 100 (Primary and Secondary NetBIOS nameserver).

The following attributes can be sent to RADIUS:

» Sending authentication requests: (from the DSL Forum) (vendor-id 3561), attributes 1 (Circuit ID) and 2
(Remote ID).

» DSL Forum attributes 129 and 130 (Actual Data Rate Upstream and Downstream), 131 and 132
(Minimum Data Rate Upstream and Downstream) and 144 (Access Loop Encapsulation).

The complete list of Nokia VSAs is available on a file included on the compact flash shipped with the
image.

3.3.1 Local DHCP servers
3.3.1.1 Terminology

» local 7750 SR and 7450 ESS DHCP server
The DHCP server instantiated on the local 7750 SR and 7450 ESS node.

* remote 7750 SR and 7450 ESS DHCP server
The DHCP server instantiated on the remote 7750 SR and 7450 ESS node (external to the local 7750
SR and 7450 ESS node).

* 3rd party DHCP server
The DHCP server external to any 7750 SR and 7450 ESS node and implemented outside of 7750 SR
and 7450 ESS.

* intercommunication link
The logical link between dual-homed 7750 SR and 7450 ESS DHCP servers used for synchronizing
DHCP lease states. Multi-chassis Synchronization (MCS) protocol runs over this link. When this link
is interrupted, synchronization of the leases between redundant DHCP servers is impaired. This link
should be well protected with multiple underlying physical paths.

* local IP address-range and prefix
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The local failover mode in which the IP address-range and prefix is configured in dual-homed DHCP
environment. The local keyword does not refer to the locality (local versus remote) of the server

on which the IP address-range and prefix in configured, but rather refers to the ownership of the

IP address-range and prefix. The DHCP server on which the local IP address-range and prefix is
configured, owns this IP address-range and prefix and consequently can delegate the IP addresses and
prefixes from it at any time, regardless of the state of the intercommunication link.

» remote IP address-range and prefix

The remote failover mode in which the IP address-range and prefix is configured in dual-homed DHCP
environment. The remote keyword does not refer to the locality of the server on which the IP address-
range and prefix is configured but rather refers to the ownership of the IP address-range and prefix. The
DHCP server on which the remote IP address-range and prefix is configured, but does not own this IP
address-range and prefix during normal operation and consequently is not allowed to delegate the IP
addresses and prefixes from it. Only when the intercommunication link between the two nodes transition
into particular (failed) state, the DHCP server can start delegating new IP addresses from the remote IP
address-range and prefix.

» IP address-range and prefix ownership

The 7750 SR and 7450 ESS DHCP servers that can delegate new leases from an IP address-range
and prefix that it owns. For example, an IP address-range and prefix designated as remote is not owned
by the DHCP server on which it is configured unless specific conditions are met. Those conditions are
governed by the state of the intercommunication link.

* IP address-range and prefix takeover

The 7750 SR and 7450 ESS DHCP servers that do not own an IP address-range and prefix can take
over the ownership of this IP address-range and prefix under specific conditions. When the ownership

is taken, the new IP addresses can start being delegated from this IP address-range and prefix. Only
the remote IP address-range and prefix can be taken over. Note that the takeover of an IP address-
range and prefix has only local significance, in other words, the ownership is not taken away from some
other DHCP server that has the same IP address-range and prefix designated as local. It only means
that IP address-range and prefix that is configured as remote is available to takeover for new IP address
delegation.

* local PPPoX address pools

The method of accessing an IPv4/v6 address pool in 7750 SR and 7450 ESS DHCP4/6 server.

For PPPoX clients, the IPv4/v6 addresses are allocated from those pools without the need for an
intermediate DHCP relay-agent (7750 SR and 7450 ESS internal DHCP relay-agent). Although those
pools are part of the local DHCP server in 7750 SR and 7450 ESS, the method of accessing them is
substantially different than accessing local DHCP address pools for IPoE (DHCP) clients. IPoE (DHCP)
and PPPoX hosts can share the same pool and yet each client type can access them in their own
unique way:

— IPoE client by DHCP messaging
— PPPoE by internal API calls
* local PPPoX pool management

The IPv4 address allocation/management for PPPoX clients independent of DHCP process (DHCP
lease state). An IPv4 address allocated by local PPPoX Pool Management is tied to the PPPoX
session. It is without the need for an internal DHCP relay-agent.
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3.3.1.2 Overview

7750 SR and 7450 ESS DHCP server multi-homing ensures continuity of the IP address and prefix
assignment and renewal processes when an entire 7750 SR and 7450 ESS DHCP server fails or in case
of a failure of the active link that connects clients to one of the 7750 SR and 7450 ESS DHCP servers

in the access part of the network. DHCP server multi-homing is an integral part of the overall subscriber
management multi-chassis protection scheme.

DHCP server multi-homing can be implemented outside of the BNG, without subscriber management
enabled. However, in the following text, it is assumed that the subscriber management multi-homing
(SRRP, MC-LAG, subscriber synchronization) is deployed along with DHCP server multi-homing.

Although the subscriber synchronization process and the DHCP lease states synchronization process

use the same synchronization infrastructure within 7750 SR and 7450 ESS (Multi Chassis Redundancy
protocol), they are two separate processes that are not aware of each other. As such, the mechanisms
that drive their switchover are different. For example, the mechanism that drives subscriber switchover
from one node to the other is driven by the access protection mechanism (SRRP/MC-LAG) while the
switchover (or takeover) of the IP address-range and prefixes in a DHCP pool is driven by the state of the
intercommunication link over which the leases are synchronized. The failure of an entire node makes those
differences irrelevant because the access-link failure coincides with the intercommunication link failure
and the other way around. However, link-only failures become critical when it comes to their interpretation
by the protection mechanisms (SRRP, MC-LAG, DHCP server multi-homing). Regardless of nature of the
failure, an overall DHCP server multi-chassis protection scheme must be devised in so that the two 7750
SR and 7450 ESS DHCP servers never allocate the same IP address and prefix to two different clients.
Otherwise, IP address or prefix duplication ensues. Unique IP address and prefix allocation is achieved by
making only one 7750 SR and 7450 ESS DHCP server responsible for IP address prefix delegation out of
the shared IP address-range or prefix.

There are two basic models for DHCP server dual-homing:

» Shared IP address-ranges and prefixes are designated as local on one 7750 SR and 7450 ESS DHCP
server and as remote on the other.

In this case, the DHCP relays must point to both DHCP servers; the one configured with the local IP
address-range and prefix as well as the one with the remote IP address-range and prefix.

Under normal circumstances, the new IP addresses and prefixes can be only allocated from the DHCP
server configured with the local IP address-range and prefix.

The DHCP server configured with the remote IP address-range and prefix starts delegating new
lease from it only when it declares that the redundant peer with the local IP address-range and prefix
becomes unavailable.

Detection of the peer unavailability is triggered by the failure of the intercommunication link which
can be caused either by the nodal failure or simply by the loss of connectivity between the two nodes
protecting each other. Thus, the loss of intercommunication link does not necessarily mean that the
peering node is truly gone. It can simply mean that the two nodes became isolated and unable to
synchronize their DHCP leases between each other. In such environment, both nodes can potentially
allocate the same IP address at the same time. To prevent this, additional intercommunication link
states and associated timers are introduced to give the operator ample time to fix the problem.

For example, the DHCP server takes over the remote IP address-range and prefix after the MCLT
period expires while the intercommunication link is in PARTNER-DOWN state. The PARTNER-DOWN
state is entered after a preconfigured timer (partner-down-delay) expires. The consequence of these
two additional timers (partner-down-delay and MCLT) is that the new IP address delegation from

the remote (shared) IP address-range and prefix is not possible until the preset timers expire. This

is needed and justified if the intercommunication link is interrupted, the nodes become isolated, and
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consequently, the DHCP lease state synchronization becomes impaired. On the other hand, if the
DHCP server with local IP address-range and prefix becomes truly unavailable, those additional
restoration times causes interruption in service because the new IP addresses from the remote IP
address-range and prefix is not immediately available for delegation.

Only new IP address delegation from the remote IP address-range and prefix is affected by this
behavior. The existing IP leases can be extended on both nodes at any time irrespective of whether the
configured address-range and prefix is designated as local or remote.

To ensure uninterrupted service even for new lease delegation in this model (local-remote), two
approaches can be adopted:

— Segment the IP address and prefix space so that each node has an IP address-range and prefix
designated as local. For example, instead of designating IP address-range 10.10.10.0/24 as local
on DHCP server A and as remote on DHCP server B, the 10.10.10./24 IP address is split into two:
10.10.10.0/25 and 10.10.10.128/25. The 10.10.10.0/25 would be designated as local on the DHCP
server A and as remote on DHCP server B. The 10.10.10.128/25 would be designated as remote on
the DHCP server A and as local on DHCP server B. In this fashion, one node is always available to
assign new leases without any overlap.

— If only one shared IP address-rage/prefix is deployed, the operator can bypass the timers (partner-
down-delay and MCLT) that are put in place in case that DHCP server nodes become isolated. This
bypass of the timers can be achieved with configuration. In this case, a safe operation is warranted
only if the operator is confident that the intercommunication link failure is caused by the nodal failure,
and not the physical link failure between the two nodes.

» Shared IP address-range and prefix is designated as access-driven on both 7750 SR and 7450 ESS
DHCP servers.

In this scenario, the shared IP address-range and prefix is owned by both nodes and the ownership is
not driven by the state of the intercommunication link.

To avoid IP address duplication, only one DHCP server at any time must be responsible for IP address
assignment from this shared IP address-range and prefix.

This is ensured by the access protection mechanism (SRRP/MC-LAG) that provides a single active path
from the clients to the one of the DHCP servers.

In case that clients have access to the same IP address-range and prefix on both DHCP servers at the
same time, the IP address duplication may occur.

Consider the following case:

Two DHCP clients send DHCP Discovers in the following fashion:

— DHCP client A sends DHCP Discover to the DHCP server A

— DHCP client B sends DHCP Discover to the DHCP server B

— DHCP server A assigns IP address 10.10.10.10 to the DHCP client A
— DHCP server B assigns IP address 10.10.10.10 to the DHCP client B

— This is a legitimate scenario because the DHCP lease states are not synchronized until the DHCP
lease assignment is completed.

— Just before the DHCP ACK is sent to the respective clients from both nodes, the DHCP lease sync
messages are exchanged between the peers.

— DHCP servers do not wait for the reply to the sync message before they send the DHCP Ack to the
client.

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 111
Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE DHCP management
GUIDE RELEASE 22.10.R1

After the DHCP lease syn message is received from the peer, the DHCP server realizes that the IP
lease already exist. In this case, the newer IP lease overrides the older.

The result is that clients A and B use the same IP address and consequently the forwarding of the
traffic is impaired.

In access-driven model, the ESM subscriber host must be colocated with the DHCP server. In other
words, the DHCP server must be instantiated in redundant BNGs. The dhcp-relays must point to the
respective local DHCP servers. There must be no cross-referencing of DHCP servers in this model. In
addition, the IP address that the DHCP servers are associated with, must be the same on both DHCP
servers. This is necessary to ensure uninterrupted service levels when the switchover in the access
occurs.

For example:

DHCP server A on BNG A is associated with the IP address 1.1.1.1 (for example loopback interface
Aon BNGA)

DHCP server B on the peering BNG B is associated with the IP address 1.1.1.1 (configured in BNG
B under loopback interface B)

DHCP relay on BNG A points to the IP address 1.1.1.1 (DHCP server in BNG A)
DHCP relay on BNG B points to the IP address 1.1.1.1 (DHCP server in BNG B)

Consider the following when contemplating deployment of the two described models:

» Local-remote model is agnostic of the access protection mechanism. In fact, the access protection
mechanism is not needed at all for safe operation.

Fast takeover of the single shared (remote) IP address-range and prefix can be provided only in cases
where the operator can guarantee that the intercommunication link failure is caused by the nodal failure
(entire DHCP server node becomes unavailable). Fast takeover is provided by bypassing the partner-
down-timer and MCLT.

If multiple IP address-ranges and prefixes are deployed, bypass of the timers is not needed because
the local IP address-ranges and prefixes are available on both nodes.

» Access-driven model allows a single IP address-range and prefix to be shared across the redundant
DHCP server nodes. The access to the single DHCP server node from the client side is ensured by the
protection mechanism deployed in the access part of the network (SRRP or MC-LAG).

3.3.1.3 DHCP lease synchronization

DHCP server leases are synchronized over Multi-Chassis Synchronization (MCS) protocol. A DHCP lease
synchronization message is sent to the peering node just before the DHCP ACK/Reply is sent to the client.

For example, the message flow for DHCPv4 lease establishment is the following:

Table 7: DHCPv4 message flow

DHCP discover DHCP client — DHCP server
DHCP Offer DHCP server — DHCP client
DHCP Request DHCP client — DHCP server

DHCP Sync Message DHCP server — by MCS to the peering DHCP server
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DHCP Ack

DHCP server— DHCP client

DHCP server failover mechanism in the local-remote IP address-range and prefix model relies on the
detection of the failure of the link over which DHCP states are synchronized (through the MCS protocol).

This link is normally disjointed from the access links toward the clients. MCS protocol normally runs over a

direct link between the two redundant nodes (1) or over backbone links (2) if the direct link is not present.
This is shown in Figure 31: Redundancy model.

Figure 31: Redundancy model
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In the access-driven IP address-range and prefix model, the DHCP server address-ranges and prefixes
are not tied to the state of the intercommunication link. Instead, the DHCP server selection for IP address
assignment is only governed by the path selected by the path protection mechanism (SRRP/MC-LAG)
deployed in the access part of the network.

3.3.1.4 Intercommunication link failure detection

7750 SR and 7450 ESS DHCP server is a client of Multi-chassis Synchronization (MCS) application
with 7750 SR and 7450 ESS. After MCS transitions into an out-of-sync state, the 7750 DHCP server
redundancy assumes that there is a failure in the network. The DHCP server failure in dual-chassis
configuration relies on the failure detection mechanism of MCS.
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MCS runs over TCP, port 45067 and it is using either data traffic or keepalives to detect failure on the
communication link between the two nodes. In the absence of any MCS data traffic for more than 0.5
seconds, MCS sends its own keepalive to the peer. If a reply is not received within 3 seconds, MCS
declares its operational state as down and the database sync state as out-of-sync. MCS consequently
notifies its clients (DHCP Server being one of them) of this condition.

It can take up to 3 seconds before the DHCP client realizes that the interclass communication link failed.

MCS clients (applications) can optimally send their own proprietary keepalive messages to its partner
over MCS to detect failure. DHCP Server does not use this method and it strictly relies on the failure
notifications by MCS.

Note that the intercommunication link failure does not necessarily assume the same failed fate for
the access links. In other words, it is perfectly possible (although unlikely) that both access links are
operational while the inter-chassis communication link is broken.

The failure detection of the intercommunication link leads to specific failover state transitions on the DHCP
server. The DHCP lease handling in the local-remote model depends on the failover state on the DHCP
server and the duration of each failover state is determined by preconfigured timers.

DHCP server failover states

The DHCP server, when paired in redundant fashion, can transition through several states:
+ TRANSITION

+ SHUTDOWN

« INIT

+ STARTUP

In this state, the DHCP server recovers leases from the MCS database and does not respond to any
unicast and broadcast messages.

+ NORMAL

In this state, the 7750 SR and 7450 ESS DHCP server is serving all IP leases from the local and
access-driven IP addresses-ranges and prefixes (assigning new leases and extending existing ones).
Remote IP addresses-ranges and prefixes are not served (new or existing ones).

+ P RENORMAL

In this state, the DHCP recovers leases from the MCS database after a resolved communication failure.
The DHCP server responds to unicast and broadcast messages for addresses in the local ranges, and
to unicast messages for addresses in the remote ranges.

+ COMMUNICATION INTERUPTED

IP addresses and prefixes under the local and access-driven IP address-range and prefix are served

in the same fashion as in the NORMAL state. The IP addresses and prefixes under the remote IP
address-range and prefix are renewed. However, the new address and prefix from the remote address-
range and prefix are not allocated until the partner-down timer expires, the failover state consequently
transitions into PARTNER DOWN and the MCLT timer while in the PARTNER-DOWN state expires.
This is necessary in case that the failure occurred only on the intercommunication link while the access
link is still operational (DHCP server nodes become isolated).

COMMUNICATION INTERUPTED state indicates that there is a failure of some kind, but it cannot be
determined whether an entire node failed or only the inter-chassis link. The access layer may still be
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fully operational, but the new leases (including RENEWS/REBINDS) cannot be synchronized between
the two peers.

PARTNER DOWN

After the DHCP Server reaches this state, the remote IP address-range and prefix is taken over and
after an additional period of MCLT (Maximum Client Lead Time), the new IP addresses and prefixes
from it can be delegated to clients. PARTNER-DOWN state is an indication (and assumption at the
same time) that the remote node is truly down.

Otherwise, the IP address duplication may occur when all the following conditions are met:
— The DHCP server nodes become isolated.
— The failover state is PARTNER-DOWN.

— DHCP/PPPoX clients have simultaneous access to the same IP address-range and prefix on both
DHCP servers.

3.3.1.6 Lease time synchronization

7750 SR and 7450 ESS DHCP server state synchronization is different from the lease state
synchronization of the subscriber host itself.

Each subscriber host lease state is synchronized by sub-mgmt client application. The host lease state
can be seen by the output of following CLI command:

show service id id dhcp lease-state
The output of this command represents the state of our internal DHCP relay (client).
The DHCP server lease states can be observed by the following CLI command:

show routed id dhcp local-dhcp-server name lease

The concern is with the latter, the 7750 SR and 7450 ESS DHCP server lease state synchronization. To
ensure un-interrupted IP lease renewal process after a failure in the network, the DHCP server lease time
that is synchronized between the 7750 SR and 7450 ESS DHCP servers must always lead the currently
assigned lease time for the period of the anticipated lease time in the next period.

For comparison purposes the two flow diagrams are juxtaposed in Figure 32: Potential expiration time:

The right side does not include any lead time during synchronization.

The left side includes the lead time during synchronization.
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3.3.1.7

Figure 32: Potential expiration time
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On the left side of the graph, the lease time is synchronized to the same value to which it was renewed.

In point 3, the primary DHCP server renews the lease time but fails to synchronize it because of its own
failure (crash). The secondary server (2) has the old lease time A’ in its database. The next time the client
tries to REBIND its address and prefix, the lease in the secondary server expires (4). As a result, the IP
address and prefix are not renewed.

To resolve this, the primary server must synchronize the lease time as the current RENEW time plus the
next lease time. This way, as depicted in point 3, when the REBIND reaches server 2, the lease in its
database is active (4) and the server 2 can extend the lease for the client.

Maximum Client Lead Time

Maximum Client Lead Time (MCLT) is the maximum time that the 7750 SR and 7450 ESS DHCP server
can extend the lease time to its clients beyond the lease time currently know by the 7750 SR and 7450
ESS DHCP partner node. By default, this time is relatively short (10 minutes).

The purpose of the MCLT is described in the following scenario:
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The local DHCP server assigns a new IP lease to the client but it crashes before it sends a sync update to
the partner server. Because of the local DHCP server failure, the remote DHCP server is not aware of the
IP address and prefix that was allocated on the local DHCP server. This condition creates the possibility
that the remote DHCP server allocates the same address and prefix to another client. This would cause IP
address and prefix duplication. MCLT is put in place to prevent this scenario.

MCLT based solution is shown in Figure 32: Potential expiration time.
The sequence of events is the following:

1. DHCP server 1 is the local DHCP server (with the local address-range and prefix) that creates the
IP lease state for a new client. The initial lease-time assigned to the client is MCLT which is normally
shorter than the requested lease time.

This DHCP server fails before it gets a chance to synchronize the lease state with the DHCP Server 2
(remote DHCP server with the remote address-range and prefix).

2. The remote DHCP server transitions into the PARTNER-DOWN state (if the partner-down timer is 0). In
this state the remote DHCP server can extend the lease time to the existing clients but it cannot assign
a new lease for a period of MCLT. In MCLT/2 a new RENEW request is sent directly to the local DHCP
server. This server is DOWN and therefore it cannot reply.

3. The client broadcasts a REBIND request that reaches the remote DHCP server. The remote DHCP
server has no knowledge of the requested lease and therefore it does not reply.

4. The lease for the client expires and the client must reinitiate the IP address and prefix assignment
process.

Because the remote DHCP server is not aware of the lease state that was assigned by the local DHCP
server, there is a chance that the remote DHCP server assigns to the new client the same IP address

and prefix already allocated by the local DHCP server just before it crashed. Therefore the remote DHCP
server needs to wait for the MCLT time to expire so that the IP addresses and prefixes allocated (but never
synchronized) by the local DHCP server can time out.

When the communication channel between the chassis is interrupted, two scenarios are possible:

+ The entire node becomes unavailable. In this case the redundant node takes over and it starts reducing
the lease time until the lease time reaches MCLT.

— COMMUNICATION-INTERUPTED

The remote DHCP server only renews the leases but does not delegate new ones (primary is
DOWN).

The local DHCP server renews the leases (which eventually trickle down to MCLT) and delegates
the new ones with the lease time of MCLT (secondary is down).

— PARTNER-DOWN

The remote DHCP server starts delegating new IP addresses and prefixes from the remote address-
range and prefix after MCLT (primary is down). The lease time of the new clients is MCLT. A lease
cannot be assigned for a period longer than what is agreed with the peer incremented with the
MCLT. As for a “new” lease nothing is agreed yet so the sum falls back to the MCLT itself.

» The communication channel is down but the remote DHCP server is not (meaning that the clients have
still access to both servers). The behavior in this case is following:

— COMMUNNICATION-INTERUPTED

The remote DHCP server keeps renewing existing leases but it does not delegate the new leases.
There is little chance this could happen as the clients continue to send RENEWS by unicast to the
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local DHCP server which is still active. The non-synched leases in the remote DHCP server times
out. The local DHCP server starts ticking down the lease time to MCLT.

The local DHCP server continues to delegate the new leases, although with the MCLT lease time.
— PARTNER-DOWN State

The local DHCP server continues to extend the existing leases but also starts delegating new IP
leases after the initial MCLT elapses.

Both local and remote DHCP server delegates new leases in the PARTNER-DOWN state (although
the remote DHCP server in PARTNER-DOWN state must wait an additional MCLT period before it
can start delegating new leases).

3.3.1.8 Sharing IPv4 address range or IPv6 prefixes

Access-driven DHCP server redundancy model ensures uninterrupted IP address assignment service
from a single IP address-range and prefix if an access link forwards BNG fails. To avoid duplicate address
allocation, there must be a single active path available from the clients to only one of the SR OS-based
DHCP servers in redundant configuration. This single active path is ensured by a protection mechanism
in dual-homed environment in the access side of the network. The supported access redundancy
mechanisms are SRRP or MC-LAG.

In the access-driven DHCP redundancy model, the DHCP relay in each router of the redundant pair must
point only to the IP address of its local DHCP server. In other words, the DHCP messages received on

one DHCP server should never be relayed to the other. Because the IP address-ranges and prefixes are
shared between the DHCP servers, accessing both DHCP servers with the same DHCP request can cause
DHCP lease duplication. Moreover, the IP addresses of both DHCP servers must be the same in both
nodes. Otherwise the DHCP renew process would fail.

Granting new leases out of the shared IP address-ranges or prefixes that are configured as access-driven
is not dependent on the state of the inter-chassis communication link (MCS). Instead, the new leases can
be granted from both nodes simultaneously and it is the role of the protection mechanism in the access to
ensure that a single path to either server is always active.

This model allows the newly active node, after a SRRP/MC-LAG switchover, to be able to serve new
clients immediately from the same (shared) IP range or prefix. At the same time, upon the switchover, the
corresponding subscriber-interface route is re-evaluated for advertisement with a higher routing metric

to the network side by SRRP awareness. The result is that by aligning the subscriber-interface routes or
prefixes with access-driven DHCP address ranges or prefixes in DHCP server, the IP address ranges or
prefixes are advertised to the network side only from the actively serving node (SRRP master state or
active MC-LAG node). This is performed indirectly with the corresponding subscriber-interface route that is
aligned (by configuration) with the DHCP address range or prefix in access-driven mode.

If SRRP or MC-LAG is not deployed in conjunction with the access-driven configuration option, the IP
address duplication could occur.

Multi-chassis redundancy relies on MCS to synchronize various client applications. (subscriber states,
DHCP states, IGMP states, and so on) between the two chassis. Therefore, the links over which MCS
peering session is established must be highly redundant. Failed MCS peering session renders dual-
chassis redundancy non-operational. Considering this fact, the DHCP failover scenario with SRRP/MC-
LAG and shared IP address range should be evaluated considering the following cases described in Table
8: DHCP failover scenarios .
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Table 8: DHCP failover scenarios

Access related failure Inter-chassis Number of | Action
link state failures
None None None Only the multi-chassis active BNG (SRRP

master state) grants IP leases.

The subnet tied to the SRRP instance is
advertised to the network side on the multi-
chassis active BNG.

None COMM-INT Possibly Only the (SRRP master state) BNG (SRRP
multiple master state) grants IP leases.

Communication link between the two chassis
has failed and the DHCP states cannot be
synchronized. Operator is required to restore
the links between the chassis.

None PARTNER- Possibly Same as above. The premise of this

DOWN multiple deployment model in general (SRRP/MC-
LAG and access-driven) is that there is only
one path leading to the DHCP server active.
This path is governed by SRRP. Therefore,
there is no change in behavior between the
PARTNER-DOWN and COMM-INT states in
this scenario.

Access Link Towards the NORMAL Single SRRP switches over. The new IP lease
multi-chassis active BNG grants continues from new multi-chassis
(SRRP master state) active BNG (SRRP master state) using

the same IP address range. IP leases are
synched OK. Subnets are advertised from
new multi-chassis active BNG by SRRP state

awareness.
Access Link Towards the COMM-INT Multiple SRRP switch over. The new leases can be
multi-chassis active BNG handed from the DHCP server on the newly
(SRRP master state) multi-chassis active BNG (SRRP master

state). However, this DHCP server may not
have its lease state table up to date because
the inter-chassis communication link is non-
operational.

Consequently, the new multi-chassis active
BNG may start handing out leases that are
already allocated on the node with the failed
link. In this case, IP address duplication
would ensue.

Therefore it of the utmost importance that
the intercommunication chassis link is well
protected and the only event that causes it to
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Access related failure Inter-chassis Number of | Action
link state failures

go down is when the entire node goes down.
Otherwise the nodes becomes isolated from
each other and synchronization becomes
non-operational.

Access Link Towards the PARTNER- Multiple Same as above.

multi-chassis active BNG DOWN

(SRRP master state)

Access Link Towards the NORMAL Single No effect on the operation because

multi-chassis standby BNG everything is active on the multi-chassis

(SRRP standby state) active BNG (SRRP master state) anyway.

Access Link Towards the COMM-INT Multiple Intercommunication link is broken. The multi-

multi-chassis standby BNG chassis active BNG (SRRP master state)

(SRRP standby state) continues handing out the new leases and
renewing the old ones. However, they are not
synchronized to the peering node.

Access Link Towards the PARTNER- Multiple Same as above.

multi-chassis standby BNG DOWN

(SRRP standby state)

Entire multi-chassis active COMM-INT Single SRRP switches over. However, lease

BNG (SRRP master state) duplication may occur on the new
multi-chassis active BNG because the
intercommunication link is broken and this
new multi-chassis active BNG is not aware
of DHCP leases that the peer (failed node)
may have allocated to the clients while the
intercommunication-link was broken.

Entire multi-chassis active PARTNER- Single Same as above.

BNG (SRRP master state) DOWN

Entire multi-chassis standby COMM-INT Single Operation continues, but multi-chassis

BNG (SRRP standby state) redundancy is lost.

Entire multi-chassis standby PARTNER- Single Same as above.

BNG (SRRP standby state) DOWN

A possible deployment scenario is shown in Figure 33: Failover scenario with SRRP and DHCP in access-

driven mode.
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Figure 33: Failover scenario with SRRP and DHCP in access-driven mode
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3.3.1.9 Fast-switchover of IP address and prefix delegation

Some deployments require that the remote IP address and prefix range starts delegating new IP addresses
and prefixes upon the failure of the intercommunication link, without waiting for the intercommunication link
to transition from the COMM-INT state into the PARTNER-DOWN state and the MCLT to expire while in
PARTNER-DOWN state.

In other words, the takeover of the remote IP address-range and prefix should follow the failure of the
intercommunication link, without any significant delays.

This can be achieved by configuring both of the following two items under the dhcp failover CLI hierarchy:

The partner-down-delay must be set to 0. This causes the intercommunication link to bypass the
COMM-INT state upon the failure and transition straight into the PARTNER-DOWN state. The remote IP
address-range and prefix can be taken over only in PARTNER-DOWN state, when the MCLT expires.

The ignore-mclt-on-takeover flag must be enabled. With this flag enabled, the remote IP address

and prefix can be taken over immediately upon entering the PARTNER-DOWN state of the
intercommunication link, without having to wait for the MCLT to expire. By setting this flag, the lease
times of the existing DHCP clients, while the intercommunication link is in the PARTNER-DOWN state,
are reduced to the MCLT over time and all new lease times are set to MCLT. This behavior remain the
same as originally intended for MCLT. this functionality must be exercised with caution. Be mindful that
the partner-down-delay and MCLT timers were originally introduced to prevent IP address duplication in
cases where DHCP redundant nodes transition out-of-sync because of the failure of intercommunication
link. These timers (partner-down-delay and MCLT) would ensure that during their duration, the new IP
addresses and prefixes are delegated only from one node, the one with local IP address-range and
prefix. The drawback is that the new IP address delegation is delayed and service is impacted.

If the intercommunication link could be guaranteed to always available, then the DHCP nodes would stay
in sync and the two timers would not be needed. Therefore it is important that in this mode of operation,
the intercommunication link is well protected by providing multiple paths between the two DHCP nodes.
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3.3.1.91

3.4

3.4.1

3.4.2

The only event that should cause intercommunication link to fail is the entire nodal failure. This failure
is acceptable because in this case only one DHCP node is available to provide new IP addresses and
prefixes.

DHCP server synchronization and local PPPoX pools

Because there is no classical DHCP lease state maintained for local PPPoX pools, the IP addresses are
not synchronized by the DHCP server. Instead they are synchronized through PPPoX clients. After the
PPPoX subscriber is synchronized, the respective IP address lease is updated in the respective local pool.

For example:

* A PPPoOE client is created on 7750 SR and 7450 ESS 'A.

» The IP address is assigned from the local poll on 7750 SR and 7450 ESS ‘A

» The PPPoE client is synchronized to the peering node 7750 SR and 7450 ESS ‘B’.

» After the client is synchronized in the 7750 SR and 7450 ESS ‘B’, the IP address assignment is
synchronized by the internal PPPoE process on the 7750 SR and 7450 ESS ‘B’ with the local pool.

One artifact of this behavior (IP address assignment in local DHCP pools is synchronized through PPPoX
clients and not by DHCP server synchronization mechanism) is that during the node boot, the DHCP
server must wait for the completion of PPPoX subscriber synchronization by MCS so that it learns which
addresses and prefixes are already allocated on the peering node. Because the DHCP server can
theoretically start assigning IP addresses before the PPPoX sync is completed, a duplicate address
assignment may occur. For example, an IP address lease can be granted by DHCP local pools while
PPPoX sync is still in progress. After the PPPoX sync is completed, the DHCP server may discover that
the granted IP lease has already been allocated by the peering node. The most recent lease is kept and
the other is removed from both systems. To prevent this scenario, a configurable timer can be set to an
arbitrary value that renders sub-if non-operational until the timer expires. The purpose of this timer is to
allow the PPPoX sync to complete before subscribers under the sub-intf can be served.

Local address assignment

Stateless address autoconfiguration

In the stateless autoconfiguration model, hosts can be assigned address statically or dynamically. For
static prefix assignment, LUDB and RADIUS can be used. For dynamic assignment, a pool name returned
from LUDB or RADIUS and the local DHCPvV6 server is used for address management. Although, the
DHCPv6 server is used there are no lease time associated with the SLAAC prefix assigned to hosts. To
use the local pool for SLAAC prefix assignment, the command local-address-assignment is used under
group-interface. The client-application type ppp-slaac or ipoe-slaac must first be specified. Afterwards,
the server name of the local-address-server must also be provisioned.

Local address assignment and multi-chassis redundancy

The internal leases for local address assignment are not synchronized through the local DHCP server
multi-chassis synchronization (MCS) application. Instead, the SLAAC prefix is synchronized to the standby
BNG through the subscriber management PPPoOE or IPoE application. The standby BNG then creates
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3.5

an internal lease in the local DHCP server to be used for the local address assignment. Local address
assignments fail when local DHCP server failover is configured at the server or pool level.

Configuring DHCP with CLI

This section provides information to configure DHCP using the command line interface.

3.5.1 Enabling DHCP snooping
DHCP snooping is the process of copying DHCP packets and using the contained information for internal
purposes. The BSA and BSR can use the snooped DHCP information to build anti-spoofing filters,
populate the ARP table, send ARP replies, and so on.
For VPLS, DHCP snooping must be explicitly enabled (using the snoop command) on the SAP or SDP
where DHCP messages ingress the VPLS instance. It is recommended to enable snooping on both the
interface to the DHCP server (to snoop ACK messages) and the interface to the subscriber (to snoop
RELEASE messages).
For IES and VPRN IP interfaces (VPRN is supported on the 7750 SR only), lease populate enables DHCP
snooping for the subnets defined under the IP interface. The number of allowed simultaneous DHCP
sessions on a SAP or interface can be limited using the lease-populate command with the parameter
number-of-entries specified. Enabling lease-populate and snoop commands is effectively enabling
“standard subscriber management”.
The following output displays an example of a partial BSA configuration with DHCP snooping enabled in a
service:
*A:ALA-48>config>service# info
vpls 600 customer 701 create
sap 1/1/4:100 split-horizon-group "DSL-group2" create
description "SAP towards subscriber"
dhcp
lease-populate 1
option
action replace
circuit-id
no remote-id
exit
no shutdown
exit
exit
mesh-sdp 2:800 create
dhcp
snoop
exit
exit
no shutdown
exit
“A:ALA-48>configoservice#
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3.5.2 Configuring local user database parameters

A local user data base defines a collection of host entries. There are two types of hosts: PPP and IPoE. A
local user database can be used to:

» Authenticate PPP clients. For this only the host entries configured in the ppp CLI are matched.

» Authenticate IPoE hosts (DHCPv4, DHCPv6 IA-NA/IA-PD, SLAAC). The host entries configured in the
ipoe CLI context are matched.

» Perform authentication and address management for the local DHCPv4 server. For this, both PPP and
IPoE sections can be used depending on the client type indicated by a vendor-specific sub-option inside
Option 82 of the DHCPv4 message.

Each host can be identified by a set of values. However, at any point in time only four of these values are
considered for IPoE as defined by the ipoe match-list option and only three are considered for PPP as
defined in the ppp match-list option.

When trying to find a matching host entry, attempts are made to match as many items as possible. If
several hosts match an incoming IPoE packet, the one with most match criteria is taken.

One host entry can map on several physical clients. For instance, when using a circuit ID, by masking
when the interface ID is used, the host entry is used for all the clients on that same interface.

IPoE host identification includes:
» circuit ID
This field also matches the DHCPV6 interface-id field
*+ MAC address
* remote ID

Matches on the remote-id sub-option in option 82 for DHCPv4 clients and on the remote-id option
(including enterprise-id field) for DHCPv6 clients

* Option 60 from DHCPv4 message
Only first 32 bytes are looked at
+ SAPID
» service ID
 string from vendor-specific sub-option of Option 82
+ systemID
» derived-id
a string provided via a DHCP Python script
* dual-stack-remote-id

matches on the remote-id sub-option in option 82 for DHCPV4 clients and on the remote-id field in the
remote-id option (without enterprise-id) for DHCPV6 clients

* encap-tag-range
matches on VLAN tag ranges
- IP
matches on the source IPv4/IPv6 address of a data-trigger packet

PPP host identification includes:
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e circuit ID
« MAC address

* remote ID

* username, either complete username, domain part only, or host part only
» derived ID
a string provided by Python script

When a host cannot be inserted in the lookup database, it is placed in an unmatched-hosts list. This can
occur because

» Another host with the same host-identification exists. Only the host-identification that is specified in the
match-list is considered.

* A host has no host-identification specified in the match-list.

When used for PPPoE-authentication, the fields are used as follows:

+ password

Verifies the PPPOE user password. This is mandatory. If no password is required then it must be
explicitly set to ignore.

* address

no address

No address information. The address must be obtained by other means, either RADIUS or DHCP
server.

gi-address

No meaning in this context. The address must be obtained by other means, either RADIUS or DHCP
server.

use-pool-from-client

No meaning in this context. The address must be obtained by other means, either RADIUS or DHCP
server.

pool-name

The address must be obtained by other means, either RADIUS or a DHCP server. When a DHCP
server is used, this pool name is included in Option 82 vendor-specific sub-option.

ip-address
This IP address is offered to the client.

+ identification-strings

Returns the strings used for enhanced subscriber management (ESM).

+ options

Only DNS servers and NBNS server are used, others are ignored.

When used from the DHCP server, the following applies:

+ password

Not used.

* address
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Defines how the address must be allocated for this host.
— no address
The host is not allowed. The clients mapping to this host do not get an IP address.
— gi-address
Finds the matching subnet and an IP address is taken from that subnet.
— pool-name
A free IP address is taken from that pool.
— ip-address
This address is offered to the client.
— use-pool-from-client

Use the poolname in the Option 82 vendor-specific sub-option. If no poolname is provided there,
falls back to the DHCP server default (none or use-gi-address).

+ identification-strings

The operator can specify subscriber management strings and in which option the strings are sent back
in dhcp-offer and dhcp-ack messages.

+ options

The operator defines which options specific to this host should be sent back in the dhcp-offer and dhcp-
ack messages. The options defined here override options defined on the pool-level and subnet-level
inside the local DHCP server.

The circuit ID from PPPoE or from Option 82 in IPOE messages can be masked in following ways:
» prefix-length
Drop a fixed number of bytes at the beginning of the circuit-id.
+ suffix-length
Drop a fixed number of bytes at the end of the circuit-id.
+ prefix-string

The matching string is dropped from the beginning of the circuit-id. The matching string can contain
wildcards (*). For example: incoming circuit-id mybox|3|my_interface|1/1/1:22 masked with *|*| leaves
my_interface|1/1/1:22.

+ suffix-string

The matching string is dropped at the end of the circuit-id. For example: incoming circuit-id mybox|3|
my_interface|1/1/1:22 masked with |* results in mybox|3|my_interface.

The following is an example of a local user database used for PPPoE authentication:

*A:ALA-48>config>subscr-mgmt# info

local-user-db "pppoe user db"
description "pppoe authentication data base"
ppp
match-1list username circuit-id
mask prefix-string "*|*|" suffix-string "|*"
host "john" create
host-identification
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username "john" no-domain
exit
password pap "23T8yPoe®wlR.BPGHB98i0qhJf7Z1ZGCtXBKGnjrIrA" hash2
no shutdown
exit
host "test.com" create
host-identification
username "test.com" domain-only
exit
password ignore
no shutdown
exit
host "john@test.com" create
host-identification
username "john@test.com"
exit
password pap "23T8yPoedwOT1flyCb4hskknvTYLgA2avvBB567g3eQ" hash2
identification-strings 122 create
subscriber-id "john@test.com"
sla-profile-string "sla profl"
sub-profile-string "subscr profile 1"
ancp-string "ancp string"
inter-dest-id "inter dest"
exit
no shutdown
exit
host "john@test.com on interface group-if"
host-identification
circuit-id string "group-if"
username "john@test.com"
exit
password pap "23T8yPoe®wlR.BPGHB98i0qhJf7Z1ZGCtXBKGnjrIrA" hash2
address 10.1.2.3
no shutdown
exit
exit
no shutdown
exit

*A:ALA-48>config>subscr-mgmt#

The following are some examples when a user tries to set up PPPoE:

* john@test.com tries to set up PPPoE with circuit-id pe_23|3|group-if|1/1/1: host john@test.com on
interface group-if match, the PAP password is checked and the IP address 10.1.2.3 is assigned to the
PPPoE to use for this host.

* john@test.com (on another interface): host john@test.com matches, the PAP password is checked, and
identification strings are returned to PPPoOE.

* nokie@test.com: host test.com matches, no password check, the user is allowed.
» john@nokia.com: host john matches and the password is checked.
* anybody@anydomain: does not match and is not allowed.

The following is an example of a local user database used for DHCP server for IPoE clients:

*A:ALA-50>config>subscr-mgmt# info

local-user-db "dhcp server user db"
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description "dhcp server user data base"
ipoe
match-list circuit-id mac
mask prefix-string "*|*|" suffix-string "|*"
host "mac 3 on interface" create
host-identification
circuit-id string "group-if"
mac 00:00:00:00:00:03
exit
address 10.0.0.1
no shutdown
exit
host "maskedCircId" create
host-identification
circuit-id string "group-if"
exit
address pool "pool 1"
identification-strings 122 create
subscriber-id "subscriber 1234"
sla-profile-string "sla prof 1"
sub-profile-string "sub prof 1"
ancp-string "ancpstring"
inter-dest-id "inter dest id 123"
exit
options
netbios-name-server 1.2.3.4
lease-time min 2
exit
no shutdown
exit
exit
no shutdown
exit

*A:ALA-50>config>subscr-mgmt#

The following is an access example:

*+  MAC 00:00:00:00:00:03 on circuit-id pe5|3|group-if|1/1/1: host mac 3 on interface is matched and
address 10.0.0.1 is offered to the IPoE client.

* Another MAC on circuit-id pe5|3|group-if|2/2/2: host maskedCircld is matched and an address is taken
from pool1 (defined in the DHCP server). The identification-strings are copied to Option 122 in the dhcp-
offer and dhcp-ack messages. The options defined here are also copied into dhcp-offer and dhcp-ack
messages.

» The circuit-id pe5|3|other_group_if|1/1/3: no host is matched. The client only gets an IP address if on
DHCP server level defined the use-gi-address parameter and the gi-address matches a subnet.

The following is an example of a local user database used for a DHCP server, only for PPPoE clients:

If PPPoE does not get an IP address from RADIUS or the local-user-db used for authentication, the
internal dhcp-client is used to access a DHCP server which can be in the same node or in another node.
These request are identified by inserting Option 82 sub-option client-id in the dhcp-discover and dhcp-
request messages. When the DHCP server receives this request and has a user-db connected to it, then
the PPPoOE section of that user-db is accessed.

*A:ALA-60>config>subscr-mgmt# info
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local-user-db "pppoe user db"
description "pppoe authentication data base"
ppp
match-1list username
host "internet.be" create
host-identification
username "internet.com" domain-only
exit
address "pool 1"
no shutdown
exit
host "john@internet.com" create
host-identification
username "john@internet.com"
exit
identification-strings 122 create
subscriber-id "john@test.com"
sla-profile-string "sla profl"
sub-profile-string "subscr profile 1"
ancp-string "ancp string"
inter-dest-id "inter dest"
exit
address use-gi
no shutdown
exit
host "malicious@internet.com"
host-identification
circuit-id string "group-if"
username "internet@test.com"
exit
no shutdown
exit
exit
no shutdown
exit

*A:ALA-60>config>subscr-mgmt#

The following is an access example:

* john@internet.com: Gl is used to find a subnet and a free address is allocated form that subnet.
Identification strings are returned in Option 122.

* anybody@internet.com: pool_1 is used to find a free IP address.
+ malicious@internet.com: no address is defined. This user does not get an IP address.

The following is an example of associating a local user database to PPPoE for authentication for the 7750
SR.

A:pe5>config>service>vprn#
subscriber-interface "tomylinux" create

address 10.2.2.2/16

group-interface "grp pppoe3" create
pppoe

e "pppoe"

exit

exit

A:pe5>config>service>vprn#
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The following is an example of associating a local user database to a local DHCP server.

A:pe7>config>router>dhcp#
local-dhcp-server my server
description "my dhcp server"
user-db "data base 1"

A:pe7>config>router>dhcp#

In PPPoE access scenarios without access node or with access nodes that do not insert PPPoE vendor
specific tags Circuit-ID or Remote-ID, it may be required to configure this information in the local user
database so that they can be picked up in pre-authentication phase and used for RADIUS authentication
and reporting in RADIUS accounting messages. For example:

config>subscr-mgmt

local-user-db "ludb-1" create
ppp
match-list username
host "host-1" create
access-loop-information
circuit-id string "LUDB inserted circuit-id"
remote-id string "LUDB inserted remote-id"
exit
host-identification
username "cpe-l@domainl.com"
exit
auth-policy "auth-policy-1"
password ignore
no shutdown
exit
exit

With PPPoE, when the system accesses a LUDB during a discovery phase, a matched host could return
a second LUDB via a user-db configuration under the LUDB host context. This second database is
accessed again during the PAP/CHAP phase. The following is an example:

local-user-db "padi-db" create
ppp
match-1list derived-id
host "testuser" create
host-identification
derived-id "testuser"
exit
msap-defaults
group-interface "gl"
service 500
exit
user-db "chap-db"
no shutdown
exit
exit
no shutdown
exit
local-user-db "chap-db" create
ppp
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match-1list derived-id username
host "testuser" create
host-identification
derived-id "testuser"
username "testuser"
exit
password chap "cYhRmQYWOkLW3sOLrtEnBjWlAwFa/1Kx" hash2
identification-strings 254 create
sla-profile-string "sla-2"
exit
no shutdown
exit
exit
no shutdown
exit

3.5.3 Configuring Option 82 handling

Option 82, or the Relay Information Option is a field in DHCP messages used to identify the subscriber.
The Option 82 field can already be filled in when a DHCP message is received at the router, or it can be
empty. If the field is empty, the router should add identifying information (circuit ID, remote ID or both). If
the field is not empty, the router can decide to replace it.

The following output displays an example of a partial BSA configuration with Option 82 adding on a VPLS
service. Snooping must be enabled explicitly on a SAP.

A:ALA-1>config>service>vpls#
no shutdown
description "Default tls description for service id 1"
sap 1/1/11 split-horizon-group "2dslam" create
dhcp
no description
snoop
no lease-populate
option
action replace
circuit-id ascii-tuple
no remote-id
exit
no shutdown
exit
exit

A:ALA-1>config>service>vpls#

3.5.4 Enabling DHCP relay

Lease populate and DHCP relay are different features in which are not both required to be enabled at the
same time. DHCP relay can be performed without populating lease tables.

The following example displays DHCP relay configured on an IES interface:

A:ALA-48>config>service>ies>if# info

address 10.10.42.41/24
local-proxy-arp
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proxy-arp
policy-statement "ProxyARP"

exit

sap 1/1/7:0 create
anti-spoof ip

exit

arp-populate

dhcp
description "relay ISP1"
server 10.200.10.10 10.200.10.20
lease-populate 1
no shutdown

exit

A:ALA-48>config>service>ies>if#
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Stateless Address
Autoconfiguration (SLAAC)

4

Stateless Address Autoconfiguration (SLAAC)

Note: The information in this section applies only to the 7750 SR.

4.1 SLAAC management principles
In a Triple Play network, client devices can use SLAAC to dynamically obtain their IP address and other
network configuration information.
1. During bootup, the client sends a Router Solicit (RS) message to get an IP prefix.
2. The BNG address server can assign a prefix statically to the subscriber through RADIUS or LUDB. Or,
dynamically using the local address server.
3. The BNG address server replies to the client with a Router Advertisement which contains a /64 prefix.
4.2 Configuration overview
The ICMP6 Router Solicit is the primary trigger for SLAAC host creation. It is also possible to use the
DHCPv4 message to trigger a SLAAC host creation using the “IPoE-linking” feature. The SLAAC host
can use RADIUS or LUDB authentication, as well as bypass authentication. Address assignment can be
assigned statically or dynamically. Static prefix assignment is accomplished through RADIUS or LUDB.
Dynamic prefix assignment requires the use of the local-address-server (reusing the local DHCPv6 server),
and a pool name returned from RADIUS or LUDB. The DHCPV6 server for SLAAC is used for address
management only, there are no lease state associated with SLAAC users. The DHCPv6 server can be
shared with regular DHCPvV6 users as well.
4.3 Router-solicit trigger
The following example shows a router-solicit triggered configuration.
*A:eng-BNG-2>config>service>vprn>sub-if>grp-if>ipv6# info
"""""""""""" router-solicit
no shutdown
exit
To add authentication to the above configuration, there are two options.
» For RADIUS authentication, like DHCP and PPP authentication, add a RADIUS policy under the group
interface.
* For LUDB, add the following to the router-solicit configuration.
*A:eng-BNG-2>config>service>vprn>sub-if>grp-if>ipv6# info
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router-solicit
user-db "slaac-users"
no shutdown

exit

4.4 SLAAC address assignment

After an RS is received to trigger the creation of a SLAAC host, address assignment can be provided
statically or dynamically.

4.5 Static SLAAC prefix assignment

If using RADIUS, the attribute “framed-ipv6-prefix” VSA is used. The attribute must use a /64 prefix.

*A:eng-BNG-2>config>subscr-mgmt>loc-user-db>ipoe>host# info

ipv6-slaac-prefix 2001::/64

4.6 Dynamic SLAAC prefix assignment

SLAAC prefix can be dynamically assigned to a user at real time. Prefixes are assignment through the
local DHCPv6 pool. Therefore, a DHCPv6 pool must be defined first. The following displays an example
configuration.

*A:eng-BNG-2>config>service>vprn>dhcp6# info
local-dhcp-server "dhcp6-server" create
use-pool-from-client
pool "pool-01" create
prefix 2001::/32 wan-host create
exit
exit
exit

To associate the DHCPv6 server for SLAAC address assignment, the following configuration is used. The
server name configured under local-address-assignment dhcp6-server matches the name configured
under the DHCPv6 pool.

*A:eng-BNG-2>config>service>vprn>sub-if>grp-if# info
local-address-assignment
ipv6
client-application ppp-slaac ipoe-slaac
server "dhcp6-server"
exit
no shutdown
exit
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To specify the pool to be used for SLAAC prefix assignment, the pool name can either be returned from
LUDB or RADIUS.

If using RADIUS, the attribute “Alc-slaac-ipv6-pool” is used.

If using LUDB, the following configuration is used.

*A:eng-BNG-2>config>subscr-mgmt>loc-user-db>ipoe>host# info

ipv6-slaac-prefix-pool "pool-01"

In this example, the pool named “pool-01” provisioned in the LUDB or returned from RADIUS matches the
pool name configured in the DHCPG6 server. A prefix from the 2001::/32 pool is assigned to the SLAAC
subscribers.

4.7 SLAAC prefix replacement

An SLAAC host prefix can be replaced with the VSA Alc-Ipv6-Slaac-Replacement-Prefix. This VSA is only
supported through CoA or through the tools>subscr-mgmt>coa command. When a CoA is triggered, the
original SLAAC host session terminates from the BNG. Depending on the accounting mode, an accounting
stop message may be sent. Immediately following the termination of the original SLAAC host session,

an SLAAC host with the new replacement prefix is created on the system. The SLAAC host inherits all

the original host attributes, such as the subscriber profile and SLA profile. Nokia recommends against
combining the VSA Alc-Ipv6-Slaac-Replacement-Prefix with other VSAs. An error in any of the VSAs can
cause the SLAAC host recreation to fail. Service can only be restored after the subscriber performs an
address request and authenticates.

The RA prefix replacement generates a single router advertisement containing both the old and new
prefixes. The old prefix had both the valid and preferred lifetime parameters set to 0, informing the
subscriber to deprecate the prefix as soon as possible. The new prefix has the valid and preferred lifetime
parameters set as per the operator configuration. The subscriber can continue to use the old prefix for up
to two hours after the RA. During the two hours, the 7750 SR drops subscriber traffic that does not match
the anti-spoof criteria.

This feature is supported on an MCS setup. For persistence, the replacement SLAAC prefix is stored as
the subscriber new prefix.

SLAAC prefixes that were assigned through local address assignment cannot be replaced. This feature
ensures that when SLAAC replacement is performed, the address origin is not changed. This feature only
replaces SLAAC host prefixes and cannot, for example, replace a DHCPv6 host with an SLAAC prefix.
This feature is not supported for PPPoE sessions.
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5 Point-to-Point Protocol over Ethernet management

5.1 PPPoE

Note: The information in this section applies only to the 7750 SR.

A Broadband Remote Access Server (BRAS) is a device that terminates PPPoE sessions. The Point-to-
Point Protocol (PPP) is used for communications between a client and a server. Point-to-Point Protocol
over Ethernet (PPPoE) is a network protocol used to encapsulate PPP frames inside Ethernet frames.

Ethernet networks are packet-based, unaware of connections or circuits. Using PPPoE, Nokia users can
dial from one router to another over an Ethernet network, then establish a point-to-point connection and
transport data packets over the connection. In this application subscriber hosts can connect to the router
using a PPPoE tunnel. There are two command available under PPPoE to limit the number of PPPoE
hosts, one to set a limit that is applied on each SAP of the group-interface and one to set the limit per
group-interface.

PPPoE is commonly used in subscriber DSL networks to provide point-to-point connectivity to subscriber
clients running the PPP protocol encapsulated in Ethernet. IP packets are tunneled over PPP using
Ethernet ports to provide the client’s software or RG the ability to dial into the provider network. Most DSL
networks were built with the use of PPPoE clients as a natural upgrade path from using PPP over dial-
up connections. Because the PPP packets were used, many of the client software was reusable while
enhancements were made such that the client could use an Ethernet port in a similar manner as it did a
serial port. The protocol is defined by RFC 2516, A Method for Transmitting PPP Over Ethernet (PPPOE).

PPPoE has two phases, the discovery phase and the session phase.

» Discovery: The client identifies the available servers. To complete the phase the client and server must
communicate a session-id. During the discovery phase all packets are delivered to the PPPoE control
plane (CPM or MDA). The IOM identifies these packets by their Ethertype (0x8863).

— PPPoE Active Discovery Initiation (PADI)

This broadcast packet is used by the client to search for an active server (Access Concentrator)
providing access to a service.

— PPPoOE Active Discovery Offer (PADO)

If the access server can provide the service it should respond with a unicast PADO to signal the
client it may request connectivity. Multiple servers may respond and the client may choose a server
to connect to.

— PPPoE Active Discovery Request (PADR)

After the client receives a PADO it uses this unicast packet to connect to a server and request
service.

— PPPoE Active Discovery Session-confirmation (PADS)

A server may respond to the client with this unicast packet to establish the session and provide the
session-id. After the PADS was provided the PPP phase begins.

+ Session
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After the session ID is established connectivity is available for the duration of the session, using
Ethertype 0x8864. Either client or server can terminate a session.

During the life of the session the packets may be uniquely identified by the client's MAC address
and session-id. The session can terminate either by PADT sent by the client or server or by an LCP
Terminate-Request packet.

During session creation, the following occurs:

PADI (control packet upstream)

This packet is delivered to the control plane. The control plane checks the service tag for service name.
In the case multiple nodes are in the same broadcast domain the service tag can be used to decide
whether to respond to the client. A relay tag can also be present.

PADO (control packet downstream)

The packet is generated by the control plane as response to the PADI message. The packet is
forwarded to the client using the unicast packet directed at the client's MAC address. The node
populates the AC-name tag and service tag. The packet sources the forwarding Ethernet MAC address
of the node. If SRRP is used on the interface, it uses the gateway address as the source MAC. When in
a backup state, the packet is not generated.

PADR (control packet upstream)

This packet is delivered to the control plane. The packet is destined for the node’s MAC address. The
control plane then generates the PADS to create the session for this request.

PADS (control packet downstream)

The control plane prepares for the session creation and sends it to the client using the client's MAC
address. The session-id (16-bit value) is unique per client. The session-id is populated in the response.
After a session-id is generated, the client uses it in all packets. When the server does not agree with the
client’s populated service tags, the PADS can be used to send a service error tag with a zero session-id
to indicate the failure.

PADT (control packet upstream/downstream)

The packet is used to terminate a session. It can be generated by either the control plane or the client.
The session-id must be populated. The packet is a unicast packet.

PPP session creation supports the LCP authentication phase.

During a session, the following forwarding actions occur:

Upstream, in the PPPoE before PPP phase, there is no anti-spoofing. All packets are sent to the
CPM. During anti-spoof lookup with IP and MAC addressing, regular filtering, QoS and routing in
context continue. All unicast packets are destined for the node’s MAC address. Only control packets
(broadcast) are sent to the control plane. Keep-alive packets are handled by the CPM.

Downstream, packets are matched in the subscriber lookup table. The subscriber information provides
queue and filter resources. The subscriber information also provides PPPoE information, such as the
dest-mac-address and session-id, to build the packet sent to the client.

PPPoE-capable interfaces can be created in a subscriber interface in both IES and VPRN services (VPRN
is supported on the 7750 SR only). Each SAP can support one or more PPPoE sessions depending on
the configuration. A SAP can simultaneously have static hosts, DHCP leases and PPPoE sessions. See
Limiting subscribers, hosts, and sessions for a detailed description of the configuration options to limit the
number of PPPoE sessions per SAP, per group-interface, per SLA profile instance, or per subscriber.
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5.1.1

5.1.1.1

RADIUS can be used for authentication. IP addresses can be provided by both RADIUS and the local IP
pool, with the possibility of choosing the IP pool through RADIUS.

DHCP clients and PPPoE clients are allowed on a single SAP or group interface. If DHCP clients are not
allowed, the operator should not enable lease-populate and similarly if PPPoE clients are not allowed, the
operator should not enable the PPPoE node.

Note: The DHCP node can be enabled when only PPPoE clients are allowed because the DHCP
4 relay function can be used for IP retrieval.

The DHCP lease-populate is for DHCP leases only. A similar command host-limit is made available under
PPPoE for limits on the number of PPPoE hosts. The existing per sla-profile instance host limit is for
combined DHCP and PPPoE hosts for that instance.

» For authentication, local and RADIUS are supported.
— RADIUS is supported through an existing policy. A username attribute has been added.

— For PAP/CHAP, a local user database is supported and must be referenced from the interface
configuration.

» The host configuration can come directly from the local user database or from the RADIUS or DHCP
server. A local host configuration is allowed through a local DHCP server with a local user database.

» IP information can be obtained from the local user database, RADIUS, a DHCP server, or a local DHCP
server.

If IP information is returned from a DHCP server. PPPoE options such as the DNS name are retrieved
from the DHCP ACK and provided to the PPPoE client. An open authentication option is maintained for
compatibility with existing DHCP-based infrastructure.

The DHCP server can be configured to run on a loopback address with a relay defined in the subscriber
or group interfaces. The DHCP proxy functionality that is provided by the DHCP relay (getting information
from RADIUS, lease-split, option 82 rewriting) cannot be used for requests for PPPoE clients.

PPPoE authentication and authorization

General flow

When a new PPPoE session is setup, the authentication policy assigned to the group interface is examined
to determine how the session should be authenticated.

If no authentication policy is assigned to the group interface or the pppoe-access-method is set to none,
the local user database assigned to the PPPoE node under the group interface is queried either during
the PADI phase or during the LCP authentication phase, depending on whether the match-list of the local
user database contains the requirement to match on username. If the match-list does not contain the
username option, PADI authentication is performed and can specify an authentication policy in the local
user database host for an extra RADIUS PAP-CHAP authentication point.

If an authentication policy is assigned and the pppoe-access-method is set to PADI, the RADIUS server is
queried for authenticating the session based on the information available when the PADI packet is received
(any PPP username and password are not known here). When it is set to PAP-CHAP, the RADIUS

server is queried during the LCP authentication phase and the PPP username and password is used for
authentication instead of the username and password configured in the authentication policy.

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 138

Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE Point-to-Point Protocol over
GUIDE RELEASE 22.10.R1 Ethernet management

If this authentication is successful, the data returned by RADIUS or the local user database is examined.
If no IP address was returned, the DHCP server is now queried for an IP address and possibly other
information, such as other DHCP options and ESM strings.

The final step consists of complementing the available information with configured default values (ESM
data), after which the host is created if sufficient information is available to instantiate it in subscriber
management (at least subscriber ID, subscriber profile, SLA profile, and IP address).

The information that needs to be gathered is divided in three groups, subscriber ID, ESM strings, and IP
data. When one of the data sources has offered data for one of these groups, the other sources are no
longer allowed to overwrite this data (except for the default ESM data). For example, if RADIUS provides
an SLA profile but no subscriber ID and IP address, the data coming from the DHCP server (either through
Python or directly from the DHCP option) can no longer overwrite any ESM string, only the subscriber ID
and IP data. However, after the DHCP data is processed, a configured default subscriber profile is added
to the data before instantiating the host.

5.1.1.2 RADIUS
Refer the 7450 ESS, 7750 SR, and VSR RADIUS Attributes Reference Guide for attributes that are
applicable in RADIUS authentication of a PPPoE session.

5.1.1.3 Local user database directly assigned to PPPoE node
The following are relevant settings for a local user database directly assigned to PPPoE node:
» Host identification parameters (user name only)
» Username
» Password
» Address
* DNS servers (under DHCP options)
* NBNS servers (under DHCP options)
+ Identification (ESM) strings
Incoming PPPoE connections are always authenticated through the PPPoE tree in the local user database.
The match list for a local user database that is assigned directly to the PPPoE node under the group
interface is always user-name, independent of the match list setting in the database.
For username matching, the incoming username (user[@domain]) is always first converted to a user and
a domain entity by splitting it on the first @-sign. If the no-domain parameter to the username is specified,
the user component should be equal to the specific username, if the domain-only portion of the username
is specified, the domain entity should be equal to the specified username and if no extra parameters
are provided, the user and domain components are concatenated again and compared to the specific
username.
The option number for the identification strings is not used if the local user database is assigned directly
to the PPPoE node (it is only necessary if it is connected to a local DHCP server). Any valid value may be
chosen in this case (if omitted, the default value chosen is 254).
If a pool name is specified for the address, this pool name is sent to the DHCP server in a vendor-specific
sub-option of Option 82 to indicate from which pool the server should take the address. If the gi-address
option is specified for the address, this is interpreted as if no address was provided.
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5.1.1.31

5114

PPP policy override parameters

When a PPP subscriber is created under a group interface, the group interface PPP policy is applied
against the subscriber. If the PPP subscriber is authenticated by a user database, it is possible to override
specific ppp parameters within the group interface PPP policy. This is applicable to PPP subscriber
connections to the BNG using PADI or PADR. The following command is used to override parameters
within the PPP policy provisioned under the group interface.

configure subscriber-mgmt local-user-db ppp host ppp-policy-parameters

If LUDB is referenced again, such as inside the local-dhcp-server, the PPPoE overriding parameters are
ignored.

The following options provisioned in the LUDB can override the PPP policy parameters under the group
interface.

* max-sessions-per-mac

+ pado-delay

Subscriber per PPPoE session index

The system keeps track of the number of PPPoOE sessions active on a specific SAP and assign a per SAP
session index to each such that always the lowest free index is assigned to the next active PPPoE session.
When PAP/CHAP RADIUS authentication is used, the PPPoE SAP session index can be sent to, and
received from, the RADIUS server using the following VSA:

ATTRIBUTE Alc-SAP-Session-Index 180 integer

This is supported for all PPPoE sessions, including those using LAC and LNS, but is not supported in a
dual-homing topology. It should only be used in a subscriber per VLAN model as the session index is per
SAP.

The SAP session index allows PPPoE sessions to have their own set of queues for QoS and accounting
purposes when using the same SLA profile name as that received from a RADIUS server. An example
of this with multiple levels of HQoS egress scheduling is shown in Figure 34: Egress QoS per PPPoE
session. Alternatively, this can be achieved by configuring per-session SPI sharing in the SLA profile as
described in SLA Profile Instance Sharing.
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Figure 34: Egress QoS per PPPoE session
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This requires a set of identical SLA profiles to be configured which only differ by an index being, for
example, appended to their name. The SAP session index must be sent to RADIUS in the Access-Request
message, which is achieved by configuring the RADIUS authentication policy to include it as follows:

Example:
configure subscriber-mgmt authentication-policy name

include-radius-attribute
[no] sap-session-index

The RADIUS server must then reflect the SAP session index back to the system in the RADIUS Access-
Accept message together with the SLA profile name.

A Python script processes the RADIUS Access-Accept message to append the SAP session index to the
SLA profile name to create the unique SLA profile name, in this example with the format:

sla-profile sla-profile-name.suffix

The exact format (for example, the separator used) is not fixed and merely needs to match the pre-
provisioned SLA profiles, while not exceeding 16 characters. This ensures that each PPPoE session is
provided its own SLA profile and consequently its own set of queues.

This processing is shown in Figure 35: Per PPPoE session SLA profile selection.
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Figure 35: Per PPPoE session SLA profile selection
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Below is an example Python script for this purpose:

import alc

import struct

from alc import radius
from alc import sub svc

PROXY STATE = 33

ALU = 6527

SLA PROF STR = 13
SAP_SESSTON INDEX = 180

B i

## QoS for Multiple PPPoE Sessions

# This script checks if a sap-session-

index (sid) is included in the authentication

# accept. If present, the sla-profile-string (sla) is adapted to "sla.sid"

if alc.radius.attributes.isVSASet (ALU,SLA_PROF_STR):
sla = alc.radius.attributes.getVSA(ALU,SLA PROF_STR)
if alc.radius.attributes.isVSASet (ALU,SAP_SESSION INDEX):
ssi = alc.radius.attributes.getVSA(ALU,SAP_SESSION INDEX)
suffix = "" .join(["%x" % ord(x) for x in ssi])
alc.radius.attributes.setVSA(ALU,SLA PROF STR,sla + '.' + "%d" %
int(suffix, 16))

To use a CoA to change the SLA profile used, the new SLA profile name must be constructed with the

same suffix (in this example) as that used for the current SLA profile. This is necessary to ensure unique
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use of a specifically provisioned SLA profile. This mandates that the SAP session index is included in the
CoA information. Two options are proposed to achieve this:

The CoA can specify a new SLA profile name and include the SAP session index. A Python script would
then process the CoA and construct the new SLA profile name to be used by appending the suffix in the
same way as was done with the RADIUS Access-Accept.

The CoA could be using a RADIUS proxy which may make the first option unattractive. An alternative
solution would be to use a Python script to append the suffix to the acct-session-id in all messages

sent so that the suffix can be identified when a CoA is received that uses the acct-session-id(+suffix)
for session identification. This would need to be performed for all messages sent that include the acct-
session-id. CoAs would reference the session using the acct-session-id+suffix. A Python script would
be required to remove the suffix and append it to the new SLA profile name. All messages received with
the acct-session-id+suffix would be processed by the Python script to remove the suffix before sending
the acct-session-id to the system.

To ensure that the acct-session-id sent in RADIUS accounting messages is updated with the suffix,

the user must configure include-radius-attribute sla-profile in the RADIUS accounting policy to

be applied. The Python script needs to remove the suffix from the SLA profile and add it to the acct-
session-id for all messages sent. Clearly, the acct-session-id used by any external server would then
be different to that seen on the system.

5.1.1.5 Local DHCP server with local user database

If a DHCP server is queried for IP or ESM information, the following information is sent in the DHCP
request:

Option 82 sub-options 1 and 2 (Circuit-ID and Remote-ID)
These options contain the circuit-ID and remote-ID that were inserted as tags in the PPPoE packets).
Option 82 sub-option 9 vendor-id 6527 VSO 6 (client type)

This value is set to 1 to indicate that this information is requested for a PPPoE client. The local DHCP
server uses this information to match a host in the list of PPPoE users and not in the DHCP list.

Option 82 sub-option 6 (Subscriber-ID)

This option contains the username that was used if PAP/CHAP authentication was performed on the
PPPoE connection.

Option 82 sub-option 13 (DHCP pool)

This option indicates to the DHCP server that the address from the client should be taken from the
specified pool. The local DHCP server only honors this request if the use-pool-from-client option is
configured in the server configuration.

Option 82 sub-option 14 (PPPoE Service-Name)

This option contains the service name that was used in the PADI packet during PPPoE setup.
Option 60 (Vendor class ID)

This option contains the string “ALU7XXXSBM” to identify the DHCP client vendor.

Option 61 (Client Identifier) (optional)

When client-id mac-pppoe-session-id is configured in the config>service>vprn>sub-if>grp-
if>pppoe>dhcp-client or config>service>ies>sub-if>grp-if>pppoe>dhcp-client context, the
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client identifier option is included and contains a type-value with type set to zero and value set to a
concatenation of the PPPoE client MAC address and the PPPoE session ID.

+ The WT-101 access loop options are not sent for PPPoE clients

Local user database settings relevant to PPPoE hosts when their information is retrieved from the local
DHCP server using this database:

* Host identification parameters (including username)
» address

» DNS servers (under DHCP options)

* NBNS servers (under DHCP options)

* identification (ESM) strings

For username matching, the incoming username (user[@domain]) is always first converted to a user and

a domain entity by splitting it on the first @-sign. If the no-domain parameter to the username is provided,
the user component should be equal to the specified username, if the domain-only portion of the username
is provided, the domain entity should be equal to the specified username and if no extra parameters

are provided, the user and domain components are concatenated again and compared to the specified
username.

To prevent load problems, if DHCP lease times of less than 10 minutes are returned, these are not
accepted by the PPPoE server.

5.1.2 PPPoE session ID allocation

The following two parameters in the PPP policy control the PPPoE session ID allocation method in the

discovery phase.

» config>subscr-mgmt>ppp-policy>sid-allocation {sequential | random}

» config>subscr-mgmt>ppp-policy>unique-sid-per-sap [per-msap]

The following list describes the various combinations of these two parameters:

The session ID range is 1 to 8191.

» sid-allocation sequential and no unique-sid-per-sap (the default allocation method)
Each first PPPoE session with a specific client MAC address and active on a specific SAP or MSAP is
configured with a session ID value of 1. The session ID for subsequent PPPoE sessions with the same
client MAC address and active on the same SAP or MSAP is allocated in sequentially-increasing order.
The PPPoE session ID is unique per (client MAC address, SAP) and per (client MAC address, MSAP).

+ sid-allocation sequential and unique-sid-per-sap
Each PPPoE session that is active on a specific SAP is assigned a unique, sequentially-increasing
session ID starting with a session ID value of 1.
A unique, sequentially-increasing session ID starting with a session ID value of 1 is assigned per
capture SAP: PPPoE sessions with the same or different client MAC address and that are active on the
same or different MSAP have a unique session ID per capture SAP.
The PPPoE session ID is unique per SAP and per capture SAP.
For a unique-sid-per-sap, the maximum number of PPPoE sessions per SAP or per capture SAP is
8191. This limit is enforced across all derived MSAPs.
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+ sid-allocation sequential and unique-sid-per-sap per-msap

Each PPPoE session that is active on a specific SAP is assigned a unique, sequentially-increasing
sessions ID starting with a session ID value of 1.

A unique, sequentially-increasing session ID starting with a session ID value of 1 is assigned per
capture SAP. PPPoE sessions with the same or different client MAC address and that are active on the
same MSAP have a unique session ID.

The PPPoE session ID is unique per SAP and per MSAP.

For a unique-sid-per-sap per-msap, the maximum number of PPPoE sessions per SAP or per MSAP
is 8191.

+ sid-allocation random and no unique-sid-per-sap

Each PPPoE session with the same client MAC address and active on the same SAP or MSAP is
assigned a unique, randomly-assigned session ID.

The PPPoE session ID is unique per client MAC address and SAP and per client MAC address and
MSAP.

+ sid-allocation random and unique-sid-per-sap

Each PPPoE session that is active on a specific SAP is assigned a unique, randomly-assigned session
ID.

A unique session ID is randomly-assigned per capture SAP: PPPoE sessions with the same or different
client MAC address and that are active on the same or different MSAP have a unique session ID per
capture SAP.

The PPPoE session ID is unique per SAP and per capture SAP.

For a unique-sid-per-sap configured, the maximum number of PPPoE sessions per SAP or per
capture SAP is 8191. This limit is enforced across all derived MSAPs.

+ sid-allocation random and unique-sid-per-sap per-msap

Each PPPoE session that is active on a specific SAP or MSAP is assigned a unique, randomly-
assigned session ID.

The PPPoE session ID is unique per SAP and per MSAP.

With unique-sid-per-sap per-msap configured, the maximum number of PPPoE sessions per SAP or
per MSAP is 8191.

5.1.3 Multiple Sessions per MAC Address

To support MAC-concentrating network equipment, which translates the original MAC address of a number
of subscribers to a single MAC address toward the PPPoOE service, the SR OS supports up to 8191 PPPoE
sessions per MAC address. Each of these sessions are identified by a unique combination of MAC address
and PPPoE session ID.

To set up multiple sessions per MAC, the following limits should be set sufficiently high:
*  Maximum sessions per MAC in the PPPoE policy

» The PPPoE interface session limit in the PPPoE node of the group interface

» The PPPoE SAP session limit in the PPPoE node of the group interface

» The multiple-subscriber-sap limit in the subscriber management node of the SAP
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514

5.1.5

If host information is retrieved from a local DHCP server, care must be taken that, although a host can be
identified by MAC address, circuit ID, remote ID or username, a lease in the DHCP server is, by default,
only indexed by MAC address and circuit ID. For example, multiple sessions per MAC address are only
supported in this scenario if every host with the same MAC address has a unique Circuit-ID value.

To enable IPv4 address allocation using the internal DCHCPv4 client for multiple PPPoE sessions on a
single SAP and having the same MAC address and circuit-ID, the optional CLI parameter allow-same-
circuit-id-for-dhcp should be added to the max-sessions-per-mac configuration in the PPP policy. The
SR OS local DHCP server detects the additional vendor-specific options inserted by the internal DCHCPv4
client and uses an extended unique key for lease allocation.

Session limit per circuit ID

The config>subscr-mgmt>ppp-policy max-sessions-per-cid command limits the number of PPPoE
sessions with the same Agent Circuit ID that can be active on the same SAP or MSAP.

The limit is enforced in the discovery phase, before PAP or CHAP authentication based on the Agent
Circuit ID sub-option that is present in the vendor-specific PPPoE access loop identification tag added in
PADI and PADR messages by a PPPoE intermediate agent.

By default, PPPoE PADI messages without the Agent Circuit ID sub-option are dropped when a max-
sessions-per-cid limit is configured.

3502 2020/06
16 11:02:57.949 UTC MINOR: SVCMGR #2214 Base Managed SAP creation failure

"The system could not create Managed SAP:1/1/

4:2111.100, MAC:00:00:64:6b:01:07, Capturing SAP:1/1/
4:*.*, Service:10. Description: Agent Circuit ID sub-
option missing in PADI and per circuit id limit configured"

The default behavior can be overruled with the optional allow-sessions-without-cid keyword. PPPoE
sessions without an Agent Circuit ID can be established on a SAP with a max-sessions-per-cid limit
configured. The max-sessions-per-cid max-sessions-per-cid limit is not applied to these sessions.

When the max-sessions-per-cid limit is not configured, no limit is placed on the number of PPPoE
sessions with the same Agent Circuit ID on the same SAP or MSAP and PPPoE sessions with or without
an Agent Circuit ID can be established.

PPP session re-establishment

The re-establish-session command allows a host to re-establish a PPP session if the previous PPP
session has yet to be terminated. The only way for a host to reconnect is to wait for the health check to

fail or a manual termination by the operator. To allow a faster reconnect, the feature allows a PADI request
to terminate the host previous session and allow the host to re-establish a new PPP session. As the old
PPP session terminates, the accounting record also stops. The new PPP session starts a new accounting
record; this is to ensure that the subscriber is not charged for the unused time in the previous PPP session.

e Note:

« Subscribers that use credit-control-policy along with PPP re-establish-session can experience
a longer attempt at re-establishing a PPP connection.
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*  When PPP subscribers closes an L2TP connection, the terminate cause on the accounting
record would show “user-request”. For cases, where PPP re-establishment is enabled, stale
connections are closed without requests. The terminate cause on the accounting record would
show “loss of service”.

5.1.6 Private retail subnets

IPoE and PPPoE are commonly used in residential networks and have expanded into business
applications.

Both IPoE and PPPoE subscriber hosts terminate in a retail VPRN. It is possible for the subscriber to
connect to one or more 7750 SRs for dual homing purposes. When the subscriber is dual-homed, routing
between the two BNGs is required and can be performed with either a direct spoke SDP between the two
nodes or by MP-BGP route learning.

For PPPoE, both PADI and PAP/CHAP authentication are supported. The PPPoE session is negotiated
with the parameters defined by the retail VPRN interface. Because the IP address space of the sub-mgmt
host may overlap between VPRN services, the node must anti-spoof the packets at access ingress with the
session ID.

When the config>service>vprn>sub-if>private-retail-subnets command is enabled on the subscriber
interface, the retail IP subnets are not pushed into the wholesale context. This allows IP addresses to
overlap between different retail VPRNs (those VPRNs can have IPoE or PPPoE sessions). If an operator
requires both residential and business services, two VPRNs connected to the same wholesaler can be
created and use the flag in only one of them.

To update a subscriber attribute (such as an SLA-profile or subscriber-profile), either perform a RADIUS
CoA or enter the tools>perform>subscriber-mgmt>coa command. To identify a subscriber for a CoA,
the subscriber IP address can be used as part of the subscriber's key. Because it is possible for different
subscribers to use the same IP address in multiple private retail VPRNs, additional parameters are
required in addition to the subscriber IP address. When performing a CoA on a retail subscriber for PPPoE
hosts using a private retail subnet, the following conditions apply:

» If NAS-port-ID is used, the VSA Alc-Retail-Serv-Id or Alc-Retail-Serv-Name must be included. The
subscriber IP address and prefix must also be included.

» If Alc-serv-ID or Alc-Serv-Name is used, the subscriber retail service ID or name must be referenced.
The subscriber IP address and prefix must also be included.

When performing a CoA on a retail subscriber for IPOE hosts using a private retail subnet, the following
conditions apply:

» If NAS-port-ID is used, the VSA Alc-Client-Hardware-Addr referencing the subscriber MAC and Alc-
Retail-Serv-Name must be included. The VSA Alc-Retail-Serv-Ild must not be included. The subscriber
IP address and prefix must also be included.

» If Alc-serv-ID or Alc-Serv-Name is used, it must reference the subscriber wholesale service ID or name.
The VSA Alc-Client-Hardware-Address and the subscriber IP address and prefix must also be included.

To perform a DHCP force renew on IPoE hosts, enter the tools>perform>subscriber-mgmt>forcerenew
command. To identify between subscribers within a private retail VPRN where overlapping IP addresses
are possible, the MAC address must be used instead of the IP address in the tools command.

Private retail subnet are supported on both numbered and unnumbered subscriber interfaces. RADIUS
host creation is possible for IPOEv4 hosts.
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5.1.7

5.1.71

When IPoE and PPPoE session terminates in the retail VPRN, the node must learn the retail VPRN service
ID. This can be provided by the LUDB or RADIUS. If the local user database is used, the host configuration
provides a reference to the VPRN service ID. If RADIUS is used, RADIUS can return the service ID or
name VSA. The retail subscriber interface must also reference the subscriber interface on the wholesale
subscriber interfaces.

The following are not supported on private retail subnets:
* ARP hosts

» static hosts

*  MCS redundancy

ESM multicast is not supported for IPOE hosts that use overlapping IP address between private retail
VPRNs. ESM multicast is only supported for IPoOE hosts that have unique IP addresses in the system. It
is possible for a IPoE subscriber to contain both type of hosts, only the hosts with overlapping private IP
address do not support ESM multicast.

IPCP subnet negotiation

This feature enables negotiation between Broadband Network Gateway (BNG) and customer premises
equipment (CPE) so that CPE is allocated both ip-address and associated subnet.

Some CPEs use the network up-link in PPPoE mode and perform dhcp-server function for all ports on the
LAN side. Instead of wasting one subnet for P2P uplink, CPEs use allocated subnet for LAN portion as
shown in Figure 36: CPEs network up-link mode.

Figure 36: CPEs network up-link mode

PPPOE Tunnel

@ E &/CPE : :
EE)
BSR-1 LAN
@ (subnet 10.10.10.0/24)

subscriber-interface address 10.10.0.0/16
Sub-host: 10.10.10.1 managed-route 10.10.10.0/24 nh 10.10.10.1

al_0122

From a BNG perspective, the specified PPPoE host is allocated a subnet (instead of /32) by RADIUS,
external dhcp-server, or local-user-db. And locally, the host is associated with managed-route. This
managed-route is a subset of the subscriber-interface subnet, and also, subscriber-host ip-address is from
managed-route range. The negotiation between BNG and CPE allows CPE to be allocated both ip-address
and associated subnet.

Numbered WAN support for Layer 3 RGs

Numbered WAN interfaces on RGs is useful to manage v6-capable RGs. Dual-stack RGs can be managed
through IPv4. However, with v6-only RGs or with dual-stack RGs with private only v4 address, RGs require
a globally routable v6 WAN prefix (or address) for management. This feature provides support to assign

WAN prefix to PPP based Layer 3 RG using SLAAC. The feature also adds a new RADIUS VSA (Alc-PPP-
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5.1.8

5.1.9

Force-IPv6CP, Boolean) to control triggering of IPv6CP on completion of PPP LCP. RA messages are sent
as soon as IPv6CP goes into open state, and the restriction to hold off on sending RAs until DHCP6-PD is
complete if a dual-stack PPP is no longer applicable.

IES as retail service for PPPoE host

In this application, the PPPoE subscriber host terminates in a retail IES service. The IES service ID or
name can be obtained by the Alc-Retail-Serv-Id or Alc-Retail-Serv-Name attribute in the RADIUS Access-
Accept packet.

e Note:
Be aware that Alc-Retail-Serv-Name takes precedence over Alc-Retail-Serv-1d if both are
specified. The Access-Accept packet for initial authentication can contain both the Alc-Retail-
Serv-ID and Alc-Retail-Serv-Name, but the Access-Accept packet for re-authentication and CoA
can have only one AVP that the subscriber session is using.

If MSAP is used, the SAP is created in the wholesale VPRN.

The PPPoE session is negotiated with the command options defined by the wholesale VPRN group
interface. The connectivity to the retailer is performed using the linkage between the two interfaces.

Because of the nature of IES service, there is no IP address overlap between different IES retail services;
therefore, the private-retail-subnets flag is not needed in this case.

Unnumbered PPPoE

Unlike regular IP routes which are mainly concerned with next-hop information, subscriber-hosts are
associated with an extensive set of parameters related to filtering, qos, stateful state (PPPoE/DHCP),
antispoofing, and so on. Forwarding Database (FDB) is not suitable to maintain all this information.
Instead, each subscriber host record is maintained in separate set of subscriber-host tables.

By pre-provisioning the IP prefix (IPv4 and IPv6) under the subscriber-interface and sub-if>ipv6 CLI
hierarchy, only a single prefix aggregating the subscriber host entries is installed in the FDB. This FDB
entry points to the corresponding subscriber-host tables that contain subscriber-host records.

When a IPv4/IPv6 prefix is not pre-provisioned, or the subscriber-hosts falls out of pre-provisioned prefix,
each subscriber-host is installed in the FDB. The result of the subscriber-host FDB lookup points to

the corresponding subscriber-host record in the subscriber-host table. This scenario is referred to as
unnumbered subscriber-interfaces.

Unnumbered does not mean that the subscriber hosts do not have an IP address or prefix assigned. It only
means that the IP address range out of which the address or prefix is assigned to the host does not have
to be known in advance through configuration under the subscriber-interface or sub-if>ipv6é node.

An IPv6 example would be:

configure
router/service
subscriber-interface <name>
ipv6
[no] allow-unmatching-prefixes
delegated-prefix-length <bits>
subscriber-prefixes
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This CLI indicates the following:
» There is no need for any indication of anticipated IPv6 prefixes in CLI.

* However, the delegated-prefix-length (DPL) command is required. The DPL (or the length of the
prefix assigned to each Residential Gateway) must be known in advance. All Residential Gateways (or
subscribers) under the same subscriber-interface share this pre-configured DPL.

* The DPL range is 48 to 64.

+ If the prefix length in the received PD (through the DHCP server, RADIUS or LUDB) and the DPL do not
match, the host creation fails.

» If the assigned IP prefix/address (DHCP server, RADIUS, LUDB) for the host falls outside of the CLI
defined prefixes and the allow-unmatching-prefixes command is configured, then the new address
and prefix automatically installs in the FDB.

5.1.10 Selective backhaul of PPPoE traffic using an Epipe service
The router supports the redirection of PPPoE packets on ingress to a Layer 3 static subscriber SAP and
PW-SAPs (for example, bound to an IES or VPRN service) in the upstream direction toward an Epipe
service. The Epipe, which is bound to a specific SAP on a group interface of a Layer 3 service, is used to
backhaul the PPPoE traffic toward a remote destination, such as, a wholesale service provider. Other non-
PPPoE packets are still forwarded to the group interface on the IES or VPRN.
There is a one-to-one mapping from backhaul Epipe to the subscriber. A single backhaul Epipe service per
subscriber SAP is supported. Only static configuration of subscriber SAPs is supported.
In the downstream direction, all traffic arriving on the backhaul Epipe is forwarded to the subscriber SAP
and merged with IPoE traffic.
This architecture is shown in Figure 37: Redirection of traffic to Epipe for backhaul.
Figure 37: Redirection of traffic to Epipe for backhaul
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sw0408
If the SAP on the Layer 3 service is configured to indicate PPPoE redirection, in addition to ESM anti-
spoofing, then the following processing occurs in the upstream direction:
» All PPPoE traffic, such as traffic with Ethertype 0x8863 and 0x8864, skips the anti-spoof lookup and is
then forwarded to a configured Epipe service.
» All non-PPPoE is subject to anti-spoofing lookup. If the anti-spoofing fails, then the packet is dropped.
Otherwise, processing continues using the host configuration.
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The fwd-wholesale context in the Layer 3 SAP is used to configure the forwarding of PPPoE packets
toward a specified Epipe service:

config
service
ies | vrpn
subscriber-interface
group-interface

sap 1/1/1:10.20
anti-spoof ...
fwd-wholesale

pppoe 10

exit

The PPPoE option specifies that only packets matching Ethertype 0x8863 and 0x8864 are redirected to
the Epipe of service ID '10". This includes all PPPoE control plane packets. The service IDs specified under
fwd-wholesale cannot refer to a vc-switching Epipe service.

When fwd-wholesale is configured to an Epipe with a specified service ID, the system ensures that the
Epipe exists and meets all the requirements to participate in the PPPoE redirect. There is no need for
additional configuration under the Epipe. For the previous example, only the following configuration is
required for the Epipe:

epipe 10 name "10" customer 1 create
service-mtu 1400
spoke-sdp 10:9 create
no shutdown
exit
no shutdown
exit

The system generates a CLI error if a user tries to configure additional SAPs on an Epipe that is already
referenced from a fwd-wholesale context.

In the upstream direction, subscriber queues are used for IPoE packets destined for a local host and
PPPoE backhaul traffic. However, CPM traffic is not consuming subscriber queue resources; QoS profiles
are instantiated while single-sub-parameters profiled-traffic-only is enabled.

In the downstream direction, PPPoE traffic arriving on the Epipe is merged back into the subscriber SAP
referencing the Epipe service. ESM traffic from the host uses the subscriber queues that the host is
configured to use, and the backhaul traffic uses the SAP queues. If profile-traffic-only is configured, then
all traffic uses the SAP queues.

The operational status of the Epipe with a matching service ID can only be up if the corresponding Layer
3 SAP's operational status is up. The operational or administrative status of the Epipe does not affect the
status of the Layer 3 service SAP. If the Layer 3 service SAP is up, but the backhaul Epipe is down, then
the system continues to redirect packets to the Epipe, but they are dropped by the Epipe service. The
status of the Epipe service is indicated in the output of the show>service>service-using command.

5.1.11 PPPoE interoperability enhancements

Interoperability with non-conforming PPPoE client implementations is supported with the following
behavior:
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» The PPPoE client continues to send IPCP renegotiation messages (such as ConfReq) after negotiation
is complete. BNG terminates the PPP session by default, however, the following command allows BNG
to ignore the renegotiation messages:

Classic CLI:
config>subscr-mgmt>ppp-policy>ncp-renegotiation ignore
MD-CLI:

configure subscriber-mgmt ppp-policy ncp-renegotiation

» The PPPoE client sets incorrect identifier values in the Echo-Reply messages that are sent to BNG.
BNG discards such messages and the PPP session is terminated because of the Echo timeout.
However, the following command instructs BNG to ignore the Identifier field of the Echo-Reply message
to keep the PPP session up:

Classic CLI:
config>subscr-mgmt>ppp-policy>lcp-ignore-identifier
MD-CLI:

configure subscriber-mgmt ppp-policy Icp-ignore-identifier

5.2 MLPPPoE with LFl on LNS

MLPPPoX is generally used to address bandwidth constraints in the last mile. The following are other uses
for MLPPPoX:

» To increase bandwidth in the access network by bundling multiple links and VCs together. For example
it is less expensive for a customer with an E1 access to add another E1 link to increase the access
bandwidth, instead of to upgrade to the next circuit speed (E3).

» LFlon a single link to prioritize small packet size traffic over traffic with large size packets. This is
needed in the upstream and downstream direction.

PPPoE and PPPoEoA/PPPoA v4/v6 host types are supported.

5.2.1 Terminology

The term MLPPPoX is used to reference MLPPP sessions over ATM transport (0A), Ethernet over

ATM transport (0EoA) or Ethernet transport (oE). Although MLPPP in subscriber management context

is not supported natively over PPP/HDLC links, the terms MLPPP and MLPPPoX terms can be used
interchangeably. The reason for this is that link bundling, MLPPP encapsulation, fragmentation and
interleaving can be in a broader scope observed independently of the transport in the first mile. However,
MLPPPoX terminology prevails in this section in an effort to distinguish MLPPP functionality on an ASAP
MDA (outside of ESM) and MLPPPoX in LNS (inside of ESM).

The terms speed and rate are interchangeably used throughout this section. Usually, speed refers to the
speed of the link in general context (high or low) while rate quantitatively describes the link speed and
associates it with the specific value in b/s.
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5.2.2

LNS MLPPPoX

This functionality is supported through LNS on BB-ISA. LNS MLPPPoX can be used then as a workaround
for PTA deployments, whereby LAC and LNS can be run back-to-back in the same system (connected by
an external loop or a VSM2 module), and therefore locally terminate PPP sessions.

MLPPPoX can:
* Increase bandwidth in the last mile by bundling multiple links together.
* LFl/reassembly over a single MLPPPoX capable link (plain PPP does not support LFI).

5.2.3 MLPPP encapsulation
After the MLPPP bundle is created in the 7750 SR, traffic can be transmitted by using MLPPP
encapsulation. However, MLPPP encapsulation is not mandatory over an MLPPP bundle.
MLPPP header is primarily required for sequencing the fragments. If a packet is not fragmented, it can
be transmitted over the MLPPP bundle using either plain PPP encapsulation or MLPPP encapsulation.
MLPPP encapsulation for fragmented traffic is shown in Figure 38: MLPPP encapsulation.
Figure 38: MLPPP encapsulation
PID
(™ 0x0021 —> IPv4
0x003d —> MLPPP
0x0057 —> IPv6 MRU
0x8021 —>- IPCP N N
0xC021—> LCP
PPP [PID (2 bytes)l DATA |
0xC023—> PAP
0xC223—> CHAP
_ Etc.
+4/B
Per Fragment ~ MLPPP [0x003d [B]E] 0f 0 seq# | fragment | [oxo03d|B]E|0f0] seq# | fragment |--------
(MLPPP)
L . J
4 or 6 bytes
5.2.4 MLPPPoX negotiation
MLPPPoX is negotiated during the LCP session negotiation phase by the presence of the Max-Received-
Reconstructed Unit (MRRU) field in the LCP ConfReq. MRRU option is a mandatory field required in
MLPPPoX negotiation. It represents the maximum number of octets in the Information field (Data part in
Figure 38: MLPPP encapsulation) of a reassembled packet. The MRRU value negotiated in the LCP phase
must be the same on all member links and it can be greater or lesser than the PPP negotiated MRU value
of each member link. This means that the reassembled payload of the PPP packet can be greater than
the transmission size limit imposed by individual member links within the MLPPPoX bundle. Packets are
always be fragmented so that the fragments are within the MRU size of each member link.
Another field that could be optionally present in an MLPPPoX LCP Conf Req is an Endpoint Discriminator
(ED). Along with the authentication information, this field can be used to associate the link with the bundle.
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5.2.5

The last MLPPPoX negotiated option is the Short Sequence Number Header Format Option which allows
the sequence numbers in MLPPPoX encapsulated frames/fragments to be 12-bit long (instead 24-bit long,
by default).

After the multilink capability is successfully negotiated by LCP, PPP sessions can be bundled together over
MLPPPoX capable links.

The basic operational principles are:
» LCP session is negotiated on each physical link with MLPPPoX capabilities between the two nodes.

+ Based on the ED and the authentication outcome, a bundle is created. A subsequent IPCP negotiation
is conveyed over this bundle. User traffic is sent over the bundle.

» If a new link tries to join the bundle by sending a new MLPPPoX LCP Conf Request, the LCP session
is negotiated, authentication performed and the link is placed under the bundle containing the links with
the same ED and authentication outcome.

» IPCP and IPv6CP is in the whole process negotiated only once over the bundle. This negotiation occurs
at the beginning, when the first link is established and MLPPPoX bundle created. IPCP and IPc6CP
messages are transmitted from the 7750 SR LNS without MLPPPoX encapsulation, while they can be
received as MLPPPoX encapsulated or non-MLPPPoX encapsulated.

Enabling MLPPPoX

The lowest granularity at which MLPPPoX can be enabled is an L2TP tunnel. An MLPPPoX enabled tunnel
is not limited to carrying only MLPPPoX sessions but can carry normal PPP(oE) sessions as well.

In addition to enabling MLPPPoX on the session terminating node LNS, MLPPPoX can also be enabled
on the LAC by a PPP policy. The purpose of enabling MLPPPoX on the LAC is to negotiate MLPPPoX
LCP parameters with the client. After the LAC receives the MRRU option from the client in the initial LCP
ConfReq, it changes its tunnel selection algorithm so that all sessions of an MLPPPoX bundle are mapped
into the same tunnel.

The LAC negotiates MLPPPoX LCP parameters regardless of the transport technology connected to it
(ATM or Ethernet). LCP negotiated parameters are passed by the LAC to the LNS by Proxy LCP in a ICCN
message. This way, the LNS has an option to accept the LCP parameters negotiated by the LAC or to
reject them and restart the negotiation directly with the client.

The LAC transparently passes session traffic handed to it by the LNS in the downstream direction and the
MLPPPoX client in the upstream direction. The LNS and the MLPPPoX client performs all data processing
functions related to MLPPPoX such as fragmentation and interleaving.

After the LCP negotiation is completed and the LCP transition into an open state (configuration ACKs are
sent and received), the Authentication phase on the LAC begins. During the Authentication phase the
L2TP parameters become known (I2tp group, tunnel, and so on), the session is extended by the LAC to
the LNS by L2TP. If the Authentication phase does not return L2TP parameters, the session is terminated
because the 7750 SR does not support directly terminated MLPPPoX sessions.

In the case that MLPPPoX is not enabled on the LAC, the LAC negotiates plain PPP session with the
client. If the client accepts plain PPP instead of MLPPPoX as offered by the LAC, when the session is
extended to the LNS, the LNS re-negotiates MLPPPoX LCP with the client on a MLPPPoX enabled tunnel.
The LNS learns about the MLPPPoX capability of the client by a Proxy LCP message in ICCN (first Conf
Req received from the client is also send in a Proxy LCP). If the there is no indication of the MLPPPoX
capability of the client, the LNS establishes a plain PPP(oE) session with the client.
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Note: There is no dependency between ATM autosensing on LAC and MLPPPoX because
/ autosensing operates on a lower layer than PPP (LCP).

5.2.6 Link Fragmentation and Interleaving

5.2.6.1

The purpose of Link Fragmentation and Interleaving (LFI) is to ensure that short high priority packets are
not delayed by the transmission delay of large low priority packets on slow links.

For example it takes ~150ms to transmit a 5000B packet over a 256 kb/s link, while the same packet is
transmitted in only 40us over a 1G link (~4000 times faster transmission). To avoid the delay of a high
priority packet by waiting in the queue while the large packet is being transmitted, the large packet can
be segmented into smaller chunks. The high priority packet can be then interleaved with the smaller
fragments. This approach can significantly reduce the delay of high priority packets.

The interleaving functionality is only supported on MLPPPoX bundles with a single link. If more than one
link is added into an interleaving capable MLPPPoX bundle, then interleaving is internally disabled and the
tmnxMIpppBundlelndicatorsChange trap generated.

With interleaving enabled on an MLPPPoX enabled tunnel, the following session types are supported:

* Multiple LCP sessions tied into a single MLPPPoX bundle. This scenario assumes multiple physical
links on the client side. Theoretically it would be possible to have multiple sessions running over the
same physical link in the last mile. For example, two PPPoE sessions going over the same Ethernet
link in the last mile, or two ATM VCs 0291231ga23n the same last mile link. Whichever the case may
be, the LAC/LNS is unaware of the physical topology in the last mile (single or multiple physical links).
Interleaving functionality is internally disabled on such MLPPPoX bundle.

» Asingle LCP session (including dual stack) over the MLPPPoX bundle. This scenario assumes a single
physical link on the client side. Interleaving is supported on such single session MLPPPoX bundle as
long as the conditions for interleaving are met. Those conditions are governed by max-fragment-delay
parameter and calculation of the fragment size as described in subsequent sections.

* An LCP session (including dual stack) over a plain PPP/PPPoE session. This type of session is a
regular PPP(oE) session outside of any MLPPPoX bundle and therefore its traffic is not MLPPPoX
encapsulated.

Packets on an MLPPPoX bundle are MLPPPoX encapsulated unless they are classified as high priority
packets when interleaving is enabled.

MLPPPoX fragmentation, MRRU and MRU considerations

MLPPPoX in the 7750 SR is concerned with two MTUs:

* bundle-mtu determines the maximum length of the original IP packet that can be transmitted over
the entire bundle (collection of links) before any MLPPPoX processing takes place on the transmitting
side. This is also the maximum size of the IP packet that the receiving node can accept after it de-
encapsulates and assembles received MLPPPoX fragments of the same packet. Bundle-mtu is relevant
in the context of the collection of links.

* link-mtu determines the maximum length of the payload before it is PPP encapsulated and transmitted
over an individual link within the bundle. Link-mtu is relevant in the context of the single link within the
bundle.

Assuming that the CPE advertised MRRU and MRU values are smaller than any configurable mtu on
MLPPPoX processing modules in 7750 SR (carrier IOM and BB-ISA), the bundle-mtu and the link-mtu
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are based on the received MRRU and MRU values, respectively. For example, the bundle-mtu is set to
the received MRRU value while link-bundle is set to the MRU value minus the MLPPPoX encapsulation
overhead (4 or 6 bytes).

In addition to mtu values, fragmentation requires a fragment length value for each MLPPP bundle on LNS.
This fragment length value is internally calculated according to the following parameters:

* Minimum transmission delay in the last mile.
» Fragment “payload to encapsulation overhead” efficiency ratio.

» Various MTU sizes in the 7750 SR dictated mainly by received MRU, received MRRU and configured
PPP MTU under the following hierarchy:

— configure subscriber-mgmt ppp-policy ppp-mtu (ignored on LNS)
— configure service vprn 12tp group ppp mtu

— configure service vprn 12tp group tunnel ppp mtu

— configure router 12tp group ppp mtu

— configure router 12tp group tunnel ppp mtu

The decision whether to fragment and encapsulate a packet in MLPPPoX depends on the mode of
operation, the packet length and the packet priority as follows:

LFI

When Interleave is enabled in a bundle, low priority packets are always MLPPPoX encapsulated. If a
low-priority packet’s length exceeds the internally calculated Fragment Length, the packet is MLPPPoX
fragmented and encapsulated. High priority packets whose length is smaller than the link-mtu is PPP
encapsulated and transmitted without MLPPP encapsulation.

Non-LFI

When Interleave is disabled in a bundle, all packets are MLPPPoX encapsulated. If a packet’s length
exceeds the internally calculated fragment length, the packet is MLPPPoX fragmented and encapsulated.

A packet of the size greater than the link-mtu cannot be natively transmitted over an MLPPPoX bundle.
This packet is MLPPPoX encapsulated and consequently fragmented. This is regardless of the priority of
the packet in interleaving case or whether the fragmentation is enabled or disabled.

When MLPPPoX fragmentation is disabled with the no max-fragment-delay command, it is expected that
packets are not MLPPPoX fragmented but rather only MLPPPoX encapsulated to be load balanced over
multiple physical links in the last mile. However, even if MLPPPoX fragmentation is disabled, it is possible
that fragmentation occurs under specific circumstances. This behavior is related to the calculation of the
MTU values on an MLPPPoX bundle.

Consider an example where received MRRU value sent by CPE is 1500B while received MRU is 1492B.
In this case, the bundle-mtu is set to 1500B and the link-mtu is set to 1488B (or 1486B) to allow for

the additional 4/6B of MLPPPoX encapsulation overhead. Consequently, IP payload of 1500B can be
transmitted over the bundle but only 1488B can be transmitted over any individual link. If an IP packet with
the size between 1489B and 1500B needs to be transmitted from 7750 SR toward the CPE, this packet
would be MLPPPoX fragmented in 7750 SR as dictated by the link-mtu. This is irrespective of whether
MLPPPoX fragmentation is enabled or disabled (as set by no max-fragment-delay flag).

To entirely avoid MLPPPoX fragmentation in this case, the received MRRU sent by CPE should be lower
than the received MRU for the length of the MLPPPoX header (4 or 6 bytes). In this case, for IP packets
larger than 1488B, IP fragmentation would occur (assuming that DF flag in the IP header allows it) and
MLPPPoX fragmentation would be avoided.
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5.2.7

On the 7750 SR side, it is not possible to set different advertised MRRU and MRU values with the ppp-mtu
command. Both MRRU and MRU advertised values adhere to the same configured ppp mtu value.

LFI functionality implemented in LNS

As mentioned in the previous section, LFI on LNS is implemented only on MLPPPoX bundles with a single
LCP session.

There are two major tasks (Most of this is also applicable to non-Ifi case. The only difference between Ifi
and non-Ifi is that there is no artificial delay performed in non-Ifi case) associated with LFI on the LNS:

» Executing subscriber QoS in the carrier IOM based on the last mile conditions. The subscriber QoS
rates are the last mile on-the-wire rates. After traffic is QoS conditioned, it is sent to the BB-ISA for
further processing.

» Fragmentation and artificial delay (queuing) of the fragments so that high priority packets can be
injected in-between low priority fragments (interleaved). This operation is performed by the BB-ISA.

Examine an example to further clarify functionality of LFI. The parameters, conditions and requirements
that are used in the example to describe the wanted behavior are the following:

» High priority packets must not be delayed for more than 50ms in the last mile because of the
transmission delay of the large low priority packets. Considering that tolerated end-to-end VolIP delay
must be under 150ms, limiting the transmission delay to 50ms on the last mile link is a reasonable
option.

* The link between the LNS and LAC is 1Gb/s Ethernet.
e The last mile link rate is 256 kb/s.

» Three packets arrive back-to-back on the network side of the LNS (in the downstream direction). The
large 5000B low priority packet P1 arrives first, followed by two smaller high priority packets P2 and P3,
each 100B.

N Note:
Packets P1, P2 and P3 can be originated by independent sources (PCs, servers, and so on)
and therefore can theoretically arrive in the LNS from the network side back-to-back at the full
network link rate (10Gb/s or 100Gb/s).

» The transmission time on the internal 10G link between the BB-ISA and the carrier IOM for the large
packet (5000B) is 4us while the transmission time for the small packet (100B) is 80ns.

» The transmission time on the 1G link (LNS->LAC) for the large packet (5000B) is 40us while the
transmission time for the small packet (100B) is 0.8us.

» The transmission time in the last mile (256 kb/s) for the large packet is ~150ms while the transmission
time for the small packet on the same link is ~3ms.

+ Last mile transport is ATM.

To satisfy the delay requirement for the high priority packets, the large packets are fragmented into three
smaller fragments. The fragments are carefully sized so that their individual transmission time in the last
mile does not exceed 50ms. After the first 50ms interval, there is an opportunity to interleave the two
smaller high priority packets.

This entire process is further clarified by the five points (1-5) in the packet route from the LNS to the
Residential Gateway (RG) as depicted in Figure 39: Packet route from the LNS to the RG.
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The five points are:

1. Last mile QoS awareness in the LNS
BB-ISA processing

LNS-LAC link

AN-RG link

Home link

o DN

Figure 39: Packet route from the LNS to the RG
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5.2.7.1 Last mile QoS awareness in the LNS

By implementing MLPPPoX in LNS, the traffic treatment functions (QoS/LFI) of the last mile to the node
(LNS) that is multiple hops away is transferred.

The success of this operation depends on the accuracy at which the last mile conditions in the LNS can be
simulated. The assumption is that the LNS is aware of the two most important parameters of the last mile:
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» The last mile encapsulation — This is needed for the accurate calculation of the overhead associated of
the transport medium in the last mile for traffic shaping and interleaving.

» The last mile link rate — This is crucial for the creation of artificial congestion and packet delay in the
LNS.

The subscriber QoS in the LNS is implemented in the carrier IOM and is performed on a per packets basis
before the packet is handed over to the BB-ISA. Per packet, instead of per fragment QoS processing
ensures a more efficient utilization of network resources in the downstream direction. Discarding fragments
in the LNS would have detrimental effects in the RG as the RG would be unable to reconstruct a packet
without all of its fragments.

High priority traffic within the bundle is classified into the high priority queue. This type of traffic is

not MLPPPoX encapsulated unless its packet size exceeds the link MTU as described in MLPPPoX
fragmentation, MRRU and MRU considerations. Low priority traffic is classified into a low priority queue
and is always MLPPPoX encapsulated. If the high priority traffic becomes MLPPPoX encapsulated or
fragmented, the MLPPPoX processing module (BB-ISA) considers it as low-priority. The assumption is that
the high priority traffic is small in size and consequently MLPPPoX encapsulation or fragmentation and
degradation in priority can be avoided. The aggregate rate of the MLPPPoX bundle is on-the-wire rate of
the last mile as shown in Figure 40: Last mile encapsulation.

ATM on-the-wire overhead for non-MLPPPoX encapsulated high priority traffic includes:

» ATM encapsulation (VC-MUX, LLC/NLPID, LLC/SNAP).

* AALS trailer (8B).

» AALS padding to 48B cell boundary (this makes the overhead dependent on the packet size).
* Multiplication by 53/48 to account for the ATM cell headers.

For low priority traffic, which is always MLPPPoX encapsulated, an additional overhead related to
MLPPPoX encapsulation and possibly fragmentation must be added. In other words, each fragment carries
ATM+MLPPPoX overhead.

Note: Avoid the 48B boundary padding for all fragments except the last one. This can be done by
/ choosing the fragment length so that it is aligned on the 48B boundary (rounded down if based on
max-fragment-delay or rounded up if based on the encapsulation/utilization.
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Figure 40: Last mile encapsulation
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For Ethernet in the last mile, the implementation always assures that the fragment size plus the
encapsulation overhead is always larger or equal to the minimum Ethernet packet length (64B).

5.2.7.2 BB-ISA processing

MLPPPoX encapsulation, fragmentation and interleaving are performed by the LNS in BB-ISA. According
to the example, a large low priority packet (P1) is received by the BB-ISA, immediately followed by the
two small high priority packets (P2 and P3). Because the requirement stipulates that there is no more
than 50ms of transmission delay in the last mile (including on-the-wire overhead), the large packet must
be fragmented into three smaller fragments each of which do not cause more than 50ms of transmission
delay.

The BB-ISA would normally send packets or fragments to the carrier IOM at the rate of 10Gb/s. In other
words, by default the three fragments of the low priority packet would be sent out of the BB-ISA back-to-
back at the very high rate before the high priority packets even arrive in the BB-ISA. To interleave, the BB-
ISA must simulate the last mile conditions by delaying the transmission of the fragments. The fragments
are be paced out of the BB-ISA (and out of the box) at the rate of the last mile. High priority packets can be
injected in front of the fragments while the fragments are being delayed.

In Figure 39: Packet route from the LNS to the RG (point 2) the first fragment F1 is sent out immediately
(transmission delay at 10G is in the 1us range). The transmission of the next fragment F2 is delayed by
50ms. While the transmission of the second fragment F2 is being delayed, the two high priority packets (P1
and P2 in red) are received by the BB-ISA and are immediately transmitted ahead of fragments F2 and F3.
This approach relies on the imperfection of the IOM shaper which is releasing traffic in bursts (P2 and P3
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5.2.7.3

5.2.74

right after P1). The burst size is dependent on the depth of the rate token bucket associated with the IOM
shaper.

Note: By the time the second fragment F2 is transmitted, the first fragment F1 has traveled a

/ long way (50ms) on high rate links toward the Access Node (assuming that there is no queuing
delay along the way), and its transmission on the last mile link has already begun (if not already
completed).

This is not applicable for this discussion, but worth noticing is that the LNS BB-ISA also adds the L2TP
encapsulation to each packet or fragment. The L2TP encapsulation is removed in the LAC before the
packet or fragment is transmitted toward the AN.

LNS-LAC link

This is the high rate link (1Gb/s) on which the first fragment F1 and the two consecutive high priority
packets, P2 and P3, are sent back-to-back by the BB-ISA.

(BB-ISA->carrier IOM->egress IOM-> out-of-the-LNS).

The remaining fragments (F2 and F3) are still waiting in the BB-ISA to be transmitted. They are artificially
delayed by 50ms each.

Additional QoS based on the L2TP header can be performed on the egress port in the LNS toward the
LAC. This QoS is based on the classification fields inside of the packet or fragment headers (DSCP, dot1.p,
EXP).

Note: The LAC-AN link is not really relevant for the operation of LFI on the LNS. This link can be
4 either Ethernet (in case of PPPoE) or ATM (PPPoE or PPP). The rate of the link between the LAC
and the AN is still considered a high speed link compared to the slow last mile link.

AN-RG link

Finally, this is the slow link of the last mile, the reason why LFI is performed in the first place. Assuming
that LFI played its role in the network as designed, by the time the transmission of one fragment on this
link is completed, the next fragment arrives just in time for unblocked transmission. In between the two
fragments, there can be one or more small high priority packets waiting in the queue for the transmission to
complete.

. Note:

* On the AN-RG link in Figure 39: Packet route from the LNS to the RG that packets P2 and
P3 are ahead of fragments F2 and F3. Therefore the delay incurred on this link by the low
priority packets is never greater than the transmission delay of the first fragment (50ms). The
remaining two fragments, F2 and F3, can be queued and further delayed by the transmission
time of packets P2 and P3 (which is normally small, in the example, 3ms for each).

» If many low priority packets are waiting in the queue, then they would have caused delay and
would have further delayed the fragments that are in transit from the LNS to the LAC. This
condition is normally caused by bursts and it should clear itself out over time.
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5.2.7.5

5.2.7.6

5.2.7.6.1

Home link

High priority packets P2 and P3 are transmitted by the RG into the home network ahead of the packet P1
although the fragment F1 has arrived in the RG first. The reason for this is that the RG must wait for the
fragments F2 and F3 before it can re-assemble packet P1.

Optimum fragment size calculation by LNS

Fragmentation in LFI is based on the optimal fragment size. LNS implementation calculates the two optimal
fragment sizes, based on two different criteria:

+ Optimal fragment size based on the payload efficiency of the fragment considering the fragmentation
and transportation header overhead associated with the fragment encapsulation based fragment size.

+ Optimal fragment size based on the maximum transmission delay of the fragment set by configuration
delay based fragment size.

At the end, only one optimal fragment size is selected. The actual fragment’s length is the optimal fragment
size.

» The parameters required to calculate the optimal fragment sizes are known to the LNS either through
configuration or signaling. These, in-advance known parameters are:

» Last mile maximum transmission delay (max-fragment-delay obtained by CLI)

» Last mile ATM Encapsulation (in the example the last mile is ATM but in general it can be Ethernet for
MLPPPoE)

* MLPPP encapsulation length (depending on the fragment sequence number format)
* The last mile on-the-wire rate for the MLPPPoX bundle
Examine closer each of the two optimal fragment sizes.

Encapsulation-based fragment size

Be mindful that fragmentation may cause low link utilization. In other words, during fragmentation a node
may end up transporting mainly overhead bytes in the fragment as opposed to payload bytes. This would
only intensify the problem that fragmentation is intended to solve, especially on an ATM access link that
tend to carry larger encapsulation overhead.

To reduce the overhead associated with fragmentation, the following is enforced in the 7750 SR;:

The minimum fragment payload size is at least 10times greater than the overhead (MLPPP header, ATM
Encapsulation and AALS5 trailer) associated with the fragment.

The optimal fragment length (including the MLPPP header, the ATM Encapsulation and the AALS trailer)

is a multiple of 48B. Otherwise, the AAL5 layer would add an additional 48B boundary padding to each
fragment which would unnecessarily expand the overhead associated with fragmentation. By aligning all-
but-last fragments to a 48B boundary, only the last fragment potentially contains the AAL5 48B boundary
padding which is no different from a non-fragmented packet. All fragments, except for the last fragment, are
referred to as non-padded fragments. The last fragment is padded if it is not already natively aligned to a
48B boundary.

As an example, calculate the optimal fragment size based on the encapsulation criteria with the maximum
fragment overhead of 22B. To achieve >10x transmission efficiency the fragment payload size must be
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5.2.7.6.2

5.2.7.6.3

5.2.8

220B (10*22B). To avoid the AAL5 padding, the entire fragment (overhead + payload) is rounded UP on a
48B boundary. The final fragment size is 288B [22B + 22B*10 + 48B_allignment].

In conclusion, an optimal fragment size was selected that carries the payload with at least 90% efficiency.
The last fragment of the packet cannot be artificially aligned on a 48B boundary (it is a natural reminder),
so it is be padded by the AALS layer. Therefore, the efficiency of the last fragment is less than 90% in the
example. In the extreme case, the efficiency of this last fragment may be only 2%.

Note: The fragment size chosen in this manner is purely chosen based on the overhead length.
4 The maximum transmission delay did not play any role in the calculations.

For the Ethernet-based last mile, the CPM always makes sure that the fragment size plus encapsulation
overhead is larger or equal to the minimum Ethernet packet length of 64B.

Fragment size based on the maximum transmission delay

The first criterion in selecting the optimal fragment size based on the maximum transmission delay
mandates that the transmission time for the fragment, including all overheads (MLPPP header, ATM
encapsulation header, AAL5 overhead and ATM cell overhead) must be less than the configured max-
fragment-delay time.

The second criterion mandates that each fragment, including the MLPPP header, the ATM encapsulation
header, the AALS trailer and the ATM cellification overhead be a multiple of 48B. The fragment size is
rounded down to the nearest 48B boundary during the calculations to minimize the transmission delay.
Aligning the fragment on the 48B boundary eliminates the AAL5 padding and therefore reduces the
overhead associated with the fragment. The overhead reduction improves the transmission time and also
increases the efficiency of the fragment.

These two criteria along with the configuration parameters (ATM Encapsulation, MLPPP header length,
max-fragment-delay time, rate in the last mile), the implementation calculates the optimal non-padded
fragment length as well as the transmission time for this optimal fragment length.

Selection of the optimum fragment length

So far, the implementation has calculated the two optimum fragment lengths, one based on the length
of the MLPPP/transport encapsulation overhead of the fragment, the other one based on the maximum
transmission delay of the fragment. Both of them are aligned on a 48B boundary. The larger of the two is
chosen and the BB-ISA performs LF| based on this selected optimal fragment length.

Upstream traffic considerations

Fragmentation and interleaving is implemented on the originating end of the traffic. In other words, in the
upstream direction the CPE (or RG) is fragmenting and interleaving traffic. There is no interleaving or
fragmentation processing in the upstream direction in the 7750 SR. The 7750 SR are on the receiving end
and is only concerned with the reassembly of the fragments arriving from the CPE. Fragments are buffered
until the packet can be reconstructed. If all fragments of a packet are not received within a preconfigured
time frame, the received fragments of the partial packet are discarded (a packet cannot be reconstructed
without all of its fragments). This time-out and discard is necessary to prevent buffer starvation in the BB-
ISA. Two values for the time-out can be configured: 100ms and 1s.
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5.2.9

5.2.10

Multiple links MLPPPoX with no interleaving

Interleaving over MLPPPoX bundles with multiple links are not supported. However, fragmentation is
supported.

To preserve packet order, all packets on an MLPPPoX bundle with multiple links are MLPPPoX
encapsulated (monotonically increased sequence numbers).

Multiclass MLPPP (RFC 2686, The Multi-Class Extension to Multi-Link PPP) is not supported.

MLPPPoX session support

The following session types in the last mile are supported:
+ MLPPPoE

Single physical link or multilink. The last mile encapsulation is Ethernet over copper (This could be
Ethernet over VDSL or HSDSL). The access rates (especially upstream) are still limited by the xDSL
distance limitation and therefore interleaving is required on a slow speed single link in the last mile. It is
possible that the last mile encapsulation is Ethernet over fiber (FTTH) but in this case, users would not
be concerned with the link speed to the point where interleaving and link aggregation is required.

Finally, this is the slow link of the last mile, the reason why LFl is performed in the first place. Assuming
that LFI played its role in the network as designed, by the time the transmission of one fragment on
this link is completed, the next fragment arrives just in time for unblocked transmission. In between the
two fragments are one or more small high priority packets waiting in the queue for the transmission to
complete.

As shown in Figure 41: MLPPPoE — multiple physical links, the AN-RG link in that packets P2 and P3 are
ahead of fragments F2 and F3. Therefore the delay incurred on this link by the low priority packets is never
greater than the transmission delay of the first fragment (50ms). The remaining two fragments, F2 and

F3, can be queued and further delayed by the transmission time of packets P2 and P3 (which is normally
small, in the example 3ms for each).

Note: If many low priority packets were waiting in the queue, then they would have caused delay
4 for each other and would have further delayed the fragments in transit from the LNS to the LAC.
This condition is normally caused by bursts and it should clear itself out over time.

Figure 41: MLPPPoE — multiple physical links
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Figure 42: MLPPPoE — single physical link
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* MLPPP(oE0)A — A single physical link or multilink. The last mile encapsulation is ATM over xDSL.

Figure 43: MLPPP(oE)oA — multiple physical links
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Figure 44: MLPPP(oE)oA — single physical link
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Some other combinations are also possible (ATM in the last mile, Ethernet in the aggregation) but they all

come down to one of the above models that are characterized by:
» Ethernet or ATM in the last mile.

» Ethernet or ATM access on the LAC.

*  MLPPP/PPPOE termination on the LNS.
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5.2.11 Session load balancing across multiple BB-ISAs

PPP/PPPoE sessions are by default load balanced across multiple BB-ISAs (max 6) in the same group.
The load balancing algorithm considers the number of active session on each BB-ISA in the same group.
The load balancing algorithm does not consider the number of queues consumed on the carrier IOM.
Therefore, a session can be refused if queues are depleted on the carrier IOM even though the BB-ISA
may be lightly loaded in terms of the number of sessions that is hosting.

With MLPPPoX, it is important that multiple sessions per bundle be terminated on the same LNS BB-ISA.
This can be achieved by per tunnel load balancing mode where all sessions of a tunnel are terminated in
the same BB-ISA. Per tunnel load balancing mode is mandatory on LNS BB-ISAs that are in the group that
supports MLPPPoX.

On the LAC side, all sessions in an MLPPPoX bundle are automatically assigned to the same tunnel. In
other words an MLPPPoX bundle is assigned to the tunnel. There can be multiple tunnels created between
the same pair of LAC/LNS nodes.

5.2.12 BB-ISA hashing considerations

All downstream traffic on an MLPPPoX bundle with multiple links is always MLPPPoX encapsulated.
Some traffic is fragmented and served in a octet oriented round robin fashion over multiple member links.
However, fragments are never delayed when the bundle contains multiple links.

In a per fragment/packet load sharing algorithm, there is always the possibility that there is uneven load
utilization between the member links. A single link overload can go unnoticed in the network all the way
to the Access Node. The access node is the only node in the network that actually has multiple physical
links connected to it. All other session-aware nodes (LAC and LNS) only see MLPPPoX as a bundle with
multiple sessions without any mechanism to shape traffic per physical link. Other nodes in this case being
7750 SRs. Other vendors may have the ability to condition (shape) traffic per session.

If one of the member sessions is perpetually overloaded by the LNS, traffic is dropped in the last mile
because the corresponding physical link cannot absorb traffic beyond its physical capabilities. This

would have detrimental effects on the whole operation of the MLPPPoX bundle. To prevent this perpetual
overloading of the member links that can be caused by per packet/fragment load balancing scheme,

the load balancing scheme that considers the number of octets transmitted over each member link. The
octet counter of a new link is initialized to the lowest value of any existing link counter. Otherwise the load
balancing mechanism would show significant bias toward the new link until the byte counter catches up
with the rest of the links.

5.2.13 Last mile rate and encapsulation parameters

The last mile rate information along with the encapsulation information is used for fragmentation (to
determine the maximum fragment length) and interleaving (delaying fragments in the BB-ISA). In addition,
the aggregate subscriber rate (aggregate-rate-limit) on the LNS is automatically adjusted based on the last
mile link rate and the number of links in the MLPPPoX bundle.

Downstream Data Rate in the Last Mile

The subscriber aggregate rates (agg-rate-limit) used in (H)QoS on the carrier IOM and in the BB-ISA (for
interleaving) must be wire based in the last mile. This rule applies equally to both, the LAC and LNS.
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The last mile on-the-wire rates of the subscriber can be submitted to the LAC and the LNS by various
means. The following discusses the break down on how the last mile wire rates are passed to each entity:

LAC
The last mile link rate is taken by the following methods in the order of listed priority:
+ LUDB — rate-down command under the host hierarchy in LUDB.

* RADIUS Alc-Access-Loop-Rate-Down VSA. Although this VSA is stored in the state of plain PPP(oE)
sessions (MLPPPoX bundled or not), it is applicable only to MLPPPoX bundles.

» PPPoE tags — Vendor Specific Tags (RFC 2516, A Method for Transmitting PPP Over Ethernet
(PPPoE); tag type 0x0105; tag value is Enterprise Number 3561 followed by the TLV sub-options as
specified in TR-101 -> Actual Data Rate Downstream 0x82)

As long as the link rate information is available in the LAC, it is always passed to the LNS in the ICRQ
message using the standard L2TP encoding. This cannot be disabled.

In addition, an option is available to control the source of the rate information can be conveyed to the LNS
by TX Connect Speed AVP in the ICCN message. This can be used for compatibility reasons with other
vendors that can only use TX Connect Speed to pass the link rate information to the LNS. By default, the
maximum port speed (or the sum of the maximum speeds of all member ports in the LAG) is reported

in TX Connect Speed. Unlike the rate conveyed in ICRQ message, The TX Connect Speed content is
configurable with the following command:

config>subscr-mgmt
sla-profile <name>
egress
report-rate agg-rate-limit | scheduler <scheduler-name> | pppoe-actual-
rate | rfc5515-actual-rate
The report-rate configuration option dictates which rate is reported in the TX Connect Speed as follows:
» agg-rate-limit
Statically configured agg-rate-limit value or RADIUS QoS override is reported
» scheduler scheduler-name
Virtual schedulers are not supported in MLPPPoX
* pppoe-actual-rate
The rate taken from PPPOE tags is reported.

Note: The rate reported according to RFC 5515 can still be different if the source for both
/ methods is not the same.

* rfc5515-actual-speed

The rate is taken from RFC5515.
The RFC 5515 relies on the same encoding as PPPoE tags (vendor ID is ADSL Forum and the type for
Actual Data Rate Downstream is 0x82).

Note: The two methods of passing the line rate to the LNS are using different message types
/ (ICRQ and ICCN).

The LAC on the 7750 SR is not aware of MLPPPoX bundles. As such, the aggregate subscriber bandwidth
on the LAC is configured statically by usual means (sub-profile, scheduler-policy) or dynamically
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modified through RADIUS. The aggregate subscriber (or MLPPPoX bundle) bandwidth on the LAC is

not automatically adjusted according to the rates of the individual links in the bundle and the number

of the links in the bundle. As such, an operator must ensure that the statically provided rate value for
aggregate-rate-limit is the sum of the bandwidth of each member link in the MLPPPoX bundle. The number
of member links and their bandwidth must be therefore known in advance. The alternative is to have the
aggregate rate of the MLPPPoX bundle set to a high value and rely on the QoS treatment performed on
the LNS.

LNS

The sources of information for the last mile link rate on the LNS is taken in the following order:
» LUDB (during user authentication phase, same as in LAC)

* RADIUS (same as in LAC)

* ICRQ message — Actual Data Downstream Rate (RFC 5515)

» ICCN message — TX Connect Speed

There is no configuration option to determine the priority of the source of information for the last mile link
rate. TX Connect Speed in ICCN message is only be taken into consideration as a last resort in absence of
any other source of last mile rate information.

After the last mile rate information is obtained, the subscriber aggregate rate aggregate-rate-limit is
automatically adjusted to the minimum value of:

» The smallest link speed in the MLPPPoX bundle multiplied by the number of links in the bundle.
» Statically configured aggregate-rate-limit

The link speed of each link in the bundle must be the same, meaning, different link speeds within the
bundle are not supported. When different link are received, speed values for last mile links within the
bundle, the minimum received speed is adopted and apply it to all links.

When the obtained rate information from the last mile for a session within the MLPPP bundle is out of
bounds (1 kb/s to 100 Mb/s), the session within the bundle is terminated.

Encapsulation

Wire-rates are dependent on the encapsulation of the link to which they apply. The last mile encapsulation
information can be extracted by various means.

LAC
+ Static configuration by LUDB.
* RADIUS — Alc-Access_Loop-Encap-Offset VSA.

» PPPoE tags — Vendor Specific Tags (RFC 2516; tag type 0x0105; tag value is Enterprise Number 3561
followed by the TLV sub-options as specified in TR-101 -> Actual Data Rate Downstream 0x82).

The LAC passes the line encapsulation information to the LNS by an ICRQ message using the encoding
defined in the RFC 5515.

LNS

The LNS extracts the encapsulation information in the following order:
+ Static configuration by LUDB.

* RADIUS — Alc-Access-Loop-Encap-Offset VSA.

* ICRQ message (RFC 5515)
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5.2.14

5.2.15

5.2.16

When the encapsulation information is not provided by any of the existing means (LUDB, RADIUS, AVP
signaling, PPPoE Tags), then by default pppoa-null encapsulation is in effect. This applies to LAC and
LNS.

Link failure detection

The link failure in the last mile is detected by the expiration of session keepalives (LCP). The LNS tears
down the session over the failed link and notify the LAC by a CDN message.

CoA support

CoA request for the subscriber aggregate-rate-limit change is honored on the LAC and the LNS.

CoA for the rate change of an individual link within the bundle is supported through the same VSA that can
be used to initially assign the rate parameter to each member link. This is supported only on LNS. The rate
override with CoA is applied to all active link members within the bundle.

Change of the access link parameters with CoA is supported in the following fashion:
» Change of access loop encap: refused (NAK)
» Change of access loop rate down:

* On L2TP LAC session: refused (NAK). On LAC the access loop rate down is not locally used for any
rate limiting function but instead it is just passed to the LNS at the beginning when the session is first
established. Mid-session changes on LAC by CoA are not propagated to the LNS.

* Onthe L2TP LNS session, the plain session is ignored. The rate is stored in the MIB table but no rate
limiting action is taken. In other words, this parameter is internally excluded from rate calculations and
advertisements. However, it is shown in the output of the relevant show commands.

» Bundle session: applied on all link sessions. The aggregate rate limit of the bundle is set to the
minimum of the:

» CoA obtained local loop down rate multiplied by the number of links in the bundle
» The aggregate rate limit configured statically or obtained by CoA.

» Fragment length is affected by this change. In case that interleaving is enabled on a single link bundle,
the interleave interval is affected.

* Non-L2TP: ignored. The rate is stored in the MIB table but no rate limiting action is taken. In other
words, this parameter is internally excluded from rate calculations and advertisements. However, it is
shown in the output of the relevant show commands.

Similar behavior is exhibited if at mid-session, the parameters are changed through LUDB with the
exception of the rate-down parameter in LAC. If this parameter is changed on the LAC, all sessions are
disconnected.

Accounting

Accounting counters on the LNS include all packet overhead (wire overhead from the last mile). There is
only one accounting session per bundle.

On the LAC, there is one accounting session per pppoe session (link).

3HE 18404 AAAE TQZZA 01 © 2022 Nokia. 169

Use subject to Terms available at: www.nokia.com/terms/.



TRIPLE PLAY SERVICE DELIVERY ARCHITECTURE
GUIDE RELEASE 22.10.R1

Point-to-Point Protocol over
Ethernet management

5.2.17

5.2.18

5.2.19

5.2.19.1

5.2.19.2

In tunnel-accounting mode there is one accounting session per link.

On LNS only the stop-link of the last link of the bundle carries all accounting data for the bundle.

Filters and mirroring

Filters and mirrors (LI) are not supported on an MLPPPoX bundle on LAC. However, filters and ip-only
mirror type are supported on the LNS.

PTA considerations

Locally terminated MLPPPoX (PTA) solution is offered based on the LAC and the LNS hosted in the same
system. An external loop (or VSM2) is used to connect the LAC to the LNS within the same box. The
subscribers are terminated on the LNS.

QoS considerations

Dual-pass

HQoS and LFI are performed in two stages that involve double traversal (dual-pass) of traffic through the
carrier IOM and the BB-ISA. The following are the functions performed in each pass:

» In the first pass through the carrier IOM, traffic is marked (dot1p bits) as high or low priority. This plays a
crucial role in the execution of LFI in the BB-ISA.

» In the first pass through the BB-ISA this prioritization from the first step, is an indication (along with the
internally calculated fragment size) of whether the traffic is interleaved (non MLPPP encapsulated) or
not (MLPPP encapsulated). Consequently, the BB-ISA adds the necessary padding related to last mile
wire overhead to each packet. This padding is in the second pass on the carrier IOM and performs last
mile wire based QoS functions.

» In the second pass through the carrier IOM, the last-mile wire-based HQoS is performed based on the
padding added in the first pass through the BB-ISA.

* In the second pass through the BB-ISA, the previously added overhead is stripped off and LFI/MLPPP
encapsulation functions are performed.

Traffic prioritization in LFI

The delivery of high priority traffic within predefined delay bounds on a slow speed last mile link is ensured
by the correct QoS classification and prioritization. High priority traffic is interleaved with low priority
fragments on a single link MLPPPoX bundle with LFI enabled. The classification of traffic into the correct
(high or low priority) forwarding class is performed on the downstream ingress interface. However, traffic
can be re-classified (re-mapped into another forwarding class) on the egress access interface of the carrier
IOM, just before packets are transmitted to the BB-ISA for MLPPPoX processing. This can be achieved
with a QoS sap-egress policy referenced in the LNS sla-profile.

The priority of the forwarding class in regular QoS (on IOM) is determined by the properties of the queue
to which the forwarding class is mapped. Expedited, non-expedited queue type, CIR and PIR rates. In
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5.2.19.3

contracts, traffic prioritization in LFI domain (in BB-ISA) is determined by the outer dot1p bits that are set by
the carrier IOM while transmitting packets toward the BB-ISA. The outer dot1p bits are marked based on
the forwarding class information determined by classification/re-classification on ingress/carrier IOM. This
marking of outer dot1p bits in the Ethernet header between the carrier IOM and the BB-ISA is fixed and
defined in the default sap-egress LNS ESM policy 65537. The marking definition is as follows:

FC be -> dotlp 0
FC 12 -> dotlp 1
FC af -> dotlp 2
FC 11 -> dotlp 3
FC h2 -> dotlp 4
FC ef -> dotlp 5
FC hl -> dotlp 6
FC nc -> dotlp 7

In LFI (on BB-ISA), dot1p bits [0,1,2 and 3] are considered low priority while dot1p bits (4,5,6 and 7) are
considered high priority. Consequently, forwarding classes BE, L2, AF and L1 are considered low priority
while forwarding classes H2, EF, H1 and NC are considered high priority. High priority traffic is interleaved
with low priority traffic. Assuming that the packet size does not exceed maximum fragment size.

The following describes the reference points in traffic prioritization for the purpose of LFI in the 7750 SR:

» Classification on downstream ingress interface (entrance point into the 7750 SR) - packets can be
classified into one of the following eight forwarding classes: be, 12, af, 11, h2, ef, h1, and nc. Depending
on the type of the ingress interface (access or network), traffic can be classified based on dot1p, exp,
DSCP, ToS bits or ip-match criteria (dscp, dst-ip, dst-port, fragment, src-ip, src-port and protocol-id).

* Re-classification on downstream access egress interface between the carrier IOM and the BB-ISA - in
the carrier IOM, downstream traffic can be re-classified into another forwarding class, just before it is
forwarded to the BB-ISA. Re-classification on access egress is based on the same fields as on ingress
except for the dot1p and exp bits because Ethernet or MPLS headers from ingress are not carried from
ingress to egress.

» Marking on downstream access egress interface between the carrier IOM and the BB-ISA, after the
forwarding class is available on the carrier IOM in the egress direction (toward BB-ISA), it is used to
mark outer dot1p bits in the new Ethernet header that are used to transport the frame from the carrier
IOM to the BB-ISA. The marking of the dot1p bits on the egress SAP between the carrier IOM and
the BB-ISA cannot be changed for MLPPPoX even if the no gos-marking-from-sap command is
configured under the sla-profile on egress.

Shaping based on the last mile wire rates

Accurate QoS require that the subscriber rates in the first mile on an MLPPPoX bundle be properly
represented in the LNS. In other words, the rate limiting functions in the LNS must account for the last mile
on-the-wire encapsulation overhead. The last mile encapsulation can be Ethernet or ATM.

For ATM in the last mile, the LNS accounts for the following per fragment overhead:
- PID

* MLPPP encapsulation header

» ATM Fixed overhead (ATM encap + fixed AALS trailer)

» 48B boundary padding as part of AALS trailer

» 5B per each 48B of data in ATM cell
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In case of Ethernet encapsulation in the last mile, the overhead is:
+ PID

*  MLPPP header per fragment

» Ethernet Header + FCS per fragment

* Preamble + IPG overhead per fragment

The encap-offset command in the sub-profile>egress CLI context is ignored in case of MLPPPoX.
MLPPPoX rate calculation is, by default, always based on the last-mile wire overhead.

The HQoS rates (port-scheduler, aggregate-rate-limit, and scheduler) on LNS are based on the wire
overhead of the entity to which the HQoS is applied. For example, if the port-scheduler is managing
bandwidth on the link between the BB-ISA and the carrier IOM, then the rate of such scheduler accounts
for the g-in-q Ethernet encapsulation on that link along with the preamble and inter packet gap (20B).

Figure 45: QoS enforcement points in the LNS
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While virtual schedulers (attached by sub-profile) are supported on LNS for plain PPPoE sessions, they are
not supported for MLPPPoX bundles. Only aggregate- rate-limit along with the port-scheduler can be used
in MLPPPoX deployments.
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5.2.194

5.2.20

5.2.21

Downstream bandwidth management on egress port

Bandwidth management on the egress physical ports (Physical Port 1 and Physical Port 2) is performed
at the egress port on the egress |IOM instead on the carrier IOM. By default, the forwarding class (FC)
information is preserved from network ingress to network egress. However, this can be changed with the
QoS configuration applied to the egress SAP of the carrier IOM toward the BB-ISA.

L2TP traffic originated locally in LNS can be marked with the router or service vprn sgt-qos hierarchy.

Sub and sla profile considerations

In the MLPPPoX case on LNS, multiple sessions are tied into the same subscriber aggregate-rate-
limit using a sub-profile. The consequence is that the aggregate rate of the subscriber can be adjusted
dynamically depending on the advertised link speed in the last mile and the number of links in the bundle.

Note: Shaping in the LNS is performed per the entire MLPPPoX bundle (subscriber) rather

’ than per individual member links within the bundle. The exception is a MLPPPoX bundle with
the single member link (interleaving case) where the relationship between the session and the
MLPPPoX bundle is 1:1.

In the LAC, the subscriber aggregate rate cannot be dynamically changed based on the number of links in
the bundle and their rate. The LAC has no notion of MLPPPoX bundles. However, multiple sessions that
in reality belong to an MLPPPoX bundle under the subscriber are shaped as an aggregate (agg-rate-limit
under the sub-profile). This in essence yields the same shaping behavior as on LNS.

Sla-profile
Sessions within the MLPPPoX bundle in LNS share a single sla-profile instances (queues).

In the LAC, as long as the sessions within the subscriber6 are on the same SAP, they can also share the
same sla-profile. This is be the case in MLPPPoX.

The manner in which sub/sla-profile are applied to MLPPPoX bundles and the individual sessions within
results in aggregate shaping per MLPPPoX bundle as well as allocation of unique set of queues per
MLPPPoX bundle. This is valid irrespective of the location where shaping is executed (LAC or LNS). Other
vendors may have implemented shaping per session within the bundle and this is something that needs to
be taken into consideration during the migration process.

MLPPPoX session setup flow example

LAC behavior
* A new PPP(oEo0A) session request arrives to the LAC (PADI or LCP Conf Req).
» The LAC negotiates PADx session if applicable.

* The LAC may negotiate MLPPPoX LCP phase with its own endpoint discriminator, or it may reject
MLPPPoX specific options in LCP if MLPPPoX on the LAC is disabled (such as, no accept-mrru in
the LAC’s ppp-policy). If MLPPPoX options (seq num header format, ED, MRRU) are rejected, the
assumption is that the client renegotiates plain PPP(oEo0A) session with the LAC.

» After LCP (MLPPPoX capable or not) is negotiated, the session is authenticated (PAP/CHAP).
» Upon successful authentication, an L2TP tunnel is identified to which the session belongs.
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» If the session is a non-L2TP session (PTA MLPPPoX capable session for which the tunnel cannot be
determined), the session is terminated.

+ Otherwise, the QoS constructs are created for the subscriber hosts: the session is assigned to a sub/
sla-profiles.

* The session LCP parameters are sent to the LNS by call management messages.

Note: If another LCP session is requested on the same bundle, the LAC creates a new LCP
4 session and join this session to the existing subscriber as another host. In other words, the LAC
is bundle agnostic and the two sessions appears as two hosts under the same subscriber.

The following assumes that MLPPPoX is configured on the LNS under the L2TP group or the tunnel
hierarchy.

LNS behavior

* The LNS have the option to accept the LCP parameters or to reject them and start renegotiating LCP
parameters directly with the client.

» If the LNS choose to renegotiate LCP parameters with the client directly, this renegotiation is
completely transparent to the LAC by the means of a T-bit (control vs. data) in the L2TP header. LCP is
renegotiated on the LNS with all the options necessary to support MLPPPoX.

Note: Endpoint Discriminator is not mandatory in the MLPPPoX negotiation. If the client

4 rejects it, the LNS must still be able to negotiate MLPPPoX capable session (same is valid for
the LAC). If the client’s endpoint discriminator is invalid (bad format, invalid class, and so on),
the 7750 SR is not negotiated MLPPPoX and instead a plain PPP session is created.

» If the LNS is configured to accept the LCP Proxy parameters, the LNS determines the capability of the
client.

If there is no indication of MLPPPoX capability in the Proxy LCP (not even in the original ConfReq),
the LNS may accept plain (non MLPPPoX capable) LCP session or renegotiate from scratch the non
MLPPPoX capable session.

If there is an indication of MLPPPoX capability in the Proxy LCP (either completely negotiated on the LAC
or at least attempted from the client), the LNS tries to accept the MLPPPoX negotiated session by the LAC
or renegotiate the MLPPPoX capable session directly with the client.

If the LCP Proxy parameters with MLPPPoX capability are accepted by the LNS then the endpoint as
negotiated on the LAC is also accepted.

» After the MLPPPoX capable LCP session is negotiated or accepted, authentication can be performed
on the LNS. Authentication on the LNS can be restarted (CHAP challenge/response with the client), or
accepted (chap challenge/response accepted and verified by the LNS through RADIUS).

Note: chap-challenge length is configurable in LNS.

» If the authentication is successful, depending on the evaluation of the parameters negotiated up to this
point a new MLPPPoX bundle is created or an existing MLPPPoX bundle is joined. In case that a new
bundle is established, the QoS constructs for the subscriber(-host) is created (sub/sla-profile). Session
negotiation advances to IPCP phase.
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» The decision whether a new session should join an existing MLPPPoX bundle, or trigger creation of
a new one is governed by RFC 1990, The PPP Multilink Protocol (MP), section 5.1.3, page 16, cases
1,2,3, and 4.

Note: Interleaving is supported only on MLPPPoX bundles with single session in them.

5.2.22 Other considerations

» |Pv6 is supported.
* AAis supported at LNS where full IP packets can be redirected with AA policies.
» Intra-chassis redundancy is supported:

— CPM stateful failover

— BB-ISA — non-stateful failover

5.3 Configuration notes

MLPPP in subscriber management context is supported only over Ethernet transport (MLPPPoX). Native
MLPPP over PPP/HDLC links is supported outside of the subscriber management context on the ASAP
MDA.

MLPPPoX is supported only on LNS.

Interleaving is supported only on MLPPPoX bundles with a single member link. If more than one link is
present in an MLPPPoX bundle, the interleaving is automatically disabled and a SNMP trap is generated.
The MIB for this even is defined as tmnxMlpppBundlelndicatorsChange.

If MLPPPoX is enabled on LNS, the load balancing mode between the BB-ISAs within the group should be
set to per tunnel. This ensures that all sessions of the same MLPPPoX bundle are terminated on the same
BB-ISA. On the LAC, sessions of the same bundle are setup in the same tunnel.

Virtual schedulers are not supported on MLPPPoX tunnels on LNS. However, aggregate-rate-limit is
supported.

The aggregate-rate-limit on LNS is automatically adjusted to the minimum value of:
» configured aggregate-rate-limit

* minimum last mile rate (obtained by LUDB, RADIUS, or PPPoE tags) multiplied by the number of links
in the bundle.

The aggregate-rate-limit on the LAC is not adjusted automatically. Therefore, if configured it should be set
to a high value and therefore the traffic treatment should rely on QoS performed on the LNS.

The rate (rate-down information) of the member links within the bundle must be the same. Otherwise the
lowest rate is selected and applied to all member links.

A single CoA for a rate change (Alc-Access-Loop-Rate-Down) of an individual link in an MLPPPoX bundle
modifies rates of all links in the bundle. This is applicable on LNS only.

The range of supported last mile rate (rate-down information) for the member links on an MLPPPoX
session is 1 kb/s to 100 Mb/s. On the LNS, obtain the last mile rate:
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» From the LAC by Tx-Connect-Speed AVP or by standard L2TP encoding as described in the RFC 5515,
Layer 2 Tunneling Protocol (L2TP) Access Line Information Attribute Value Pair (AVP) Extensions.

* From the LAC by LUDB or RADIUS
» Directly on the LNS by LUDB or RADIUS.

The session fails to come up if the obtained rate-down information is outside of the allowable range (1 kb/s
to 100 Mb/s).

A session within the MLPPPoX bundle is terminated if the rate-down information for the session is out of
bounds (1 kb/s to 100 Mb/s).

If a member link in the last mile fails, traffic is blackholed until the LNS is notified of this failure. The failure
detection in the LNS relies on PPP keepalives.

Shaping is performed per MLPPPoX bundle and not individually per member links.

If encapsulation overhead associated with fragmentation is too large in comparison to payload, the
fragments are sized based on the encapsulation overhead (to increase link efficiency) instead of on
maximum transmission delay.

There can be only a single MLPPPoX bundle per subscriber.

MLPPPoX bundles and non-MLPPPoX (plain L2TP PPPoE) sessions cannot coexist under the same
subscriber.

Filters and mirrors (LI) are not supported on MLPPPoX bundles on LAC.
ip-only type mirrors are supported on MLPPPoX bundles.

In MLPPP scenario, downstream traffic is traversing Carrier IOM and BB-ISA twice. This is referred to as
dual-pass and effectively cuts the throughput for MLPPP in half (for example, 5Gb/s of MLPPP traffic on a
10Gb/s capable BB-ISA).
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6 Layer 2 Tunneling Protocol (L2TP)

This chapter provides information about using L2TP, including theory, supported features and configuration
process overview.

Note: The information in this section applies only to the 7750 SR.

6.1 Terminology

* Tunnel spec

Describes the requirements for a tunnel and is defined as a set of parameters that are used in tunnel
setup and selection process. The tunnel-spec is defined in the CLI or can be supplied through RADIUS.

* Tunnel (instance)

A run-time object with a unique ID terminating at a specific peer. Any change in the tunnel spec after the
tunnel has been created has no bearing on the tunnel itself. The list of tunnels can be obtained using
the show router 12tp tunnel command.

* Peer

A run-time object that is defined by an ip-address/port combination. Multiple tunnels can be terminated
on the same peer. The list of peers can be obtained using the show router 12tp peer command.

6.2 L2TP overview

6.2.1 LAC DF bit

The Layer 2 access concentrator (LAC) DF bit is configurable, but by default, it sends all L2TP packets
with the DF bit set to 1. Clearing the DF bit allows downstream routers to fragment the L2TP packets. The
LAC itself does not fragment L2TP packets. L2TP packets that have a larger MTU size than what the LAC
egress ports allows are dropped. The DF bit can also be configured through RADIUS attribute Alc-Tunnel-
DF-bit.

6.2.2 Handling L2TP tunnel/session initialization failures
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6.2.2.1

6.2.2.2

L2TP tunnel/session initialization failover mechanisms on LAC

In deployment scenarios with multiple LNS nodes, a list of those LNS nodes can be presented to the LAC
during the L2TP session instantiation process (either through CLI or RADIUS). An example of this would
be a RADIUS Accept message with a list of tunnel peers:

tunnel.com Auth-Type := Local, Password == "tunnell"
Tunnel-Type:1 += L2TP,
Tunnel-Medium-Type:1 += IP,
Tunnel-Client-Auth-Id:1 += 1lns_tun,
Tunnel-Assignment-Id:1 += 1,
Tunnel-Client-Endpoint:1 += 10.0.0.1,
Tunnel-Server-Endpoint:1 += 10.0.0.2,
Tunnel-Password:1 += TUNNELPASS,

Tunnel-Type:2 += L2TP,
Tunnel-Medium-Type:2 += IP,
Tunnel-Client-Auth-Id:2 += lns_tun,
Tunnel-Assignment-Id:2 += 2,
Tunnel-Client-Endpoint:2 += 10.0.0.1,
Tunnel-Server-Endpoint:2 += 10.0.0.3,
Tunnel-Password:2 += TUNNELPASS,

Tunnel-Type:3 += L2TP,
Tunnel-Medium-Type:3 += IP,
Tunnel-Client-Auth-Id:3 += lns_tun,
Tunnel-Assignment-Id:3 += 3,
Tunnel-Client-Endpoint:3 += 10.0.0.1,
Tunnel-Server-Endpoint:3 += 10.0.0.4,
Tunnel-Password:3 += TUNNELPASS,

Tunnel-Type:4 += L2TP,

Tunnel-Medium-Type:4 += IP,
Tunnel-Client-Auth-Id:4 += lns_tun,
Tunnel-Assignment-Id:4 += 4,
Tunnel-Client-Endpoint:4 += 10.0.
Tunnel-Server-Endpoint:4 += 10.0.
Tunnel-Password:4 += TUNNELPASS

If the tunnel or the session establishment attempt fails for any reason, a search for additional operational
facilities (tunnels or peers) is made to complete the establishment of the tunnel or session that failed in the
previous attempt. Sometimes it is required to go beyond this automatic search for the new facilities and
place the tunnel or peer in question into a denylist. A tunnel timeout always forces the corresponding peer
and the tunnel into the denylist. In addition, a tunnel can be forced into the denylist by specific explicit error
codes (CDN, and Stop-CCN) during the tunnel or session initialization phase. A peer is never forced on a
denylist because of explicit Result-Code sent by LNS.

Denylisted peers and tunnels are not eligible to serve new incoming L2TP session until they are removed
from the denylist. The exception is when all tunnel specs evaluate into a denylisted item. Then, a denylist
item (tunnel) is tried.

Peer denylist
A peer is always placed into the denylist if:
» An attempt to establish a new tunnel fails because of a time out (SCCRQ and SCCCN timeouts)
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6.2.2.3

» The timeout occurs on any control packet within an already established tunnel. All sessions on such
tunnel are terminated (PADT is sent toward the clients, StopCCN is sent toward the LNS). Other tunnels
that are terminated on the same peer times out on their own (if the peer is indeed non-operational),
for example, the 7750 SR not explicitly tear them down based on the timeout of a single tunnel. The
timeout of an existing tunnel is caused by the lack of acknowledgments to be transmitted control
packets (ICRQ, ICCN, CDN, Hello).

A tunnel timeout occurs if an acknowledgment is not received after max-retries-established (on an
established tunnel) or max-retries-not-established (for the tunnel in the process of being established)
retries.

Although there is no configuration option that would control whether a peer can or cannot be denylisted
(it is always denylisted on tunnel timeout), the amount of time that a peer remains in the denylist is
configurable within the tunnel-selection-blacklist CLI node.

Tunnel denylists

A tunnel spec (that evaluates into a tunnel) is temporary unusable if that corresponding peer or the tunnel
is denylisted. The following events trigger placement of the tunnel into the denylist:

1. Explicit termination of the L2TP session that is in the process of being established within this tunnel.
The following CDN Result Codes places a tunnel to a denylist (text in parenthesis are CLI keywords
that enable specific Result Codes as triggers and [rx,tx] is direction of the messages from the LAC
perspective):

» 02 DisconnectedSeeErrorCode, rx (cdn-err-code)
+ 04 TempMissingFacilities, rx (cdn-tmp-no-facilities)
Transmit CDN when no session can be allocated
Audit not yet complete
» 05 PermanentMissingFacilities, rx (cdn-perm-no-facilities)
No result code available
* 06 InvalidDestination, rx (cdn-inv-dest)
Tunnel is not usable (for example, Ins-group is not configured on LNS)
» 10 NotEstablishedInAllotedTime, tx (tx-cdn-not-established-in-time)
2. Explicit termination of the L2TP tunnel in the process of establishment by Stop-CCN Result-Codes:
* (1) General request to clear control connection, rx (stop-ccn-other)
* (2) General error, rx (stop-ccn-err-code)
* (4) Requester is not authorized to establish a control channel, rx, tx (stop-ccn-other)

(5) Protocol version not supported, rx, tx (stop-ccn-other)
* (6) Requester is being shut down, rx (stop-ccn-other)

Error messages identified by the received Result-Codes can be interpreted as the inability of the LNS to
accept additional L2TP sessions within the tunnel (for example because of resource depletion) or to accept
additional new tunnels.

The following statements further describe behavior related to the placement of tunnels into the denylist:

* A new L2TP session establishment attempt does not trigger on the tunnel that is in the denylist. Instead,
another tunnel is searched according to the configured preference model.
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6.2.2.3.1

» The tunnel or session initialization failure always triggers the selection mechanism for another tunnel.
However, it is possible to control through configuration whether to denylist or not the tunnel for which
the L2TP initialization process failed because of specific Result Codes in CDN or Stop CCN messages.

» After the L2TP tunnel or session is established, no events other than the timeout can force the tunnel
(and the peer) into the denylist. In other words, a tunnel Stop or Call disconnect message for a stable
tunnel or session does not force the tunnel into the denylist.

» Existing sessions within the L2TP tunnel are not purposefully terminated if that the tunnel is forced into
the denylist because of an explicit reply from LNS indicating the tunnel or session initialization failure.
In other words, although the L2TP tunnel may be denylisted and therefore prevented from serving new
L2TP sessions, the existing L2TP session over this tunnel is not affected.

» A peer is not forced into the denylist if the explicit failure response from that peer. Only tunnels are
denylisted in that case, if the configuration trigger is enabled. Peers are denylisted only based on
timeouts and not explicit responses.

When the end-point is not in the routing table (unreachable through routing), the end-point is marked as
permanently unavailable (removed from the L2TP process). Such end-point is never denylisted.

Tunnel timeout because of peer IP address change

When the peer address is changed mid-session (for example, from configured IP@ 1.1.1.1 to the new IP@
2.2.2.2), and then subsequently the tunnel times-out, the new peer 2.2.2.2 would be placed in the denylist
by default. The tunnel itself would not be placed in the denylist because it is originally tied to a different
peer address that it is not in the denylist. As such it would be eligible for selection the next time a new
session request for it arrives. To block selection of this failed tunnel, optionally (by configuration) force it
into the denylist.

This behavior can be enabled with the following CLI:

configure router 12tp
configure service vprn <id> 12tp
tunnel-selection-blacklist
add-tunnel on <reason> [<reason>...(up to 7 max)]
<reason> : cdn-err-code|cdn-inv-dest|cdn-tmp-no-facilities|cdn-perm-no-
facilities|tx-cdn-not-established-in-time|stop-ccn-err-code|stop-ccn-other|addr-
change-timeout

6.2.2.4 Tunnel selection mechanism

After the L2TP tunnel failover is triggered (timeout or specific L2TP session or tunnel setup error
message), a new tunnel spec in the list of available tunnel specs are selected. This tunnel selection
mechanism can be controlled with CLI so that the new tunnel-spec is selected from the next preference
level. Alternatively, the tunnel selection mechanism can be set to a mode where all the possibilities within
the same preference are exhausted, tunnel specs on a higher preference level are tried.

configure router 12tp
configure service vprn <id> 12tp
next-attempt same-preference-level | next-preference-level

When all tunnels on a specific preference levels are denylisted, then the behavior depends on the
configuration option as per the following:
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+ next-attempt = next-preference

Only one tunnel spec from the current preference level is tried before switching to the next preference
level.

* next-attempt = same-preference
All tunnel specs are tried before switching to the next preference level.

6.2.2.5 Tunnel probing
Tunnel probing refers to the mechanism where the denylisted tunnel or an end-point can be selected to
serve only a single L2TP session initialization request. Only if this single L2TP session is successfully
established over the selected tunnel, the tunnel can be removed from the denylist and consequently can
serve new L2TP sessions. The tunnel is eligible for probing after its preconfigured time in the denylist has
expired.
This behavior ensures that the new session initialization requests are not buffered while waiting for the
tunnel to transition into operational state. Buffering would incur session setup delay and in the worst case it
would cause session timeout if the L2TP tunnel cannot be established.
Without tunnel probing enabled, tunnels are automatically removed from the denylist upon the expiry of
the preconfigured timer. New consecutive L2TP session initialization requests for such tunnels are always
buffered.
6.2.2.6 Controlling the size of the denylist
The size of the denylist and the time that an item remains ineligible for selection within the denylist, is
configurable.
configure router 12tp
configure service vprn <id> 12tp tunnel-selection-blacklist
max-time 1..60 (minutes)
max-list-length unlimited | 1..65535
6.2.2.7 Displaying the content of a denylist
The content of a denylist along with the remaining time that each entity is confined to the denylist can be
displayed with the following command:
show router <id> 12tp peer blacklisted|not-blacklisted|selectable
The following displays denylist information.
show router 12tp peer 10.100.0.2
Peer IP: 10.100.0.2
Roles capab/actual: LAC LNS /LAC - Draining : false
Tunnels 1 Tunnels Active : 0
Sessions H Sessions Active : 0
Reachability : blacklisted Time Unreachable : 01/31/2013 08:55:06
Time Blacklisted : 01/31/2013 08:55:06 Remaining (s) 1 34
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Conn ID Loc-Tu-ID Rem-Tu-ID State Ses Active
Group Ses Total

Assignment
977207296 14911 0 closed 0
base lac_base_ lns 1
tl
No. of tunnels: 1
show router 12tp tunnel detail
L2TP Tunnel Status
Connection ID: 831782912
State : closedByPeer
IP : 10.0.0.1
Peer IP : 10.100.0.2
Tx dst-IP : 10.100.0.2
Rx src-IP : 10.100.0.2
Name : lac
Remote Name
Assignment ID: t1
Group Name : base lac_base lns
Acct. Policy : 12tp-base
Error Message: N/A
Remote Conn ID 1 4294901760
Tunnel ID 1 12692 Remote Tunnel ID : 65535
UDP Port 1 1701 Remote UDP Port 1 1701
Preference : 50 Receive Window : 64
Hello Interval (s): 300
Idle TO (s) : 5 Destruct TO (s) 1 60
Max Retr Estab : 5 Max Retr Not Estab: 5
Session Limit 1 32767 AVP Hiding : sensitive
Transport Type : udpIp Challenge ! never
Time Started : 01/31/2013 08:56:58 Time Idle : 01/31/2013 08:56:58
Time Established : N/A Time Closed : 01/31/2013 08:56:58
Stop CCN Result reqShutDown General Error : noError
Blacklist-state : blacklisted
Blacklist Time : 01/31/2013 08:56:58 Remaining (s) 49
No. of tunnels: 1
6.2.2.8 Generating a trap when the denylist is full
A log is generated when the denylist reaches its max limit of items. The log event is
tmnxL2tpTunnelSelectionBlacklistFull.
6.2.2.9 Premature removal of denylisted entries
When the total number of supported tunnels and peers in a denylist and when the LAC, in general, has
reached its maximum, on the new session initialization request, the oldest tunnel entry in the denylist is
removed from the denylist regardless if the denylist max-time has expired.
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6.2.2.10

6.2.3

6.2.4

Manual purging of entities within the denylist

The items can be manually purged from the denylist using the following commands.

clear router <id> 12tp tunnel-selection-blacklist

clear router <id> 12tp peer <ip-address> [udp-port <port>] tunnel-selection-
blacklist

clear router <id> 12tp group <tunnel-group-name> [tunnel <tunnel-name>] tunnel-
selection-blacklist

clear router <id> 12tp tunnel <connection-id> tunnel-selection-blacklist

CDN result code overwrite

When the number of L2TP sessions reaches the configured maximum value, the LNS sends an out-of-
resource Result Code (4 or 5) in a CDN (Call-Disconnect-Notify) message to the LAC. This would trigger
the LAC to fail over to another LNS that has the resources available. Similarly, when the tunnel is not
usable because of the invalid destination CDN error, the Result-Code 6 is sent from the LNS.

Certain third-party LAC implementations trigger tunnel failover only when they receive Result Code 2 in
CDN messages (and not 4,5 or 6). To support those scenarios, the LNS in the 7750 SR can overwrite
result Codes 4, 5 and 6 with result Code 2 just before they are sent to the LAC. Result Codes can be
overwritten only during the L2TP session initialization phase. These codes have the following meanings
and are described in RFC 2661, 4.4.2:

e 2

Call disconnected for the reason indicated in error code
- 4

Call failed because of the lack of appropriate facilities being available (temporary condition)
5

Call failed because of the lack of appropriate facilities being available (permanent condition)
+ 6

Invalid Destination
This functionality is enabled on LNS with the following CLI hierarchy:

configure router 12tp
configure service vprn <id> 12tp

replace-result-code {cdn-tmp-no-facilities | cdn-prem-no-facilities | cdn-inv-
dest}

no replace-result-code

LNS proxy

LNS offers a proxy LCP (with the proxy-lcp command) function where LCP-related information is cached
temporarily in the LNS during the ICCN phase where L2TP control messages are exchanged between
the LAC and LNS. The LNS can then use the cached information to bypass the LCP negotiation and
immediately start the authentication state with the client. Furthermore, proxy authentication (using the
proxy-authentication command) can also be enabled on the LNS to bypass authentication and the client
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6.3

can immediately start the IPCP negotiation phase. If the proxy LCP information conflicts from the LNS
configuration, then the LNS forces the client to re-start LCP negotiation. LCP negotiation is not restarted in
the proxy LCP mode when:

* MRU is missing in the LastTxLcpConfReq AVP
* The magic number is missing in LastTxLcpConfReq AVP

» Async-Control-Character-Map (ACCM) with value = 0x00000000 is present in LastTxLcpConfReq and
LastRxLcpConfReq AVP's

» Address-and-Control-Field-Compression (ACFC) is present in LastTxLcpConfReq and
LastRxLcpConfReq. Note that PPP frames with and without address and control field (OxFFO3) in the
PPP header are accepted. LCP frames without 0xFF03 are also accepted as valid frames.

Also, proxy-authentication that fails then forces the client to re-start the LCP negotiation again.

L2TP LAC VPRN

Layer 2 Tunneling Protocol (L2TP) allows for PPP sessions to be carried over an IP network.

Each L2TP session transports PPP frames, irrespective of link-layer encapsulation, allows the LNS to
terminate PPP sessions that were PPPoE. L2TP is carried over IPv4 packets in UDP datagrams (default
port 1701).

If session data is not reliably delivered, that is, if there is a packet loss, there is no retransmission, a
sequence numbers is used within each L2TP session to identify packet loss and re-ordering.

L2TP consists of the following concepts:

* L2TP tunnels — L2TP tunnel is a connection between one LAC (L2TP Access Concentrator) and one
LNS (L2TP network server) that share a common control channel.

* L2TP sessions — Within each L2TP tunnel, there exists one or more L2TP sessions (one PPP session
corresponds to exactly one L2TP session)

L2TP tunnels provide an IP transport for PPP frames between LAC and LNS. In some existing networks,
BGP/MPLS VPNs (VPRN in SR OS) are used to contain the L2TP traffic (and the routes associated with
the LAC and LNS) into a dedicated routing instance.

Like the LNS implementation, L2TP LAC in a VPRN allows L2TP control and data traffic to be sourced from
and received by any valid IP interface within the VPRN (including loopback and interface addresses). L2TP
frames may ingress a network port (with up to five MPLS tags) or access ports with SAPs associated with
the VPRN IP interfaces.

Non-hitless multi-chassis LAC resiliency

In dual-homed PPPoEv4/v6 wholesale/retail environment over L2TP, the subscriber-hosts are
synchronized by the Multi-Chassis Synchronization (MCS) protocol. The failover detection mechanism can
be implemented by SRRP or Layer 3 MC-LAG with SRRP. When an interface or an entire node fails, the
new multi-chassis active BNG (SRRP master state) sends PADT to all sessions that were moved over from
the failed node.

In the event of an interface-only failure, CDN is sent toward the LNS to terminate sessions on the LNS.

The PPPoE sessions are reestablished on the new multi-chassis active BNG, but because PADT was sent
to clients the recovery time is faster (no need to wait for PPPoE session timeout). On the network side
(toward the LNS) an existing tunnel toward the LNS can be used to re-establish the sessions or if none
exists, a new tunnel is established. Then there is no need for a redundant interface.
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Note:
/ The L2TP tunnel carrying the sessions must always be terminated on the multi-chassis active

LAC (SRRP master state).

In the event of nodal failure, the sessions within the old tunnel on the LAC times out (CDN cannot be sent
from the new multi-chassis active LAC because there is no tunnel state preserved across redundant LAC
nodes). During the time-out period, the LNS must maintain double the amount of failed sessions (stale
ones plus the new ones). This model is shown in Figure 46: Non-hitless interface/node protection on the
LAC.

Figure 46: Non-hitless interface/node protection on the LAC
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6.3.1 Per-ISP egress L2TP DSCP reclassification

Wholesale providers can deliver Internet access to directly connected PPP users through third party ISPs.
This involves the users connecting to an L2TP Access Concentrator (LAC) with their traffic being tunneled
to and from an L2TP Network Server (LNS) in their ISP.

If there is a requirement to support per-ISP (and per-subscriber host) QOS control for downstream traffic
on the LAC toward the users based on the DSCP marking in the L2TP header, the use-ingress-12tp-dscp
command must be configured within the sla-profile selected for the users. An example topology is shown in
Figure 47: ISP Internet access through wholesale provider.
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Figure 47: ISP Internet access through wholesale provider
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The downstream traffic arrives at the LAC with:

* An MPLS header (because of the VRF encapsulation). This contains EXP bits which are set based on
the wholesale provider's QOS scheme.

* An L2TP header (because of the L2TP tunnel to the ISP). This contains DSCP bits in its IP header
which are set by the originating ISP.

» A user IP packet header. This contains DSCP bits which could be set by the ISP or by the originating
Internet application.

The network ingress on the LAC would normally use the MPLS EXP bits for traffic QoS classification,
however, this matches the wholesale provider’s QoS scheme.

It is possible to apply the ler-use-dscp parameter at the LAC network ingress to classify based on the
L2TP header DSCP, but this would require the QoS schemes used by all ISPs, and the wholesale provider,
to have a consistent interpretation of the DSCP bits.

If the standard egress IP reclassification is used, the QOS would be dependent on the DSCP in the user
packet.

Configuring the use-ingress-I12tp-dscp parameter in the sla-profile of the ISP1 and ISP2 users forces the
egress QoS control to be based on the DSCP from the L2TP header received on the LAC (which is set by
ISP1/1ISP2). This provides per-ISP (and per-subscriber host) QoS control for downstream traffic on the LAC
toward the users.

6.4 Traffic steering on L2TP LAC
Traffic steering on L2TP LAC allows wholesale providers to forward L2TP-encapsulated packets going to
and coming from LNS to Value-Added Services (VAS).
Traffic steering on L2TP LAC consists of the following components:

» A steering profile contains steering configuration (Access/VAS routers and next hop) information that is
applied to the subscriber host for the PPPoE/L2TP session.
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» For steered traffic all PPP packets to and from the PPPoE host that have a steering profile attached are
forwarded through VAS. PPP packets include LCP/NCP control packets, LCP echo and echo reply, and
user data packets.

* Non-steered traffic consists of packets for the L2TP control channel and PPP packets of the subscriber
host that do not have a steering profile

» For the base router (can also be a VPRN), the routing instance terminates subscriber host and L2TP
tunnels or sessions to LNS

» For an access VAS router, the routing instance forwards upstream (to LNS) steered traffic to VAS and
receives downstream (to subscriber) steered traffic from VAS.

An access VAS router must be a VPRN. A base routing instance cannot be specified as an access VAS
router.

» For a network VAS router (optional), the routing instance receives upstream (to LNS) steered traffic
from VAS and forwards downstream (to subscriber) steered traffic to VAS.

The creation of a network VAS router is not mandatory and a base router can also perform the same
function.

* In a network VAS next hop, the next-hop IP address to reach VAS from the network VAS Router or Base
Router for downstream traffic. This address must be specified in the steering profile.

Figure 48: Traffic steering on L2TP LAC shows traffic steering on L2TP LAC.
Figure 48: Traffic steering on L2TP LAC
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6.4.1 Steering activation and deactivation

Traffic steering can be activated by the LUDB and RADIUS Access-Accept/CoA messages that include the
Alc-Steering-Profile VSA.

Steering can be deactivated by a RADIUS CoA that includes an Alc-Remove-Override VSA to remove Alc-
Steering-Profile generated by an AAA server or BNG node itself using a CLI command.

The following CLI example shows the activation of a steering profile:

tools perform subscriber-mgmt coa alc-subscr-id subscriber-
1 attr evs,241,6527,25="steering-profile-1"
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The following CLI example shows the deactivation of a steering profile:

tools perform subscriber-mgmt coa alc-subscr-id subscriber-
1 attr 6527,238="deactivate 241.26.6527.25"

6.4.2 Steering states

Each PPPoE/L2TP session has an operational state of traffic steering that prevents a traffic black hole
caused by problems such as an incorrectly configured network or a temporary VAS outage.

The steering states are:
* Non-steered

a steering profile is not applied to the session and traffic steering is not performed
» Steered

a steering profile is applied to the session and traffic steering is performed

» Steering-failure a steering profile is applied to the session but traffic steering is not performed, possibly
because of a misconfiguration of the steering profile, L2TP, or IP routing

As the conditions to perform traffic steering are met or lost, the steering state transitions in and out of
steering failure.

6.4.3 Configuring traffic steering on L2TP LAC

The following steps show the commands used to configure traffic steering on L2TP LAC.
1. Enable L2TP on a base router.

router
12tp
no shutdown
exit
exit

2. Create VAS routers and interfaces.

vprn 100 customer 1 create
description “VAS router for access
route-distinguisher 65001:100
vrf-target target:65001:100
12tp
no shutdown
exit
interface “L2TP LAC endpoint”
address 10.0.0.1
loopback
exit
interface “Access interface to VAS”
address 10.0.100.100/24
vas-if-type to-from-access
exit
static-route-entry 20.0.0.1/32 next-hop 10.0.100.200
vprn 200 customer 1 create
description “VAS router for network”
route-distinguisher 65001:200

”
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vrf-target target:65001:200
interface “Network interface to VAS”
address 10.0.100.200/24
exit
grt-lookup
enable-grt
exit
static-route-entry 10.0.0.1/32 next-hop 10.0.100.100

The L2TP endpoint IP addresses used by the base router and the access router must be the same.

The VAS-facing interface on the access router must be configured as vas-if-type to-from-access to
avoid a traffic loop between BNG and VAS.

3. Configure the steering profile.

subscriber-mgmt
steering-profile “SP1” create
access router 100
exit
network next-hop 10.0.100.200 router 200
exit
exit

4. (Optional) Configure the LUDB host entry for the steered L2TP/PPPoE session.

subscriber-mgmt
local-user-db "LAC-steering"
ppp
match-list sap-id
host "lag-1:1" create
host-identification
sap-id "lag-1:1"
exit
auth-policy "AUTH1"
pre-auth-po